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Causality and Experiments



Ordinary versus scientific meaning 
of causality

Source: Nunan et al. (2020): Marketing 
Research - Applied Insight. Sixth Edition.



Conditions for causality

• Concomitant variation is the extent to which a cause, X, and an effect, Y, 
occur together or vary together in the way predicted by the hypothesis 
under consideration.  

• The time order of occurrence condition states that the causing event must 
occur either before or simultaneously with the effect; it cannot occur 
afterwards.  

• The absence of other possible causal factors means that the factor or 
variable being investigated should be the only possible causal explanation.  

Source: Nunan et al. (2020): Marketing 
Research - Applied Insight. Sixth Edition.



Causality and experiments: 
Definitions and concepts
• Independent variables are variables or alternatives that are manipulated and whose 

effects are measured and compared, for example, price levels.  

• Test units are individuals, organisations or other entities whose response to the 
independent variables or treatments is being examined, for example, consumers or 
stores.  

• Dependent variables are the variables which measure the effect of the independent 
variables on the test units, for example, sales, profits and market shares.  

• Extraneous variables are all variables other than the independent variables that 
affect the response of the test units, for example, store size, store location and 
competitive effort.

Source: Nunan et al. (2020): Marketing 
Research - Applied Insight. Sixth Edition.



Validity in experimentation

• Internal validity refers to whether the manipulation of the independent 
variables or treatments actually caused the observed effects on the 
dependent variables. Control of extraneous variables is a necessary 
condition for establishing internal validity.

• External validity refers to whether the cause-and-effect relationships found 
in the experiment can be generalised. To what populations, settings, times, 
independent variables and dependent variables can the results be 
projected?

Source: Nunan et al. (2020): Marketing 
Research - Applied Insight. Sixth Edition.



Source: Nunan et al. (2020): Marketing 
Research - Applied Insight. Sixth Edition.



Univariate vs. Multivariate
Techniques



Univariate techniques

Source: Nunan et al. (2020): Marketing 
Research - Applied Insight. Sixth Edition.



Multivariate techniques

Source: Nunan et al. (2020): Marketing 
Research - Applied Insight. Sixth Edition.



Basic Statistics

Source: Nunan et al. (2020): Marketing 
Research - Applied Insight. Sixth Edition.



Basic Statistics

Source: Nunan et al. (2020): Marketing 
Research - Applied Insight. Sixth Edition.



Basic Statistics

Source: Nunan et al. (2020): Marketing 
Research - Applied Insight. Sixth Edition.



Hypothesis testing

• A null hypothesis is a statement of the status quo, one of no difference 
or no effect. If the null hypothesis is not rejected, no changes will be 
made.

• An alternative hypothesis is one in which some difference or effect is 
expected. Accepting the alternative hypothesis will lead to changes in 
opinions or actions.

Source: Nunan et al. (2020): Marketing 
Research - Applied Insight. Sixth Edition.



Data Analysis with SPSS 
Software



Analysis with SPSS

• Most important analysis with SPSS:

1. Crosstabulation (tables with percentages) and Chi-square test
2. Comparing means of two groups and T-test
3. Comparing means of more than two groups and Analysis of 

Variance (ANOVA)



Chi-square test



Crosstabulation and Chi-square 
test
• Tests the probability that the table is not a result of randomness 

(instead there is statistical significance).
• Two conditions need to be met if we want to use chi-square:

• 1. Max 20 percent of the expected frequencies can be < 5
• 2. All expected frequencies must be > 1
• SPSS shows these statistics when using the Chi-square test but 

does not tell you when the conditions are met.



Chi-square test: Example

• Here, two datasets (1996 and 2013) are compared. Null hypothesis 
is that there is equal distribution of companies from different industry 
sectors in both datasets.

• Chi-square is not significant (p=.20) so null hypothesis is accepted.

Source: Homburg, C., Vomberg, A., Enke, M. and Grimm, P.H. (2015), “The loss of the marketing 
department’s influence: is it really happening? And why worry?”, Journal of the Academy of Marketing 
Science, Vol. 43 No. 1, pp. 1–13.



Chi-square test with SPSS

• Analyze – Descriptive Statistics – Crosstabs
• Choose Chi-Square test in the statistics.



Chi-square test with SPSS

• If Sig. related to Chi-Square test is below 0.05 we conclude that the 
result is statistically significant (not result of randomness).

The Chi-Square value is statistically 
significant.

The assumptions of the test are 
met!



T-test



Comparing means and t-test

• The t-test checks for differences between the means of two groups:
• e.g. is there a statistically significant difference between the sales 

of product A and the sales of product B.
• e.g. is there a statistically significant difference between the 

attitudes of men and women as measured by a survey item.



T-test: Example

Source: Homburg, C., Vomberg, A., Enke, M. and Grimm, P.H. (2015), “The loss of the marketing 
department’s influence: is it really happening? And why worry?”, Journal of the Academy of Marketing 
Science, Vol. 43 No. 1, pp. 1–13.



T-test with SPSS

• Analyze – Compare means – Independent Samples T test



T-test with SPSS

• If p value of Levene’s test is small (p < .05), the variances are not 
equal and we must use ”equal variances not assumed” t-test. Here, 
we use “equal variances assumed” t-test. And the t-test result is not 
significant (no difference between opinions of males and females).



Analysis of Variance (ANOVA)



Comparing means and ANOVA

• ANOVA tests for differences in the mean across groups
• Allows (much) more complex hypothesis testing than t-test.
• E.g. there can be more than two groups.



ANOVA: Example
Source: Jin, Z., Hewitt-Dundas, N. and Thompson, 
N.J. (2004), “Innovativeness and performance: 
evidence from manufacturing sectors”, Journal of 
Strategic Marketing, Vol. 12 No. 4, pp. 255–266.



ANOVA with SPSS

• Analyze – Compare Means – One-way ANOVA



ANOVA with SPSS

The p-value is significant. Age 
has a statistically significant 

impact on the attitude towards 
repairing or reusing items. 

From means we see that older 
people are more willing to 

repair or reuse items.



Thank you!


