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Motivation

• Human eye, evolution
• CNNs inspired by visual cortex in 1981
• CNNs introduced in 1998 by Yann LeCun
• More Accuracy than MLPs
• With Less parameters
• Space invariant
• Keep 2D information
•

Hubel and Weisel after winning their Nobel Prize, 1981. 
Courtesy of Harvard University Archives.

Ilya Sutskever, Alex Krizhevsky and University Professor Geoffrey Hinton of the 
University of Toronto's Department of Computer Science (photo by John Guatto)



Motivation

•
ImageNet Large Scale Recognition Challenge 2012
1.2 M images in 1000 classes 

• AlexNet 16.4% error with 8 layers
• Oxford VGG-19 ~8%
• Microsoft ResNet less than 4% error in 

2015 with much more layers

BirdCLEF 2023
Identify bird calls in soundscapes
$50,000 Prize



Comparison

Normalization and 
Dropout?





Common Terms



Common Architecture

http://sharif.edu/~beigy/courses/14011/40719/Lect-8to10.pdf



FashionMNIST



LeNet-5

http://sharif.edu/~beigy/courses/14011/40719/
Lect-8to10.pdf

https://towardsdatascience.com/illustrated-
10-cnn-architectures-95d78ace614d



LeNet-5



LeNet-5

In the first exercise, your task is to create a convolutional neural 
network with the architecture inspired by the classical LeNet-5 (LeCun 
et al., 1998).

The architecture of the convolutional network that you need to create:
•2d convolutional layer with:

• one input channel
• 6 output channels
• kernel size 5 (no padding)
• followed by ReLU

•Max-pooling layer with kernel size 2 and stride 2
•2d convolutional layer with:

• 16 output channels
• kernel size 5 (no padding)
• followed by ReLU

•Max-pooling layer with kernel size 2 and stride 2
•A fully-connected layer with:

• 120 outputs
• followed by ReLU

•A fully-connected layer with:
• 84 outputs
• followed by ReLU

•A fully-connected layer with 10 outputs and without nonlinearity.

http://yann.lecun.com/exdb/publis/pdf/lecun-01a.pdf


VGG style network

http://sharif.edu/~beigy/courses/14011/40719/Lect-8to10.pdf

https://towardsdatascience.com/illustrated-10-cnn-architectures-95d78ace614d



VGG style network



ResNet



ResNet

https://doi.org/10.48550/arXiv.1712.09913



ResNet



Thank You


