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RNNs: Short Recap

• A family of NNs for handling 
sequential data with variable 
length inputs and outputs

• Traditionally used for
• Natural language processing
• Speech recognition
• Time series prediction
• Reinforcement learning



Neural Machine Translation

• Translate a sentence from source language to target language
• A sequence-to-sequence model, where input and output 

sequences may be of different lengths 



Sequence-to-sequence model



Training the Model

• Minimize the negative log-likelihood of the output sequence
🡪 A categorical distribution over the words at each step



RNNs in PyTorch (from lecture)



Word Embeddings (from lecture)



04_rnn: Dataset

• French 🡪 English 
translation

• Each word is 
represented by an 
integer index
• 4489 French words
• 2925 English words
• 8682 Sentences



04_rnn: 1st task – collate



04_rnn: 2nd task – encoder



04_rnn: 3rd task – decoder



04_rnn: 4th task – training loop

• Loss function: implement 
log-probabilities

• Can be run on a CPU, GPU 
is faster
• I would recommend 

staying on Jupyter
• When computing the loss, 

ignore the padded values



04_rnn: 5th task – translation


