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Preface

The Seminar on Network Security, Seminar on Internetworking and Sem-

inar on Software Technology and Systems Research were previously sepa-

rate Master’s level courses in computer science at Aalto University. These

seminar courses have now merged into one seminar course. These sem-

inar series have been running continuously since 1995. From the be-

ginning, the principle has been that the students take one semester to

perform individual research on an advanced technical or scientific topic,

write an article on it, and present it on the seminar day at the end of

the semester. The articles are printed as a technical report. The topics

are provided by researchers, doctoral students, and experienced IT pro-

fessionals, usually alumni of the university. The tutors take the main

responsibility of guiding each student individually through the research

and writing process.

The seminar course gives the students an opportunity to learn deeply

about one specific topic. Most of the articles are overviews of the latest

research or technology. The students can make their own contributions in

the form of a synthesis, analysis, experiments, implementation, or even

novel research results. The course gives the participants personal con-

tacts in the research groups at the university. Another goal is that the

students will form a habit of looking up the latest literature in any area

of technology that they may be working on. Every year, some of the semi-

nar articles lead to Master’s thesis projects or joint research publications

with the tutors.

Starting from the Fall 2015 semester, we have merged the three courses

into one seminar that runs on both semesters. Therefore, the theme of the

seminar is broader than before. All the articles address timely issues in

security and privacy, networking technologies and software technology.

These seminar courses have been a key part of the Master’s studies in

several computer-science major subjects at Aalto, and a formative expe-

rience for many students. We will try to do our best for this to continue.

Above all, we hope that you enjoy this semester’s seminar and find the

proceedings interesting.
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Abstract

This paper conducts a comprehensive literature survey on the transferabil-

ity of adversarial attacks in the context of image classification models. The

survey encompasses classic and state-of-the-art methodologies employed

in adversarial perturbation attacks, particularly focusing on their trans-

ferability between different machine learning models. The exploration

includes factors influencing transferability, such as model architecture

and complexity, and discusses defense strategies. In conclusion, the paper

emphasizes the evolving landscape of adversarial attacks and underscores

the importance of ongoing research and interdisciplinary collaboration to

enhance the robustness of machine learning models against transferability

challenges.

KEYWORDS: adversarial perturbations, transferability, image classifica-

tion, machine learning security, defense mechanisms, model architecture,

symmetry defense, training datasets, white-box attacks, black-box attacks

1 Introduction

Over the past decade, machine learning has experienced a rise in pop-

ularity across a diverse range of fields, from outperforming humans in



various games, to autonomous technologies, and medical analysis. The

increased ubiquity of these machine learning methods has caused some to

raise concerns about the safety, security, and reliability of these methods,

particularly in the context of adversarial attacks.

One such attack is the adversarial perturbation attack, which most

commonly attacks computer vision and image classification models. In

the attack, an input image is perturbed, modified at the pixel level,

by an adversarial algorithm which exploits hidden patterns within the

target model, causing a misclassification through changes which are

imperceptible to human observers [1, 2]. Although this phenomenon is

most commonly associated with image classification, where strategic pixel

adjustments can befuddle an image recognition algorithm that humans

would easily decipher, it extends its reach into other domains such as

evading spam filters through the addition of ’good’ words and misspelling

of ’bad’ words [3].

One particularly interesting property of adversarial perturbation

attacks is the transferability of adversarial samples between different

machine learning models. Often, adversarial samples created to cause

a misclassification by one machine learning model can effectively deceive

different models trained for the same task, regardless of the underlying

model architecture, dataset, or methodology [4, 5]. This inter-model

transferability is an essential consideration for researchers and prac-

titioners of these classification models, as it emphasizes a need for

more robust countermeasures against adversarial threats, since model or

dataset confidentiality are no longer sufficient protection against these

types of attacks.

This paper aims to provide a comprehensive overview of the last

decade of research on adversarial attacks, focusing on the past five

years to capture recent developments in the field of transferability. By

summarizing the existing literature, we seek to shed light on the current

state of knowledge and identify avenues for future research. In order to

better understand the transferability of adversarial attacks and the way

this informs machine learning development, this paper summarizes the

recent literature regarding the transferability of adversarial samples in

the context of image classification models.

This paper is organized as follows: Section 2 provides a background on

adversarial perturbation attacks, introducing the fundamental concepts

and various types of attacks, including classic and cutting-edge method-



ologies. Section 3 delves into the intriguing property of attack transfer-

ability, exploring how adversarial samples designed for one model often

cause misclassification in another model trained for the same task. The

section discusses factors influencing transferability and examines both

untargeted and targeted attacks. Additionally, it explores the ongoing

efforts to defend against transferability, highlighting the incorporation

of adversarial samples into training datasets and the impact of model

architecture choices. Finally, Section 4 concludes the essay, summarizing

the complexity of adversarial perturbation attacks, the challenges they

pose to machine learning models, and the evolving landscape of defense

strategies. The conclusion emphasizes the need for ongoing research and

interdisciplinary collaboration to address emerging threats and enhance

the robustness of machine learning models in the face of adversarial

challenges.

2 Background

In order to understand the transferability of adversarial attacks, it is

useful to first become familiar with the underlying concepts behind

adversarial perturbation attacks. This section first briefly introduces

adversarial perturbation attacks. Then the different types of adversarial

attacks are discussed ranging from classic attacks to some of the most

cutting edge. Finally, the topic of attack transferability will be introduced

with explanation and discussion of its importance to the field.

2.1 Adversarial Perturbation Attacks

Adversarial perturbation attacks involve the deliberate modification of

inputs to a classification model by an adversarial entity, aiming to

induce misclassification. First identified by Szegedy et al. in 2014,

these attacks exploit the somewhat non-intuitive nature of how many

image classification models establish boundaries for their input-output

relationships [6]. The primary objective of these attacks is to subtly adjust

an input image until it just surpasses the threshold for its correct class

label, resulting in an erroneous class assignment in the output.

In order to achieve the maximum effect with minimal changes to

the input image, these attacks often utilize the decision boundaries

and loss function of the target model. In a classification task, some



Figure 1. An example illustration of how an adversarial attack might be created. The
blue node A represents the original ’true’ class of the sample image. The gray
trail shows how a gradient-based attack might perturb the image along the
gradient towards a decision boundary. Once the point passes the boundary
(red B node) the image is successfully perturbed into an adversarial sample.

input is mapped onto an output space delineated by class boundaries.

Whichever boundary the output best fits into represents the class label

assigned to the input. The effective distance between an input’s true

class and the class predicted by the model is quantified into the loss

function of the model, where a lower loss value represents a more truthful

classification. Perturbation attacks typically use the loss function to

find the optimal direction for perturbations, efficiently guiding the model

across a classification boundary and causing misclassification.

Figure 2. Example FGSM attack, image from Papernot et al. [4]

One early example of perturbation attacks, the Fast Gradient Sign

Method (FGSM), employs this strategy [4]. FGSM relies on the gradient of

the model’s loss function with respect to the input data, providing insights

into how the loss changes with small alterations in the input. Utilizing

this information, FGSM determines the direction in which changes to

the input have the most significant impact on the loss value. Through

iterative perturbation in this direction, using a small step size, FGSM

efficiently generates adversarial samples that are minimally altered yet

highly effective at causing misclassification, as seen in Figure 2. This

methodology sheds light on how decision boundaries are located and

efficiently crossed in the context of adversarial attacks.



2.2 Types of Attacks

Adversarial perturbation attacks manifest in various forms, categorized

primarily as white-box and black-box attacks. These classifications

refer to the extent of the attacker’s knowledge about the target model,

influencing the methodology employed for crafting adversarial examples.

In white-box attacks, the assumption is that the attacker possesses

complete access to the target model, including its architecture, parame-

ters, and training data. This high level of access enables a more precise

and informed approach, often involving calculations based on underlying

aspects of the model. White-box attacks are particularly effective at

generating strong and undetected adversarial samples. Examples of such

attacks include gradient-based techniques like FGSM and the improved

stealthiness demonstrated by L-norm attacks as outlined by Carlini and

Wagner [4, 7].

Alternatively, black-box attacks work on the assumption that little

to no information is known about the target model. These attacks

more closely mimic real-world threats to target models which may be

proprietary or trained on confidential or sensitive data. In this scenario,

attack methods often resort to trial and error, generating adversarial

examples through prompting the model and considering the effect of

changes to the response. Notable black box attacks include the Zeroth

Order Optimization attack and its successor the HopSkipJump attack [2,

8].

3 Attack Transferability

An intriguing property of adversarial perturbation attacks against clas-

sification models is the tendency for an adversarial sample designed to

target one model to often cause a misclassification in another model

trained for the same task [6]. This property of adversarial sample

transferability is critical to the field of adversarial attacks since white-box

attacks can be used against a surrogate model with the same task as the

target model [4]. The adversarial sample can then be transferred to the

target model enabling the application of efficient and effective white-box

methods even in a black-box scenario.



3.1 Factors Affecting Transferability

The transferability of adversarial samples is influenced by various factors,

one of which is the architecture and complexity of both target and

surrogate models. Models with similar architectures tend to exhibit better

transferability, likely owing to shared patterns in feature learning, higher

gradient alignment, and classification boundaries [9, 10]. Surprisingly,

less complex surrogate models demonstrate superior transferability to

complex targets, indicating potential over-fitting in more complex models,

which diminishes adversarial transferability [10, 7, 11].

An intriguing insight from Dong et al. underscores the high transfer-

ability of a translation-invariant attack generated using an ensemble ap-

proach [12]. The resulting adversarial samples, fine-tuned for varying lev-

els of translation-invariability, exhibit increased transferability. Another

study by Xie et al. in 2018 found that the transferability of adversarial

samples could be improved by incorporating small random perturbations

in the sample generation process [13]. These studies highlight the

adaptability and effectiveness of certain adversarial strategies on sample

transferability, and further support the theory that transferability is

inversely related to over-fitting [10, 7, 11].

Furthermore, in untargeted attacks where the objective is misclassifi-

cation without a specific target class, the relationship between surrogate

and target models becomes even more nuanced. A 2019 study by Naseer

et al. demonstrates that a cross-domain surrogate model, trained on

diverse datasets encompassing paintings, cartoons, and medical images,

successfully generates adversarial samples for a natural image clas-

sification model [5]. This finding suggests an inherent similarity in

image classification tasks, a concept further explored by Nakka et al.

in 2021 [14]. Nakka et al. delve into the hierarchical learning of

features in convolutional neural networks (CNNs), noting that lower

layers primarily learn color and edge-related features, middle layers

focus on texture, and higher layers specialize in objects and class labels.

Nakka et al. use these findings to build an attack around a loss function

targeting these mid-level features which they show leads to cutting-edge

results [14]. This understanding of the inherent commonality between

different models sheds light on the findings of Naseer et al., as alterations

to the cross-domain surrogate likely affected the target CNN in a similar

way.



3.2 Defending Against Adversarial and Transfer Attacks

While the research community has actively sought to develop defenses

against adversarial attacks, achieving robust protection remains a chal-

lenge. Defense mechanisms often lag behind the ingenuity of adversarial

attacks, making it an ongoing area of research to enhance the security and

reliability of machine learning models in the face of adversarial threats.

Furthermore, many defenses offer limited protection against transferred

adversarial attacks [4]. Nonetheless, there are several base protections

which are shown to have a protective effect against basic adversarial

samples.

A fundamental defense against adversarial attacks is the incorpo-

ration of adversarial samples into the training dataset of the model,

especially those demonstrating strong transferability, as highlighted by

Carlini et al. [7]. By training on adversarial samples, the model is made

stronger against similar attacks in the future.

Architecture choice is another crucial consideration. As previously

noted, more intricate models tend to exhibit poorer transferability to

simpler ones [7, 11]. Thus, choosing as simple a model as the task permits,

provided the classification accuracy remains acceptable, increases the

security of the model against potential attacks. Additionally, caution

should be exercised regarding skip-connections in CNN structures. A

study by Wu et al. in 2020 revealed that skip connections could be

exploited to craft stronger adversarial samples by utilizing lower-level

node values [15]. The authors argue that avoiding skip connections can

enhance the model’s security although some performance may be reduced.

Figure 3. Example of how the recent Symmetry Defense works by utilizing the common
asymmetry of decision boundaries.

An intriguing recent development in adversarial defense is the Sym-

metry Defense proposed by Lindqvist in 2023 [16]. Lindqvist observed

that decision boundaries for CNNs rarely exhibit symmetry across trans-

lations like reflection or rotation as seen in Figure 3. Building on this



insight, Lindqvist proposes a symmetry defense, where an input image

undergoes a sequence of preliminary transformations before processing.

Adversarial attacks often prioritize human imperceptibility, generating

samples close to the decision boundary. However, the decision area’s

asymmetry means that translating the image can often neutralize ad-

versarial effects, leading to correct sample classification. This defense

was shown to be effective in preventing adversarial attacks to the original

model or among models with the same parameters trained on adversarial

samples [16].

4 Conclusion

The field of adversarial perturbation attacks is complex and constantly

evolving. These attacks pose a significant challenge to the security and

reliability of machine learning models. The transferability of adversarial

samples between different models adds another layer of complexity,

making it a critical area for further research. While factors influencing

transferability, such as model architecture and complexity, have been

explored, a complete understanding of this phenomenon is yet to be

achieved.

Defenses against adversarial attacks are crucial but struggle to keep

pace with the ingenuity of attack methodologies. The Symmetry Defense

and the incorporation of adversarial samples into training datasets

demonstrate the diversity of defense strategies. However, these strategies

often rely on a deep understanding of the underlying model dynamics.

Ongoing research is needed to deepen our understanding of the principles

of convolutional neural networks, adversarial attacks, transferability, and

related defense mechanisms. This need is especially pronounced as new

developments, such as the use of generative adversarial networks (GANs)

for generating adversarial samples, continue to reshape the landscape of

this field [17].

In this rapidly evolving domain, collaboration and interdisciplinary

efforts are essential to stay ahead of emerging threats and enhance the

robustness of machine learning models against adversarial challenges.
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Abstract

This work deals with calibration of quantized Large Language Models

(LLMs). First, this work shows the relation between quantization, cali-

bration expressed as Brier Score and perplexity, general quality metric.

Second, this paper proposes an effective method of mitigation of the qual-

ity drop caused by quantization. The results may be a step further to the

world of accessible LLMs.
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plexity, Brier Score

1 Introduction

Not only have increased sizes of Large Language Models (LLMs) led to

better model’ quality, but also to challenges related to required resources.

LLMs can be quantized to enable usage of low-capable hardware, however,

quantization also causes certain quality decrease.

To evaluate model quality, different metrics can be used such as MMLU

[1], GLUE [2], perplexity and others. Thus, the quality drop can be de-

scribed differently too. It has been already observed, that perplexity of a

language model becomes worse with increasing degree of compression. [3]



It can be assumed that the model also loses the ability to predict prob-

abilities accurately, i.e. the calibration metrics worsen. Brier score [4]

can be used to describe and compare calibration of different models. The

interest in this metric is justified by the assumption that some simple

methods (e.g. Isotonic Regression [], Platt scaling [5]) can probably im-

prove it. Furthermore, improvement of calibration measures can lead to

better performance on overall quality metrics like perplexity.

goals, results, outline

2 Background

2.1 Large Language Model

Large Language Models gained much interest in the last year: especially,

after the release of ChatGPT [6]. However, this release was not the first

important milestone in the history of LLMs. the basic architecture used

by current LLMs was proposed by Vaswani et al. [7] in 2017. By that time,

the dominant sequence-to-sequence models used architectures based on

recurrent neural networks. Recurrent neural networks process data se-

quentially. The proposed deep neural network architecture was called

Transformer and depends on self-attention mechanism without using re-

currence or convolutions. The advantage of this model is the ability to

process data in parallel that leads to faster inference.

In most of language models, the text is considered to be a sequence of

tokens (or pieces of text) that can be for example a single letter, a word

or a sub-word, depending on the design choice. Transformer models work

with embeddings that are vector representations of tokens. Although the

Transformer does not process data sequentially, the sequence position of

every token is still an important information, therefore, it is encoded in

its embedding. In general, language models aim to model the probabilities

distribution of future tokens [6], e.g. given a sequence of tokens t1, ..., ti−1,

the model predicts the probability p of ti being the next token:

P (ti|t1, ..., ti−1) = p

The term Large Language Model refers to Transformer-based language

models with billions parameters that have been trained on data sets with

terabytes of text [8]. Surprisingly, LLMs show emergent abilities that

are not present in smaller models [6]. For instance, GPT-3 [9] showed



in-context learning ability that refer to the ability to generate expected

output by completing the input word sequence after seeing only few task

demonstrations or instructions. In contrast, the previous models GPT-2

[10] and GPT-1 [11] cannot perform well on the same tasks [6].

2.2 Quality of Large Language Models

There are different methods to evaluate model performance. MMLU bench-

mark [1] measures multitask accuracy in tests requiring knowledge and

ability to solve problems in fields such as mathematics, law, computer sci-

ence and others. GLUE benchmark [2] consists of tests evaluating general

linguistic abilities of a model such as sentiment classification, paraphras-

ing and detection of semantic similarity.

Perplexity is a quality metric often used to evaluate the general abil-

ity of a language model to predict the next word. A lower perplexity

value indicates a better model performance. Given a language model

p(x | x1, ..., xn) and a token sequence t = t1, ..., tN , perplexity is calculated

as:

pplp (t1, ..., tn) = exp (
1

N
−

N∑

i=1

log p(ti|t1, ..., ti−1))

2.3 Quantization

Increasing LLMs’ sizes in order to improving their abilities, researchers

face a challenge of increasing demand of computational resources needed

for these LLMs. To enable running LLMs on low-cost hardware, quanti-

zation techniques can be used. The following overview is mainly based on

the work of Gholami et al. [12].

Quantization methods map real values with floating points of weights

and/or activations of a neural network to integer values of lower preci-

sion. The uniform quantization function maps values of weights and/or

activations to uniformly spaced integer values:

Q(x) = Int(
x

S
)− Z

where S is a scaling factor, Z is an integer zero point and Int(x) a function

rounding x to the nearest integer value. In contrast to the uniform quan-

tization, a non-uniform quantization function maps to integer values that

are not necessarily uniformly spaced.

After a neural network has been quantized, adjustments of its param-

eters may be necessary. There are two approaches to do so. The first



approach is Quantization-Aware Training (QAT) [13, 14]: model is re-

trained after being quantized. This method has a significant disadvan-

tage that re-training’s costs are high. A more efficient alternative to it

is Post-Training Quantization (PTQ) [13, 15] which does not require any

re-training. However, the accuracy after PTQ is typically lower than after

QAT.

2.4 Calibration

Calibration expresses the ability of a model to predict probabilities accu-

rately. Well-calibrated models are essential in the fields with high risks,

e.g. in medicine [16]. In context of LLMs, calibration can also play an

important role. For instance, GPT-4, a general purpose model not special-

ized on medical tasks, passed United States Medical Licensing Examina-

tion (USMLE) [16]. Therefore, there is a discussion about possible medi-

cal applications of LLMs in clinics, education and research [17]. Despite

showing ability to pass a medical examination, LLMs have not achieved

top-scores even in student examinations [16, 18] yet, that is why medical

decisions should consider not only the model’s output, but also the actual

level of confidence.

Calibration can be assessed in different ways. Assume a binary clas-

sification problem with two labels: positive and negative. Calibration

curves like in Figure 2 visualizes the calibration of a model along the

whole range of probabilities. Calibration curves can help understand

what probabilities the model predicts better or worse. To plot calibration

curve, the probabilities are sorted and divided into bins. The probabilities

can be divided either in bins representing uniform intervals or into bins

containing equal number of probabilities. The mean predicted probabil-

ity of a bin is compared to the fraction of positives labels related to the

probabilities in the bin.

In order to compare calibration of different models, a single metric

can be useful. Brier Score [4] is often used for this purpose. Given the

predicted probabilities p1, ..., pN and observed probabilities o1, ..., oN , the

Brier Score is the average squared prediction error:

Not only can calibration be evaluated differently, but also there are

different methods of improving calibration. For instance, Zadrozny and

Elkan [19] proposed applying Isotonic Regression to obtain accurate prob-

ability estimates. Training an Isotonic Regressor means finding a step-

wise monotonically increasing function f(x) that minimized the predic-



tion error represented by sum of squared differences between and true

labels y1, ..., yn and calibrated probabilities f(p1), ..., f(pn):

N∑

i=1

(yi − f(pi))
2

Isotonic regression is a powerful method, but requires a lot of data sam-

ples to prevent overfitting [19].

Platt Scaling is another effective technique for calibration of proba-

bilistic models. Platt trained parameters m,n of a sigmoid function ap-

plied on raw scores of a SVM 1 in order to output calibrated probabilities

[5]:

P (yi = 1 | pi) = σm,n(pi) =
1

1 + exp(mpi + n)

Not only is this method effective on SVMs, but also this method showed

the ability to calibrate probabilities of other probabilistic models than

SVMs, e.g. decision trees, random forests, neural nets. Platt calibration is

particularly effective on small calibration sets, but it is less powerful than

Isotonic Regression if there is sufficient calibration data [20].

Both methods work on binary classification problems. One-against-all

strategy can help calibrate a classifier with more than two labels [19].

In this manner, a calibrator for each class is trained separately. After

obtaining a raw probability for a single class, the calibrator specific for

this class outputs its calibrated probability.

3 Impact of Quantization on Model Quality

3.1 Perspective on the Calibration Problem

The problem of predicting the next token can be seen from different per-

spectives. One can view it as a multi-class classification problem with con-

text as an input and the predicted token as a label. The calibration from

this point of view would require a one-vs-all calibrator for each of the to-

kens in the vocabulary that is more resource intensive. This perspective

is interesting to investigate, however, it is rational to test perspectives

offering simpler solutions first. In this paper, the problem of predicting

the next token is seen as a binary classification problem with the con-

text t1, ..., tn and the token hypothesis tH given as input, and labels {0, 1}
1Support Vector Machine



meaning that the token tH is wrong or correct, respectively. From this

point of view, calibration methods require training only one calibrator.

3.2 Data Set

The dataset WikiText [21] can be used to compare Brier Scores and per-

plexity of different models. The used dataset consists of extracts of ver-

ified articles on Wikipedia2 concatenated to a single text. The data set

is divided in three distinct sets: for training, validation and test. In this

experiment, the calibration and perplexity will be evaluated based on the

test set.

There are two main reasons to use this data set. First, the data set

contains text with broad vocabulary covering various topics. This can

guarantee to a certain degree that the evaluation results are not limited to

a small application domain. Second, worsening of perplexity was already

shown on this data set [3], therefore, this experiment can have focus on

the calibration perspective.

3.3 Experimental setup

Llama 2 is a family of Large Language Models having from 7B to 70B pa-

rameters released by Touvron et al. [22] as a model with free access for re-

search and commercial use. This model is one of the strongest free acces-

sible models showing top scores on different benchmarks [1, 2], therefore,

the model gained much interest of the AI3 community. Having different

ready-for-use implementations of quantization algorithms and inference

on different hardware, Llama 2 is a reasonable choice for this experiment.

Particularly, an open source project llama.cpp [3] was used to quantize

the models and perform inference. Versions of Llama 2 (7B) with the fol-

lowing weights resolutions were used: 16-bit floats (f16, original), 8-bit

(q8_0), 4-bit (q4_0), and 2-bit (q2_k) integers.

3.4 Considered Probabilities

The model has a hyperparameter context size which determines the length

of the context window, i.e. the maximum amount of tokens which are

considered when predicting the next token. In this experiment, the input

is divided into distinct sequences of context length (512 tokens), and only

2https://wikipedia.org/
3Artificial Intelligence



(a) Perplexity (b) Brier Score

Figure 1. Comparison between the original model Llama 2 with 7B parameters (f16) and
its quantized versions: 8-bit (q8_0), 4-bit (q4_0), and 2-bit (q2_k)

sequences of full length are used to calculate the investigated metrics.

The model becomes these sequences as input, and only the second half is

used for the calculations.

This approach does not fully equivalent to the definition of perplexity

presented above. The assumption behind this approach is that the proba-

bilities for the first half of a context window are not expressive enough for

a model predicting the next token based on given context. The prac-

tical reason of this implementation is that this implementation allows a

fair comparison to the results obtained in [3] using this approach.

The model generates probabilities for all 32000 tokens in vocabulary of

Llama 2. In order to investigate the calibration of the models, the proba-

bility of the correct token and further 99 highest probabilities are collected

and considered to be independent probabilistic experiments. There is 96%

probability on average that one of these 100 tokens appears to be the right

token, therefore it is a reasonable design choice. Collecting only a fraction

of all generated probabilities allows faster evaluation of the experiment

results and requires less storage space.

3.5 Results

The results of the comparison are shown in Figure 1. It is noticeable

that both perplexity and Brier Score become worse when the model is

compressed more. For instance, the 2-bit versions of Llama 2 has the

worst results on both metrics. Based on these experiments, the conclusion

is that perplexity, Brier Score and quantization are related.

Although the calibration results are worse for the more compressed

models, even the most compressed 2-bit quantized model shows results

near to perfect calibrated (Figure 2).



4 Mitigation of Quality Drop through Calibration

4.1 Experimental Setup

Because perplexity and Brier Score seem to be related, it is worth to try

to impact one metric to improve the other one. That is, the calibration

methods can help not only improve Brier Score, but also perplexity.

The experimental setup is similar to the one mention above. The same

probabilities and labels are used to calibrate the probabilities with iso-

tonic regression and Platt scaling. The same test set of WikiText [21] is

used to compare the results. The validation set of WikiText is used as cal-

ibration set. Because the calibration and test sets have the same source,

the decision was taken to use additionally another test set to evaluate the

general impact of the calibration methods independent from the domain.

An extract from the dataset roleplay_raw_text [23] consists of conver-

sations between different character in context of a role play. Therefore,

this dataset is suitable to challenge the results of calibration methods on

different language domains.

There are two important details about the usage of the calibration

methods. First, whereas isotonic regression can use probabilities as input,

Platt scaling works with the raw outputs of the model [5]. Therefore, it

is necessary to apply an inverse sigmoid function that can convert the

probability to the original scale:

σ(x) = ln(
x

1− x
)

Second, calibrated probabilities do not necessary sum to 1. Moreover,

the obtained raw probabilities give a sum of about 0.95− 0.96 on average.

In order to perform a fair comparison, the experiment needs a normaliza-

tion of calibrated probabilities. As mentioned above, only 100 probabilities

Figure 2. Calibration curve: 2-bit quantized version of Llama 2 before re-calibrating



of the candidates pi, ..., p100 are obtained for the next token. c(p1), ..., c(p100)

are the probabilities received after the calibration by one of the applied

methods. To not increase overall probability average and not impact per-

plexity by normalization, it is assumed that the sum of the 100 candidates’

probabilities does not change after calibration:

100∑

j=1

c(pi) =

100∑

j=1

pi

Thus, the formula for a normalized calibrated probability is:

norm (pi,j) =
c(pi,1)∑100
j=1 c(pi)

100∑

j=1

pi

5 Results

In terms of Brier Score, Platt scaling showed improvements neither on the

test set 5 nor on the calibration set 4. Isotonic Regression softly improved

Brier Score on the calibration set, but not on the test sets.

There noteworthy outcomes regarding perplexity. Both Isotonic Re-

gression and Platt scaling improved perplexity both with normalization

and without it. Isotonic Regression seems to be especially effective in

improving perplexity. For instance, the 4-bit version outperformed the

original version on this metric despite being three times lighter. It is im-

portant that the improvements were noticeable also on a out-of-domain

test set. This shows that calibration improves perplexity in general

(a) Perplexity (b) Brier Score

Figure 3. Comparison of calibration methods on the test set 1 [21]. Results for the 2-bit
quantized version are not included because its values dominate the scale and
make the visual comparison difficult.



6 Conclusion

Not only have experiments shown the impact of quantization on perplex-

ity, but also on the calibration expressed as Brier Score. Isotonic Regres-

sion and Platt scaling showed the ability to improve perplexity of quan-

tized models. Isotonic Regression improved perplexity so effectively that

more than a three times lighter model outperformed the original model.

The impressive results motivate for further research in this field. How-

ever, perplexity is just one of the metrics describing the quality of the

model, and this metric is cannot capture all the perspectives of LLMs [24].

Therefore, limits of proposed calibration method should be investigated.

If calibration of quantized LLMs shows improvements on further metrics,

it will be a ster further in the diretion of accessible LLMs.
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1 Appendix: Experiment Results

Table 1. Perplexity (calibration set)

q2_k q4_0 q8_0 f16

Uncalibrated 6.7358950 6.1455070 5.9864830 5.9836660

Isotonic Regression 6.1088260 5.6473340 5.5167100 5.5144290

Isotonic Regression (normalized) 6.3747500 5.846311 5.703004 5.700664

Platt Scaling 6.3883490 5.8637430 5.7211930 5.7185630

Platt Scaling (normalized) 6.6901380 6.0818920 5.9248930 5.9222290

Table 2. Brier Score (calibration set)

q2_k q4_0 q8_0 f16

Uncalibrated 0.0054550 0.0052810 0.0052240 0.0052230

Isotonic Regression 0.0054510 0.0052780 0.0052220 0.0052200

Isotonic Regression (normalized) 0.0054620 0.005285 0.005228 0.005227

Platt Scaling 0.0054630 0.0052880 0.0052310 0.0052300

Platt Scaling (normalized) 0.0054720 0.0052920 0.0052350 0.0052340

Table 3. Perplexity (test set 1)

q2_k q4_0 q8_0 f16

Uncalibrated 6.4454550 5.9618580 5.7978280 5.7961940

Isotonic Regression 5.8960620 5.5097640 5.3767770 5.3757050

Isotonic Regression (normalized) 6.1521060 5.703024 5.557634 5.55621

Platt Scaling 6.1263060 5.6976950 5.5503730 5.5488220

Platt Scaling (normalized) 6.4114380 5.9081970 5.746216 5.7446900

Table 4. Brier Score (test set 1)

q2_k q4_0 q8_0 f16

Uncalibrated 0.0053690 0.0052080 0.0051510 0.0051500

Isotonic Regression 0.0053680 0.0052090 0.0051510 0.0051500

Isotonic Regression (normalized) 0.0053790 0.005216 0.005158 0.005157

Platt Scaling 0.0053770 0.0052170 0.0051600 0.0051590

Platt Scaling (normalized) 0.0053870 0.0052210 0.0051630 0.0051630

Table 5. Perplexity (test set 2)

q2_k q4_0 q8_0 f16

Uncalibrated 9.7133240 9.0946550 8.9413800 8.9393760

Isotonic Regression 8.6853400 8.2034810 8.0733970 8.0723270

Isotonic Regression (normalized) 9.0257010 8.4846060 8.3414670 8.3397010

Platt Scaling 9.0567010 8.5012700 8.3658830 8.3641420

Platt Scaling (normalized) 9.6299590 8.9639630 8.7985270 8.7965920



Table 6. Brier Score (test set 2)

q2_k q4_0 q8_0 f16

Uncalibrated 0.0061740 0.0060540 0.0060270 0.0060270

Isotonic Regression 0.0061720 0.0060540 0.0060280 0.0060270

Isotonic Regression (normalized) 0.0061850 0.0060620 0.0060330 0.0060330

Platt Scaling 0.0061840 0.0060630 0.0060330 0.0060330

Platt Scaling (normalized) 0.0061940 0.0060660 0.0060360 0.0060350

(a) Perplexity (b) Brier Score

Figure 4. Calibration results (calibration set [21])

(a) Perplexity (b) Brier Score

Figure 5. Calibration results (test set 2 [23] )



Do cookie consent forms protect your
data?

Daniel Kaluski
daniel.kaluski@aalto.fi

Tutor: Sanna Suoranta

Abstract

KEYWORDS: cookies, consent, privacy

The introduction of GDPR in 2018 caused websites in the EU to ask for

user consent when processing sensitive data. Despite this, websites tend to

overlook user preferences and nudge users to give full consent even when

they would not normally do that. In this paper we review a few studies

to show how websites nudge users to give their consent, whether it has

any impact on the data being collected and what data is actually being

collected through the cookies. In many cases cookie consent forms give the

illusion that the user has a say in whether their data is being collected. Not

only do websites ignore which cookies the user has accepted, but websites

collect other data that the cookie consent forms don’t necessarily cover cre-

ating fingerprints where multiple websites can identify the same user even

when using different credentials. Accepting all cookies is often made very

easy while declining all cookies requires additional steps. Even though

many studies claim data from the cookies is being collected without con-

sent, there is little information about what the data most often is. These

findings suggest that more studies regarding collection specific data need

to be done. Moreover, the compliance of GDPR among websites should be

more strict and users should be made more aware, how to spot violations

and how to control what data they give away.



1 Introduction

Most websites today use internet cookies or generally know as cookies.

Their initial purpose is to store data such as web tokens. Websites use

HTTP and HTTPS protocols to load pages and since they are stateless,

the TCP connection is closed between each request [1]. Web token stored

in the cookies is proof that the credentials have been checked and con-

firmed to be correct allowing the user to stay signed in and not having

to insert credentials again when using the website. There are concerns,

however, whether the websites are storing more information than needed.

While web tokens or IDs might be beneficial, storing information such as

internet history in the cookies does not benefit the user. Instead it might

benefit other entities who can use that data for advertising.

Users should have a say in what data is gathered from them when

visiting a website or using an app [2]. Many websites use cookie consent

forms to give users the choice of which data to store. In the forms, users

can allow or disallow the use of certain cookies. Users might have to

consent to some cookies in order to access the websites. Even if the user

declines cookies, the website could still save some data that the user did

not consent to despite it being against the General Protection Regulation

(GDPR).

There are concerns what gathered data is used for. Today, personal

data could be valuable for companies when it comes advertising as men-

tioned earlier. There is also the question what else they could do with that

data. If the company themselves do not use it for advertising, they might

be selling it to someone else, all this without the general public knowing

about it [3, 4]. People ought to know where and how their own personal

data is being used.

The aim of this paper is to analyze whether cookie consent forms ac-

tually matter when it comes to identifying users and collecting sensitive

data, how websites try to obtain consent from users and what type of data

is gathered.

2 GDPR and consent

General data protection regulation or commonly known as GDPR is a set

of rules and regulations on how personal data is supposed to be processed

and stored in the EU region [2]. The regulations apply to people if they are



in the EU. This means if a company is stationed outside and they want to

gather data from people in the EU, they must comply with GDRP. Because

of this, companies might not want to make their websites accessible in the

EU region.

The GDPR resolution states how the data must be lawfully gathered,

kept up to date and how only necessary data is allowed to be gathered

to mention some. It also states what security measures must be applied

to ensure safe storage of the data. Companies storing the data are re-

sponsible and accountable if there is a data leak or GDPR laws have been

violated [2].

If companies want to gather more than just the necessary data, user

must give consent. GDPR states rules on how consent can be given and

how it should be communicated to the user. On gdpr.eu it states the fol-

lowing [2]:

• Consent must be “freely given, specific, informed and unambiguous.”

• Requests for consent must be “clearly distinguishable from the other

matters” and presented in “clear and plain language.”

• Previously given consent can be withdrawn whenever and the decision

to do so must be honored. The legal basis of the the processing cannot

be simply change to one of the other justifications.

• Children under 13 can only give consent with permission from their

parent.

• Documentary evidence of consent must be kept.

All websites in the EU region must follow these rules. Yet, Kampanos

et al. [5] have shown that from 14000 websites in the United Kingdom

and 3000 websites in Greece, only 44% and 48%, respectively, show a

cookie banner when accessing the page even when cookies are collected.

According to European Comission [6], 74% of the observed 478 websites

displayed banners, of which 54% did not ask for any consent. If so many

websites have failed to comply with GDPR in some way, one should per-

haps question all other cookie consent forms.



3 Gaining consent

One way to easily obtain full consent from the user is to make accepting

all the cookies much easier than rejecting them, as shown by several re-

searches [7, 8, 9]. All possible options for choosing the cookies the user

wants to give consent to can be hidden behind a few button clicks or an

unpleasantly looking form. All the while consenting to all cookies can be

just one click away behind a very nice looking button that attracts the

users attention .

Figure 1. Example of a cookie banner which attempts to get the user to accept all cookies

Figure 1 shows the cookie consent form when access dailymail.co.uk

for the first time. There is a very easy option to accept all cookies by

pressing the "Got it!" button. The green color is clearly visible and catches

user’s attention. The "Cookie settings" button, however, was made the

same color as the banner blending in with all the other text. It also has

a different tone when compared to "Got it!". Most noticeably, there is not

button for rejecting all cookies.

Figure 2 shows the cookie settings of the dailymail.co.uk. Similarly

to the first banner, it has a button for accepting all cookies which again

is clearly visible and separates itself from others. No button for rejecting

all cookies is visible forcing the user to go through all the settings to en-

sure unwanted cookies are not turned on. The "Vendors" tab has over a

thousand different vendors to choose and the user can individually choose

which ones to allow, with some of the already being enabled by default.

While not GDPR compliant, some websites implement cookie walls.

A banner is displayed blocking the usage of the website until a choice

has been made [10]. Disallowing cookies can lead to the website showing

only part of its content and, in some cases, refuse to show the content

completely. Only by accepting all cookies the user can get full access to



Figure 2. Pressing the cookie settings in Figure 1



Figure 3. Declining cookies on https://www.healthline.com/ restricts access to the website

the website. Should the cookies be essential for the website to work, for

example web tokens, user does not have to give consent. This means the

website is deliberately trying to obtain consent for additional unnecessary

cookies.

4 Gathered data

There is the big question that many are eager to know when it comes to

the topic: What is the actual data gathered from users and for what is its

purpose? This section attempts to answer this question with an example.

Firstly subsection 4.1 shows an example of website and the cookies it uses

is given. Subsection 4.2 explains how other data than cookies can be used

in identifying users.

4.1 Cookies in depth

There are studies that have done research about whether websites track

users using different methods and how trackers are put into browsers

[11]. For example, Matte et al.[12] found that in some cases the web-

site stores a positive consent even when the user had explicitly declined

cookies. One example of storing an advertising cookie without the user’s

consent is also presented by Santos et al. [10]. These studies come to



the conclusion that users are indeed being tracked more than one would

anticipate and often without the user’s consent. Yet, they do not mention

exactly, what is the actual data that is being collected. Often saying it is

for advertising, for example.

Since users should be able to know, what data is collected, information

about what each cookie does falls to this category. Next, a few examples of

the collected cookies and their categories will be presented gathered from

www.helsinki.com, the website for the university of Helsinki. There are

four classified categories of cookies and their amount. Necessary technical

cookies (40), Functional cookies (22), Statistics cookies (47) and Market-

ing cookies (43). There is also a category for Unclassified cookies (12),

however they all have "Pending" as their "Purpose" type.

For the most part there is a good explanation about the purpose and

the data collected. Necessary technical cookies are storing the language

preference, information about which server-cluster the user has connected

to in order to optimize load balancing and for saving consent. Functional

cookies are often about allowing third-party services like Twitter, cur-

rently known as X, with the website. Statistics cookies collect data such

as visiting duration and, according to the form itself, they cannot be used

to identify users. Lastly marketing cookies: the form claims they collect

data to show more relevant advertisements. There are a few cookies that

check the last URL the user was on to detect how they ended up on this

website.

While most of the cookie’s, especially the necessary cookies, explana-

tions are clear some marketing cookies leave wondering, what is the ac-

tual data gathered. One marketing cookie called "muc_ads" that is pro-

vided by Twitter Inc. says its purpose is the following: "Collects data on

user behaviour and interaction in order to optimize the website and make

advertisement on the website more relevant." There is no explanation of

what is meant by user behavior or interaction. One can speculate that

interaction in this scenario means clicking different buttons and adver-

tisements on the website as the type of the cookies is written as "HTTP".

A similar case is with a cookie called "_gcl_au [x3]" provided by Google.

Its purpose is the following: "Used by Google AdSense for experimenting

with advertisement efficiency across websites using their services." No de-



tails provided about what the experimenting in this context means. It also

mentions using other services without providing information what those

services are. It should also be noted that there is no additional button that

would take the user somewhere where the specific cookies are explained

in more detail or with examples. They merely give a link to the provider.

4.2 Techniques to follow users

Usually cookies save data needed for the session like a web token and user

options. In addition, they can save data useful for advertisers. What is

often not considered is the environment where the websites are rendered.

Some information does not need to be stored within the cookies for it to be

beneficial for advertisers or identifying users online. Web browsers have

access to the hardware in which all websites are rendered. While often

needed, this information can be used to create a fingerprint of the user.

This is called browser fingerprinting [13].

There also exists first-party ID leaking in which the primary website

gathers identifying data of the user and leaks it to third parties [14].

Third-party synchronization takes identifying data from different sources

and then tries to match them to identify the user. Let’s take a situation

where a user visits websites A and B. Both require at least a username

to log in to. Even though the user created two completely different user-

names, a fingerprint was created allowing the two websites to be able to

identify the user as the same person, because he visited the websites on

the same machine.

4.3 Obeying cookie consent forms

Papadogiannakis et al.[14] describes how different websites and their ways

of creating fingerprints of users were studied. Using a web crawler, they

visited websites and automatically either accepted, denied or did not make

any choice regarding cookies. They analyzed the collected cookies, looked

at the URL of HTTP GET requests as well as the body of POST requests

looking for any unique IDs. ID synchronization is detected if network

traffic from more than one website contains the same ID. In total 850 000

websites were crawled with disturbing results. When all cookies were



accepted, they found that 65.35% of the websites engaged in first-party

leaking and 29.61% in third-party synchronization.

However, Papadogiannakis [14] do not give explicit information about

what the user actually agreed to when accepting all cookies was given.

That is why it might be safe to assume the user did consent to some sort

of ID synchronization in most websites where all cookies were accepted.

When the cookies were rejected or no decision has yet been made, the

results are even more disturbing. When cookies were rejected, 56.41%

engaged in first party leaking and 26.20% in third-party synchronization.

When no action was made, the results were 52.38% and 24.03% respec-

tively. One would expect these numbers to be much lower, yet they barely

differ when accepting all cookies. In the case of browser fingerprinting,

they found that 73.5% of the crawled websites performed fingerprinting

no matter the choice. In some cases rejecting cookies made browser fin-

gerprinting even worse.

5 Discussion

It is evident by the studies mentioned in this paper and examples in fig-

ures that websites do try to make users accept all cookies to obtain the

most data through dark patterns. Dark patterns in this context means

influencing the user behavior through nudging and other deceptive tac-

tics to make actions they would not normally do. Yet one big question

still remains: What is exactly the data that is gathered by the cookies?

Many studies claim that data is being collected but fail to pinpoint what

the data actually is. Is it the browser history, shopping history or perhaps

something else? There is also rarely the distinction between the cookies

gathered when consent is given, when it is not given and when no choice

was yet been made. It is easy to say that simply more studies should be

done about the gathered data and how it is processed in the backend. The

difficulty in here is that it might not be entirely obvious what the cookies

inside the browser are as for the most part their values look like random

strings to the naked eye. Often the parsed data from cookies also consists

of random data in JSON format.

It is also not beneficial for companies to directly say which data they

gather and what is exactly done with that data as it might cause more



people to actively reject cookies. Even when a website does inform what

each individual cookie does, there is no guarantee that they explained it

all or if they actually comply with GDPR.

When it comes to fingerprinting in GDPR, it is debatable whether us-

ing browser fingerprinting falls under it. The data that the browser col-

lects includes things such as window size, operating system and browser

type [15]. This type of data is in a gray area when arguing whether it is

sensitive or not [16]. However, it is still being used to provide very accu-

rate fingerprints of users. Santos et al. [17] argue that using fingerprints

to respawn cookies, i.e. inserting cookies in browsers by first fingerprint-

ing, would fall under the GDPR and is thus illegal if the user did not

consent to it.

6 Conclusion

This paper examined the different ways websites ask for consent to collect

data from the users as well as the data that is gathered depending on the

choices the user made. Since GDPR was put into act in 2018, websites

operating in the EU region are required to ask for consent whenever they

gather data. Despite this companies still neglect GDPR. They often give

users the illusion of choice by blocking the content partially or completely

if the user not consent to cookies. Option to deny all cookies can be trou-

blesome to find or it does not exist at all the while the "Accept all" -button

is made to be clearly visible nudging users to click it. Still, no matter what

the choice is, websites gather identifying data at a similar rate as if the

user agreed to everything.

This paper examined how websites try to convince the user to accept cook-

ies, whether cookie consent forms respect the choice the user has done and

what data is being collected. Since GDPR was put into act in 2018, web-

sites operating in the EU region are required to ask for consent whenever

they gather sensitive data that is not mandatory for the website to work.

While there is often the choice to deny most if not all cookies, accepting all

cookies is made much easier nudging users to accept all cookies. Consent

forms also give an illusion that they somehow protect the user even when

denying all cookies. Websites take part in collecting sensitive data that is

able to identify users which in turn can be used to show advertisements

more relevant to the user. GDPR, and in turn consent forms, do not nec-

essarily protect users from their data being collected as some of the data



can be deemed to not be sensitive.
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Abstract

Gaussian processes (GPs) are a powerful class of non-parametric machine

learning models that can be applied to many types of problems. While they

work for small datasets, they suffer from their computational cost of O(n3)

in the number of data points. In this paper, we show how this problem can

be solved in O(n) for 1-D data, and apply to it a solar PV dataset
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1 Introduction

Photovoltaic (PV) forecasting is a major ongoing challenge, especially with

the current transition towards renewables. Given the intermittent nature

of solar energy, better predictions reduce the use of last-minute interven-

tions of heavily CO2-emitting petrol-based power plants.

Temporal forecasting of PV output can be accomplished through a vari-

ety of models, ranging from straightforward autoregressive approaches to

more sophisticated deep neural network architectures. However, the for-

mer often falls short in terms of accuracy, while the latter may exhibit

slower computational speeds. Gaussian processes (GPs) emerge as a ju-



dicious middle ground, particularly for scenarios with limited data points

(small n), as they enable the generation of reliable predictions in little

time. This efficacy is achieved through the application of a periodic prior,

specifying the class of functions under consideration for fitting. For big

values of n however, the computation becomes intractable due to the O(n3)

complexity in training (which involves a matrix inversion [1]). In this pa-

per, we will try to investigate the approach introduced in [2], namely State

Space Variational Inference (SSVI), for forecasting PV production in O(n)

on 1D temporal data.

2 Current challenges

In recent years, great progress has been made in addressing the scaling

issue mentioned above. Most approaches work by approximating the true

solution, as it is very difficult to overcome the cubic complexity while re-

maining exact. We can broadly split the proposed solutions into 2 classes:

inducing points, where the goal is to reduce the number of used data

points, and other linear algebra techniques, where we approximate the

covariance matrix by making assumptions about its structure.

The inducing points method has a rich history, as many variations were

proposed ([3],[4], [5], [6], etc). First versions only used a subset of the

training points by selecting them according to some criterion, while more

modern approaches try to find m << n new points through some objective

function. This approach allows us to calculate the covariance matrix more

efficiently in O(m2n).

Covariance matrix approximation is a different direction some papers

take. This can for example involve decomposing it into a Kronecker [7] or

a Toeplitz [8] product. These approaches are however limited by the train-

ing points they use (they need to be regularly spaced), which is why more

recent work [9] has shown to allow for any inducing points by approxi-

mating the covariance matrix between the training and induced points

with cubic interpolation. This allows to bring the complexity down to

O(n+m logm).

These previous approximations however make no assumptions on the type

of data they are operating on. Assuming our data is 1-D, we can convert



our original GP into an equivalent discretized stochastic differential equa-

tion (SDE) [2]. The main advantage of using this method is that it gives

exact results while having an O(n) complexity, thanks to a Kalman fil-

ter/smoother operating on a state-space reformulation.

3 A brief overview of GPs

3.1 Definition

Intuitively, Gaussian processes (GPs) are an extension of the multivariate

normal distribution, where the domain is continuous (infinite), instead of

being finite. It is therefore a stochastic process, where any finite linear

combination of its variables is a Gaussian multivariate. Formally speak-

ing, if {Xt, t ∈ T} is a stochastic process (where T can be any set of indices,

but usually time for us), it is Gaussian if for every set of indices t1 . . . tn,

the joint distribution (Xt1 , Xt2 . . . Xtn) is a multivariate normal [10].

Analogous to how a normal multivariate is parametrized by a mean vec-

tor and covariance matrix, a GP f(x) is parametrized by a mean func-

tion µ(x) : Rd → R and a covariance function (also called kernel)

k(x,x′) : Rd × Rd → R with x ∈ Rd. They are typically defined as

µ(x) = E [f(x)] (1)

k(x,x′) = E
[
(f(x)− µ(x))(f(x′)− µ(x′))

]
(2)

We will assume µ(x) = 0, as it does not limit our modeling capability and

reduces the number of hyperparameters. Playing with these parameters

allows us to define a prior on the types of functions that the process will

generate (which is the natural extension of vectors when we increase the

number of dimensions to ∞). We will usually denote it as

f(x) ∼ GP(µ(x), k(x,x′))

.

3.2 Learning with GPs

As in any machine learning task, we will start with a dataset D = {X,y}
with X ∈ Rn×d and y ∈ Rn. n is the number of observations and d the

dimension of the input. The output is one-dimensional, but this can be

generalized.



Now utilizing Bayes’ formula, and assuming that all samples are inde-

pendent, we can write the posterior of the GP as

p (f | D, θ) = N (f | 0,K)

p (y | X, θ)
N∏

i=1

p (yi | f(xi)) . (3)

The numerator corresponds to the GP prior, the denominator is the marginal,

and the part to the right is the likelihood, which is simply the prod-

uct of point likelihoods thanks to independence. We also have that f =

[f(x1) . . . f(xn)] and Ki,j = k(xi, xj) ∀i, j = 1 . . . n the gram matrix be-

tween training points.

Regression with GPs will correspond to calculating the value f∗ = f(x∗)

for a test point x∗. We will assume that the measurement process is not

perfect, hence y = f(x) + ϵ, ϵ ∼ N (0, σ2I). Because the noise is gaussian,

the likelihood is also gaussian and due to our assumption of gaussian

prior (by definition of a gaussian process), the posterior can easily can be

calculated in closed form. One can derive [1]

(f∗|D,X∗) ∼ N (µ,Σ) (4)

Σ = K∗∗ −KT
∗ (K+ σ2I)−1K∗ (5)

µ = KT
∗ (K+ σ2I)−1y (6)

4 Kernels for GPs

Kernels play a major role in the results one can obtain with a GP model.

They encode our assumptions about the data, notably continuity, smooth-

ness, or periodicity, therefore making some kernels more suitable for a

particular trend than others. They are also easily combinable through

a sum, a product, or exponentiation. In the following sections, we will

briefly go over some common ones, with a plot to illustrate their purpose.

4.1 Radial basis function (RBF) kernel

This kernel is written as follows:

K(x,x′|l) = exp−||x− x′||2
2l2

with l the lengthscale, hence controlling how smooth or wiggly the func-

tions are. This kernel is one of the most used ones in practice as it is



continuously differentiable (very smooth) and allows to extrapolate up to

l timesteps. Please note that this kernel only depends on the difference of

the norm of the inputs, not their values. Such types of kernels are called

isotropic, which means they are shift-invariant (which implies they are

also stationary).

4.2 Periodic kernel

This kernel is written as follows:

K(x,x′|l,p) = exp(−2 sin(π|x− x′|/p)
l2

)

with p the period, or the distance between 2 neighboring peaks, and l the

lengthscale, analogous to the RBF kernel. It is also isotropic, and we can

easily model periodic functions.

4.3 Matern kernel

The general form of the kernel is the following:

K(x,x′|ν, l) = 21−ν

Γ(ν)

(√
2ν |x− x′|

ℓ

)ν
Kν

(√
2ν |x− x′|

ℓ

)

with ν a parameter that controls the smoothness of the functions (the

sampled functions will be ⌈ν⌉ + 1 times differentiable), l the lengthscale,

Kν the modified Bessel function and Γ(ν) the Gamma function. This form

however is very rarely used, and instead, we prefer to fix ν to {1/2, 3/2, 5/2}.

4.4 Quasi-periodic kernel

As mentioned at the beginning of this section, kernels can be combined

through various operations, for example, a product. The quasi-periodic

kernel is defined as the product of a Matern (here Matern52) and a peri-

odic kernel:

K(x,x′|ℓ1, ℓ2, p) =
(
1 +

√
5 |x− x′|
ℓ1

+
5 (x− x′)2

3ℓ21

)
exp

(
−
√
5 |x− x′|
ℓ1

2 sin(π|x− x′|/p)
ℓ22

)

In the following experiments, we will use this kernel as it models well our

data patterns, with a constant period but a varying shape/scale.



(a) RBF kernel (b) Periodic kernel

(c) Matern 1/2 kernel (d) Matern 3/2 kernel

(e) Matern 5/2 kernel (f) Quasi-periodic kernel

5 State-space Variational Inference (SSVI)

The novel approach introduced in [2] is based on a reformulation of the

standard GPs to a Stochastic Differential Equation (SDE).

An SDE is a generalization of the classical differential equation, as it in-

cludes one or more terms which are stochastic processes. This means that

the solutions are not simple functions anymore, but stochastic processes.



One possible class of continuous SDE is the following:

a0f(t) + a1
df(t)

dt
+ · · ·+ am

dmf(t)

dtm
= w(t) (7)

The only stochastic term here is w(t), white noise. Due to the fact that it

is Gaussian, and the Gaussian property is preserved under linear trans-

formations, the solution of the equation will also be a GP. One can show

that we can rewrite it as a continuous state-space model [2]:

df(t)

dt
= Ff(t) + Lw(t),

yk = Hf (tk) + εk,

All the higher-order derivatives are now contained in the F matrix and f

contains all the m components of the solution, each of them a 1-D stochas-

tic process. The ϵ term is added as we consider the data measurement

process to be noisy. As we are only interested in dealing with 1-D data,

we use H = ( 1 0 · · · 0 ) to keep only the first component. L has the

form ( 0 · · · 0 1 )T .

This previous formulation is however not useful for practical applications,

and we must discretize it. This gives us

fk = Ak−1fk−1 + qk−1, where qk−1 ∼ N(0,Qk−1) ,

yk = Hfk + εk, where εk ∼ N
(
0, σ2noise

)
.

This is the final version of the equations and the form that SSVI utilizes

(also called dual reformulation). If the kernel in GP space adheres to

common conditions, as is the case with typical kernels, it can undergo

a reformulation into the state-space domain. These equations are then

solved (also called inference in the signal processing world) using first

a Kalman filter (forward pass), and then a Kalman smoother (backward

pass). Both passes are linear in time, giving it a total O(n) complexity.

6 Dataset

The dataset is extracted from [11] and only uses one of the given fea-

tures, the PV production, making it one dimensional. It spans an entire

year, where the data is collected every 5 minutes from 8am to 4pm for

a certain number of systems located at different locations. Each system

corresponds to a different set of solar panels. We create 52 folds of one

week each and then split it into training and testing. We also apply some



preprocessing on the data, namely standardization and smoothing with a

Savgol filter. This is what the data looks like for one week and system:
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Figure 2. Example of one week from the dataset

7 Experiments

As the goal is to show that SSVI is fast and scales linearly in terms of dat-

apoints, while also staying accurate, we will be conducting 2 experiments

in which we will try to validate our claims. For both of them, the gaus-

sian process model comes from the gpflow library, and uses a periodic

Matern32 kernel. The SSVI model uses a quasi-periodic kernel, which

is very similar to the GP one and utilizes a fast and numerically stable

implementation with the jax framework. The autoregressive model is of

order 3, coming from the statsmodels library. All work is done using the

Python language. The data only uses one fold and one system.

7.1 Experiment 1: training time comparison

In this experiment, we will train our method on folds of increasing length,

with a comparison with the classical GP approach.
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Figure 3. Comparison of training time of SSVI, compared to standard GPs

As we can see, the training times for SSVI scale linearly, and even

manage to remain below 1 minute for n = 3500. The standard GP ap-

proach follows the O(n3) curve, validating our initial claims.

7.2 Experiment 2: prediction accuracy comparison on training
data

In this experiment, we will again train SSVI on various fold lengths, here

providing a comparison in terms of the prediction accuracy with a simple

autoregressive model of order 3 (AR3), as well as a classic GP. The little

triangles represent the different data points.
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Figure 4. Accuracy of SSVI vs AR3 vs GP on 7 days, training data
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Figure 5. Accuracy of SSVI vs AR3 vs GP on 14 days, training data

As it can be seen, SSVI provides an equivalent prediction accuracy when

compared to other models, even when n increases.

8 Conclusion

This paper has evaluated SSVI as an alternative approach to GPs for 1-D

temporal data, and concluded that it indeed does provide an efficient and

accurate approach when compared to classical GPs.
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Abstract

Microservices technique is state-of-the-art in architecture and widely used

in Big Tech, the most prosperous and influential technological compa-

nies in the IT industry. It not only provides various benefits to the com-

pany, from design and development to operation, but also costs resources

to maintain and build the architecture. This paper analyses the advan-

tages and drawbacks of microservices for application products. Second,

this paper presents challenges in building microservices applications and

discusses when and why to use microservices. It is also essential to eval-

uate the use cases for microservices in modern software demand to show

that microservices are not a silver bullet for all cases.
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1 Introduction

One of the most critical factors in software development is software ar-

chitecture. Software architecture can determine the life cycle, mainte-

nance, performance and cost of a product. During the preceding years,

the first and the primary idea that came from practitioners is monolithic



approach. However, this methodology quickly shows weaknesses and de-

mands a new solution in software development [1]. Microservices were

then proposed and applied to enterprise products to improve issues caused

by the monolithic approach. Microservices architecture (MSA) provides

the ability to develop highly maintainable, testable and loosely coupled

systems. It also offers availability and scalability for the system [2].

Using different methodologies, including literature review, comparison

studies and analysis of industry numbers, the main contributions to this

paper are comparing MSA and monolithic approaches, discussing chal-

lenges around microservices and evaluating industrial solutions.

The paper is organised as follows: Section 2 comprises background in-

formation about different generations of software architecture. Section 3

evaluates the strengths and weaknesses of MSA in different aspects. Sec-

tion 4 presents challenges in choosing MSA as a central direction. Section

5 reports some use cases in which microservices succeed and fail. Finally,

the last section yields a conclusion about when and why to use microser-

vices.

2 Background

2.1 Monolithic architecture and service-oriented architect

Before the introduction of MSA, monolith and service-oriented architec-

ture (SOA) were previous generations. Laigner et al. [3] claim that the

monolithic application is software in which different components, such as

authorization, business logic and notification module, are combined into a

single program from a single platform, and it is deployed as a single stan-

dalone program. Dragoni et al. [2] argue that a monolith is a software ap-

plication whose modules cannot be executed independently. Although the

monolith system can run multiple processes, accessing multiple central

processing units, it indicates the system can be scaled, but it is required

to be completely cloned [1]. The target of changing from object-oriented

solution to service-oriented solution is better when controlling software

system design, implementation and evolution. This led to the introduc-

tion of microservices afterwards. Another advantage of componentization

is the ability to adapt business capabilities to the system architecture [4].



2.2 Microservices

There is no exact definition for the term microservice. The term microser-

vices was first introduced in 2011 at a workshop in Venice and gained pop-

ularity in years later. The ideas around it are then presented by James

Lewis and Adrian Cockcroft at Netflix as a "fine-grained SOA" [4]. It is

a new computing paradigm that decomposes the traditional monolithic

system into a set of fine-grain services. These services are independently

developed, tested and deployed [5]. Until now, MSA has been defined as a

composition of small services, each running its own processes, providing

one part of the business logic, and communicating via lightweight mecha-

nisms that are built on top of SOA [2, 6, 4]. In addition, each service has

a private database that is inaccessible to other services directly [6].

3 Evaluation

3.1 Advantages

MSA offers considerable benefits to software development. The key ben-

efits that would be discussed in this paper are availability, containeriza-

tion, and technology heterogeneity [7].

3.1.1 Availability

The first difference between monolithic architecture and MSA is the num-

ber of components. As a single unit, monolithic systems are intimidated

by single-point failure. All elements in a monolithic design are tightly

coupled, and any failure can cause the whole system to crash. On the

other hand, all services in MSA are isolated, and any component collapse

does not stop the entire system.

3.1.2 Scalability

Scalability is the most vital reason why systems are migrated into MSA

[8]. Monolithic components share many of the same resources, includ-

ing databases and servers. This makes the structure overloaded. It is

different from MSA; each service has its own resources, and the service

can handle more requests without being collapsed. Scalability helps the

system serve more users and provide a positive experience.



3.1.3 Containerisation

Heinrich et al. define containerization as a technology to virtualize appli-

cations in a lightweight strategy that has resulted in a significant uptake

in cloud application management [7]. For microservices, container as-

sociation is the perfect support. This reduces the downtime, deployment

time and cost of microservices applications because the container does not

need to host an extensive application [5]. Moreover, MSA and container-

ized applications are currently supported by orchestration frameworks,

such as Kubernetes and Docker Swarm. These frameworks offer numer-

ous features, including automated scheduling, load balancing, scalability,

automated rollouts and rollbacks [9].

3.1.4 Technology Heterogeneity

Different services and different teams can use different technologies for

implementation. For example, a service that performs complex calcula-

tions might be built in a language known for high performance, while

another service that deals with high I/O might use a different technol-

ogy better suited for that task. The team members can choose technology

stacks that are familiar; this allows products to be developed, tested, re-

leased and deployed faster, and productivity is enhanced [2].

3.2 Disadvantages

Diverse gains have been introduced. However, MSA is not a silver bul-

let, and there are problems when engineers use MSA in their products.

This paper briefly evaluates the main disadvantages of MSA: complexity,

maintenance, performance and testing.

3.2.1 Complexity

A single-point failure is not the main problem with MSA. However, the

more complex the application, the more weakness appears. Components

in MSA are dependable, and a single crash component can also lead to

the collapse of the whole system. Maintaining high availability in MSA is

a complicated task since MSA itself does not provide high availability by

default [10]. A large system requires complex behaviours, such as sophis-

ticated message chains and disturbing environmental configurations. As

a result, this boosts the debugging and development costs and leads to a

higher probability of run-time failure [5].



3.2.2 Performance

Opposed to a single notable component, microservices communicate through

the network. It has been observed that performance is slightly reduced in

MSA [11]. There are multiple reasons for the drop in performance. Firstly,

the number of CPU instructions needed to process a single request, such

as bare process, docker host and docker bridge, in MSA is double com-

pared to Monolith [11]. Secondly, network communication is a negative

factor. Distributed applications are connected through networks, which

leads to additional latency and speed loss [5].

3.2.3 Integration testing

Testing can be a challenge in MSA when the system is really large and

there are many connections between components. A service may block

others; therefore, the testing process of different pieces needs to be done

together. There are more interfaces and larger sizes to test because MSA

needs to be tested on both single components and the whole system work-

ing together. Testing a single service is possible, but the cost may increase,

and the collaboration of different services is a problematic process [2].

3.2.4 Maintenance

Maintenance is usually more expensive in MSA systems. Diverse tech-

nology stacks and system complexity make MSA systems lack standard-

isation [11]. More issues will arise if engineers do not understand and

do not have the skills to manage the complexity of the system. Further-

more, continuous integration (CI) and continuous delivery (CD) are not as

simple compared to the monolithic strategy. Each service would have a

different pipeline, and coordinating deployments across multiple services

requires accurate planning and automation.

3.3 Challenges

Apart from the advantages and drawbacks, MSA has significant design,

operation and maintenance challenges. The following raises some main

challenges in those steps.

3.3.1 Design stage

Architecture and design patterns

Microservices must follow different principles: scalability, availability, re-

siliency, independence, decentralised governance, failure isolation, auto-



provisioning, and continuous delivery through DevOps. A significant topic

is applying those principles and building an entirely flawless system. There

are different design patterns for microservices, such as Aggregator, API

gateway, Chained or Chain of Responsibility [12]. There are even more

valuable and complex design patterns for microservices. It can be seen

that the first and foremost problem in working with MSA systems is to

design and apply complicated theories. The initial step can impact the

workload and quality of subsequent steps.

Data consistency

Unlike monolithic applications, data is centralised, and data in MSA sys-

tems is distributed in different databases and data warehouses. The clas-

sic approach cannot work for MSA applications. There are alternative

solutions to handle this issue, such as cloning-based methods and pri-

vate database methods. In cloning-based methods, database instances

are replicated for all different components. Data overwriting needs the

broadcast operation of all other nodes to inform about data altering. In

the private database method, all components have a private database.

However, all choices have different flaws. Designing a perfect MSA is a

real challenge [2].

3.3.2 Development stage

In the development stage, practitioners may feel the most complicated

solving data consistency, distributed transactions, and query complexity

[13]. The following subsection discusses the debugging strategy, which is

one of the most challenging.

Debugging

Debugging in an MSA system is problematic because it is distributed,

dynamic and concurrent. Compared to a monolithic system, MSA has

complexity in both design and implementation. To begin with, MSA has

inconsistent communications and environment configurations. It is be-

cause of the distribution of instances and heterogeneity in technology.

When users call an API, complex asynchronous interactions are engaged.

This compound chain can easily lead to runtime failure. Furthermore, mi-

croservices instances can be created, changed, and destroyed dynamically,

which means there is a lack of correspondence between microservices and

system nodes in MSA. All the complexity and inconsistency of components

make it rigorous to debug in MSA [5].



3.3.3 Operation stage

During the operation stage, monitoring and management are the most

cared subjects. Helpful information about these facets will be covered

below.

Monitoring

Monitoring in MSA can be done using application performance manage-

ment (APM) tools. This tool collects data and detects abnormal behaviour

in the system. APM tools could be better and work correctly to support

new programming languages. Second, detecting abnormal behavior in

the MSA system is also tricky. The system is dynamic and does not have

a steady state. There is a possibility of a false alarm using an existing

monitoring system [7].

Management

The MSA system appears to be overly complicated at every stage, even for

those in management. MSA management has such problems as cascading

failures, operational complexity, service coordination, and service location

[13]. To reduce the workload of the management process, the project needs

to be conducted with clear documentation, service boundaries, and good

team collaboration.

4 Case Study

4.1 Netflix

Netflix is one of the most prominent streaming platforms in the digital

landscape. At first, Netflix was just a DVD rental startup. They sold

and delivered DVDs to customers. In 2008, there was a setback that sus-

pended their data centre and DVD shipping for days. A demand for a new

solution forced Netflix to begin a system transformation.

4.1.1 Netflix Architecture

Netflix system includes two main components: Amazon Web Services (AWS)

cloud components used for hosting and an in-house network for content

delivery [14].



Content delivery

The Netflix content delivery has three critical components: client, back-

end, and content delivery network (CDN) [14].

Backend:

Netflix backend consists of the following elements [14]:

• EC2 used as computing instance

• S3 used as storage

• Business logic microservices

• AWS DynamoDB and Cassandra used as scalable database structure

• Big data processing tool: Hadoop, Spark, Flink, and other tools.

• Custom-built video processing and transcoding tools.

• Open connect CDN refers to Open Connect Appliances (OCAS), a fast

streaming and storing video network developed by Netflix.

Figure 1. Netflix backend [14]

The backend services are isolated. These components communicate

when the client sends a complicated request, such as playing video. The

microservices chain works as follows when users press the playback but-

ton:

• AWS elastic load balancing (ELB) handles requests from users and for-

ward them to API Gateway Service, which is built with advanced func-

tions, such as traffic monitoring, security and dynamic routing.



• The request is then forwarded to Application API component. There are

multiple API, including sign-up, discovery, authentication and play.

• If users click the playback button, Play API will call the microservices

chain. For example, Playback Apps, Steering and Cache-Control are

called. The services are separated and activated depend on sent re-

quests.

• There are more services, such as Stream Processing Pipeline, which

is used to analyse user data for personal recommendation. Data from

Stream Processing Pipeline is then operated using big data tools, such

as AWS S3, Hadoop and Cassandra.

4.1.2 Benefits of MSA

The result of transforming to cloud-native is impressive to both the com-

pany and users. As a result of the elasticity of the AWS cloud, they can

distribute billions of workloads with low latency to different geographies

and increase availability up to 99.99%. By moving to cloud-native, they

do not need to manage the data centres themselves, and they can focus

on entertaining content and business. This reduces on-premise operation

costs and increases resources for different business tasks [15]. In 2023,

Netflix has more than 200 million users, which is the highest rate com-

pared to other platforms [16]. Meanwhile, they can serve 4K video quality,

which is a notable output in the streaming industry.

4.2 Discussion

After evaluation and analysis of the case study of Netflix, the perquisite

of MSA is evident. It offers many benefits, from costs to performance. In

my opinion, MSA is a great and appreciable choice when planning for a

new product. However, developers should take into account factors, such

as applicable resources, requirements, and time constraints of the project.

On occasion, monolith can be a favourable choice for small-scale and low-

budget projects, such as start-up ventures and early-stage enterprises.

These parties lack the conditions to conduct and operate a complete MSA

project. On the other hand, firms that are already successful and want

to expand the market and serve more users can pick MSA as a means of

gaining access to more customers and raising their revenue.



5 Conclusion

This paper evaluates the advantages and disadvantages of MSA in com-

parison to the monolithic approach. Although MSA has so many profits, it

is not always an ubiquitous option for building enterprise solutions. The

paper has also presented challenges in building MSA products, which is

a consideration for project conductors. There are so many problems with

debugging, monitoring and management. Finally, this paper has shown a

scenario in which MSA benefits the company and generates revenue. The

MSA approach may reduce operational costs when combined with cloud-

native. The concluding decision for the architecture depends on business,

the available resources and maybe investors.
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1 Introduction

After the recent advances in Machine Learning (ML) and particularly

Deep Learning (DL) with deep neural networks that often outperform

humans with a black-box approach, the need for explainability and in-

terpretability of ML models has become a hot topic in the industry and

academia. Explainability in machine learning models holds significant

importance, but its necessity varies across different application domains.

For instance, sectors such as healthcare, finance, and autonomous driv-

ing demand a higher degree of explainability compared to others due to

accountability concerns. Additionally, with the usage of ML models in

production, another relevant area of study grew in importance: MLOps

(Machine Learning Operations) — where the ML lifecycle is managed,

from development to deployment and monitoring.

In this context, the usage of interpretable and explainable features

gained traction also for the monitoring of ML models in production, where



the prediction of concept drifts and model drifts is a crucial task in or-

der to guarantee the expected performance of a model. Concept drifts

are changes in the data distribution that may affect the performance of

the ML model, while model drifts are changes in the model itself that

may affect its performance. It is important to detect these drifts as soon

as possible, so that the ML model can be retrained or updated to avoid

performance degradation. Detecting concept drifts and model drifts is a

challenging task, and there are several approaches to tackle it, such as

the usage of statistical methods, ensemble methods, and explainability

methods as we will look in more depth in this study.

This paper reviews the literature on the topic of explainability and

interpretability of ML models, with a focus on the detection of concept

drifts and model drifts. The paper is organized as follows: Section Con-

text and Foundations, Section 3 Research Methodology, Section 4 Inter-

pretable Drifts — how interpretability and explainability are used to de-

tect drifts and Section 5 Conclusion.

2 Context and Foundations

Many recent studies have been conducted on the topic of explainability

and interpretability of ML models, and several approaches have been pro-

posed to tackle the problem of detecting concept drifts and model drifts

with methods such as LIME (Local Interpretable Model-Agnostic Expla-

nations), tree ensembles, feature importance and SHAP (SHapley Ad-

ditive exPlanations) values being the most recurring in the literature

[1, 2, 3, 4, 5, 6, 7, 8, 9].

In order to understand the context of this study, we will first look at

the definitions of concept drift, model drift, and covariate shift.

• Model Drift: Degradation of the model performance. It could be caused

by concept drift or data drift.

• Data Drift: Represents any change in the statistical properties of the

data that a model is processing over time. Data drift can encompass

a variety of changes, including but not limited to changes in input fea-

tures (covariates), changes in the distribution of the target variable, or

changes in the relationship between the input features and the target

variable.



• Concept Drift: When P(Y|X) changes but P(X) remains the same.

• Label Shift: When P(Y) changes but P(Y|X) remains the same.

• Covariate Shift: When P(X) changes but P(Y|X) remains the same.

Covariate shift is a special case of concept drift [10].

2.1 State of the art for explainability and interpretability of ML
models

Explainability and interpretability — often used interchangeably — are

important concepts in the context of ML models that often lack a clear

definition, however, they can be understood as “the ability to explain or

to present in understandable terms to a human" [11]. In the context

of ML models, explainability and interpretability are used to understand

the inner workings of the model, and to understand the reasons behind

the predictions of the model. This is useful for several reasons, such as

debugging the model, detecting biases, improving the model, increasing

trust in the model, and complying with regulations. This topic became

even more relevant with the recent advances in ML and particularly DL

with deep neural networks that often outperform humans with a black-

box approach. The surge of DL models in production has led to the devel-

opment of several methods for explainability and interpretability of com-

plex black-box models such as SHAP values, LIME, and attention mecha-

nisms [12, 13, 14]. Different from traditional explainability methods such

as feature importance, these methods are model-agnostic and can be used

to analyse any ML model, including DL models.

2.2 State of the art for concept drift detection

In the dynamic realm of machine learning, the challenge of concept drift

is a well-known problem. Strategies for identifying and adapting to con-

cept drift have generally fallen into two categories: altering the internal

workings of a classifier or employing ensemble classifiers [15, 16]. While

some classifiers such as Diversity for Dealing with Drifts (DDD) and Re-

curring Concept Drifts (RCD) come equipped with built-in drift detection

techniques, these approaches can also function externally, coupled with

different classifiers.



A frequent technique involves the use of a "base learner" to monitor

shifts in model accuracy as an indicator of concept drift. Several detec-

tion methodologies, such as DDM [17], EDDM [18], and Page-Hinkley

Test, have gained recognition for their solid statistical foundations. Other

methods such as ADWIN [19], Paired Learners [20], EWMA [21], and

STEPD [22] bring different dimensions to drift detection.

2.3 The need for explainability and interpretability in drift
detection

Concept drift detection is instrumental in maintaining the performance of

machine learning models in dynamic settings. However, the mere identifi-

cation of a drift event is often insufficient for comprehensively addressing

the issue. It is crucial to understand why a drift has occurred to tailor

the appropriate model adjustments effectively. This is where the need for

explainability and interpretability in drift detection comes into play.

Explainability can offer insights into the internal workings of a detec-

tion method, revealing how it reached a particular conclusion about the

presence of drift. This can be invaluable for practitioners, enabling them

to make data-driven decisions rather than relying on black-box mecha-

nisms [11].

Interpretability serves to present these insights in an intuitive man-

ner, allowing both technical and non-technical stakeholders to grasp the

significance of a detected drift [23]. This could manifest in various forms,

such as visualizations or easily digestible metrics, and is vital for securing

stakeholder trust and enabling quick, informed actions.

Incorporating these elements into drift detection methods aligns with

the broader shift towards more transparent and accountable machine

learning systems. The ability to explain and interpret drift events not

only bolsters the robustness of a model but also enriches the ethical stan-

dards of automated decision-making processes.

3 Research Methodology

3.1 Objectives

This study aims to delve into the intersection of explainability methods

and concept drift detection within the context of machine learning mod-



els. The objective is to explore how explainability and interpretability

tools can enhance the efficacy and reliability of drift detection techniques.

Understanding how these two aspects synergize can provide a holistic ap-

proach to maintaining model robustness and adaptability in dynamic en-

vironments.

3.2 Research Questions

This research revolves around the following core questions:

• What are the state-of-the-art methods for explainability and interpretabil-

ity in machine learning models?

• What current techniques are prevalent for detecting concept drift in

machine learning models?

• How can methods of explainability and interpretability be integrated

with concept drift detection techniques to create a more robust, under-

standable, and adaptive model?

3.3 Search Strategy

For conducting this literature review, a targeted search string was utilized

in Google Scholar to fetch relevant publications. The search string was:
(“concept drift” OR “data drift” OR

“model decay” OR “distribution shift”) AND

(“feature importance” OR “LIME” OR

“SHAP” OR “interpretability”) OR

“interpretable concept drift”

This query was designed to capture a wide range of articles, journals,

and papers that discuss concept drift and its detectability, as well as ex-

plainability and interpretability in machine learning. By combining key-

words related to both subject areas, the search aimed to find resources

that specifically discuss the intersection of these topics.



4 Interpretable Drifts

In recent years, the study of concept drift in machine learning has re-

ceived considerable attention, primarily due to the impacts that the de-

terioration of an ML model in production can have. Alongside this, there

has been a growing trend towards incorporating explainability methods

into concept drift detection and understanding.

The traditional focus has primarily been on early detection of concept

drift to allow for model adaptation [6]. However, there is also an im-

portance of not just identifying but also explaining the nature and cause

of the drift. For instance, using decision trees — a highly interpretable

model — to elucidate the principal causes of drift and its severity has

been noted as a significant advancement in this regard [6].

Explainability is also becoming a key component in specialized do-

mains such as healthcare. For example, ensemble learning techniques

have been applied to detect concept drift in online drug recommenda-

tion systems. These systems not only handle the drift but also use in-

terpretable concept drift detection mechanisms to ensure high accuracy

and reliability [2]. Similarly, the use of SHAP values in manufacturing

processes has shown that explainability can produce economic benefits by

improving error prediction [9].

Another method being used to increase interpretability for concept

drifts is the usage of visualization of concept drift, which contributes to

explainability by allowing humans to better comprehend the nature of

the drift. Techniques based on feature importance have been particu-

larly useful in visualizing how models adapt to drifting data streams [3].

Explainable machine learning techniques such as SHAP have also been

used to track data drift and identify emergent health risks in emergency

departments [4].

In summary, the integration of explainability into concept drift re-

search is not only a trend but increasingly seen as a necessity as compa-

nies and researchers try to mitigate concept drifts and predict them. It not

only improves model robustness but also enables better decision-making

by providing insights into the ‘why’ behind the drift. This aligns well with

the broader push for more interpretable and accountable machine learn-

ing models, especially in critical applications where understanding the

reason for change is as important as detecting the change itself.



5 Conclusion

This literature review has explored the growing intersection of explain-

ability and concept drift detection in ML models. With the rising im-

portance of ML in various domains such as healthcare, finance, and au-

tonomous driving, the need for transparent and understandable models

has become more pressing than ever. As ML models are increasingly de-

ployed in dynamic environments where data distributions can change, the

ability to detect and understand concept drift becomes vital for maintain-

ing model performance and trust.

From the reviewed literature, it is evident that while traditional meth-

ods have primarily focused on early detection of concept drift, there is

some trend towards incorporating explainability into this area. Methods

such as decision trees, feature importance, and SHAP values have been

employed not only to detect but also to explain the nature and cause of

drift, which can be particularly valuable in specialized domains such as

healthcare and manufacturing [6, 9]

Moreover, the use of visual techniques for enhancing explainability

has shown promise in helping both technical and non-technical stakehold-

ers understand the implications of concept drift [3].

The integration of explainability methods into concept drift detection

aligns with the broader movement towards more interpretable and ac-

countable ML models. It not only adds a layer of robustness but also con-

tributes to the ethical standards of automated decision-making processes,

especially in critical applications.

In summary, the marriage of explainability and concept drift detection

offers a holistic approach to maintaining model robustness in dynamic en-

vironments. As the field continues to evolve, further research is needed to

refine these methods and understand how they can be effectively imple-

mented across various domains and applications.
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Abstract

Nowadays, machine learning (ML) techniques have been widely adopted

for various applications including safety-critical ones such as autonomous

driving and security cameras. However, any ML models are vulnerable to

evasion attacks to some extent, which can result in fatal consequences dur-

ing deployment. Evasion attacks involve using adversarial inputs to make

an ML model give wrong predictions, so there is an urgent need to keep

ML models robust against such attacks. One of the defence approaches is

to certify these models’ robustness against adversarial outputs. This paper

discusses evasion attacks, reviews the state-of-the-art robustness certifica-

tion approaches and how users may apply these approaches to their ML

models, and analyses the challenges that researchers need to tackle to pro-

vide better certification frameworks.

KEYWORDS: machine learning, neural networks, robustness, certifica-

tion, adversarial attacks, evasion attacks



1 Introduction

In recent years, Machine Learning (ML), or generally Artificial Intelli-

gence (AI), has been widely used in various applications such as image

classification [1], medical imaging [2], malware detection [3], and chat-

bots[4]. Due to the increasing adoption of ML in different areas, the secu-

rity and reliability of these systems have gained higher attention, espe-

cially when there have been new threat models and attack vectors against

ML technology [5]. These threats can be loosely categorised into the fol-

lowing types: evasion attacks (synthesising inputs to distort the model’s

output, poisoning and backdoor attacks (implanting weaknesses into the

model), and extraction attacks (retrieving data from the model or infor-

mation about the model).

The risk of adversarial attacks significantly increases when ML is de-

ployed for safety-critical applications [6] such as manufacturing robots

and self-driving cars. Furthermore, different ML architectures are ex-

posed to different risk levels. For example, the more a model relies on

external resources, the higher risk it faces [5]. Additionally, adversarial

attacks can be performed on a model in both training and inference modes.

Therefore, it is important to defend ML systems, especially to certify their

robustness against adversarial attacks.

This paper will discuss the robustness of ML systems against evasion

attacks and review the recent approaches to certifying their robustness

against such attacks.

This paper is organised as follows. Section 2 describes the evasion attacks

and the defending approaches against them. Section 3 reviews the state-

of-the-art certification methods to guarantee the robustness of ML sys-

tems against evasion attacks. Section 4 discusses robustness certification

practices. Section 5 analyses the feasibility of robustness certification and

its practical limitations. Finally, Section 6 provides concluding remarks.

2 Evasion Attacks

2.1 Definition

Evasion attacks against machine learning models refer to manipulations

of input data carefully crafted to fool the model. Adversaries exploit vul-



Figure 1. An illustration of how a perturbation vector (centre) added to an image of a
panda (left) can create an adversarial input (right) which looks almost identical
to the original image to human’s eyes but results in a different prediction. [7]

nerabilities in the model’s decision boundaries by adding subtle pertur-

bations into input data, leading to misclassifications [8, 9, 10]. Figure 1

shows a classic example of evasion attacks against an image classifier [7].

Due to this nature, evasion attacks occur at the inference phase, where

adversaries present carefully crafted inputs that exploit the model’s weak-

nesses to produce inaccurate results [11].

2.2 Impact

The impact of evasion attacks can be severe, leading to potential secu-

rity and privacy breaches, particularly in critical applications such as au-

tonomous vehicles, healthcare diagnostics, and financial fraud detection.

Adversaries can cause misclassification of sensitive data, leading to fi-

nancial losses, privacy breaches, or even physical harm in safety-critical

systems [11]. Moreover, the presence of evasion attacks can erode user

trust in machine learning systems, potentially hindering the widespread

adoption of these technologies in various domains [12].

2.3 Adversarial Robustness

Thus, there is a need to keep the ML models robust against adversarial

examples, meaning a model must be able to maintain its performance

in the presence of perturbated inputs crafted by an evasion adversary

[5, 13]. In other words, for all inputs x and their ground-truth labels y,

a model f is adversarial robust if, for any adversarial input xadv = x + ϵ

in which ϵ is the perturbation, the model gives the correct classifications

f(x) = f(xadv) = y.



2.4 Defence Approaches

There are a number of general defence approaches that can be used to

protect machine learning models from evasion attacks:

• Adversarial Training: This involves training the model on a dataset

that contains adversarial examples [14], which helps the model learn to

identify and resist adversarial examples.

• Attack Detection: This is applied during the inference phase to reveal

malicious inputs and protect the overall system against malfunctions

[15].

• Certification: This involves using mathematical techniques to prove

that the model is robust to adversarial attacks [5]. This can be done

for specific types of adversarial attacks, or for a more general class of

adversarial attacks.

This paper focuses on the certification approach which is discussed in Sec-

tion 3 to protect ML models from evasion attacks.

3 Robustness Certification

Robustness certification is essential for ensuring the safety and security

of Neural Networks (NN) by evaluating their resistance to adversarial

inputs. This process involves assessing a model’s resilience to specific

input perturbations, thereby maintaining the original predictions for un-

perturbed inputs[5]. Robustness certification uses algorithms to estimate

robustness bounds and metrics [6], while verification entails formally de-

tecting precise bounds [5]. Its implementation during the AI life cycle

helps in early vulnerability identification and adjustments, improving the

model’s resilience against potential adversarial attacks.

There are multiple certification approaches have been proposed, and they

can be categorised according to a taxonomy proposed in [13] as illustrated

in Figure 2: complete, deterministic incomplete, and probabilistic incom-

plete certification methods. Since probabilistic methods only yield incom-

plete verification, this paper simply refers to methods in the deterministic



incomplete category as incomplete and those in the probabilistic incom-

plete category as probabilistic.

Figure 2. Taxonomy of robustness certification approaches proposed in [13]. They are
divided into complete and incomplete approaches in the first level and into de-
terministic and probabilistic approaches in the second level. The System Model
is the ML model type for which a certification approach is applicable.

3.1 Complete Approaches

To achieve the most accurate robustness assessment, the preferred so-

lution is to use methods from the complete verification category. They

are particularly favourable for ensuring that crafting adversarial exam-

ples within a defined perturbation space is not feasible [13], and the goal

is to establish precise bounds for a model’s robustness, offering a guar-

antee against potential vulnerabilities [5]. There are two primary tech-

niques for complete verification. The first relies on solvers for mathe-

matical problems, such as Satisfiability Modulo Theories (SMT) [16] and

Mixed-Integer Linear Programming (MILP) [17]. Since many NN are

based on affine transformations and ReLU activation functions, expressed

through linear inequalities, logical solvers can determine their satisfiabil-

ity, providing assertions about the model’s robustness. The second tech-

nique involves Branch-and-Bound (BaB) algorithms [18, 19] which lever-

age the piecewise-linear property of NN with ReLU activation [5]. They

iteratively traverse the model, applying branching and bounding steps.

Branching involves splitting a neuron’s ReLU activation function into

two linear constraints while bounding performs an incomplete verifica-

tion, yielding lower and upper bounds for the deviation between original

and manipulated predictions [20]. If the lower bound is sufficiently high,

indicating a minor difference between original and manipulated predic-

tions, the model is verified. On the contrary, if the upper bound is too

low, implying a major difference between the two predictions, the model

is not verified. In ambiguous cases, the branching step continues, recur-

sively splitting neurons and applying bounding until each branch leads to



a verification decision or is entirely transformed into linear constraints,

which can then be solved using linear programming [13, 5]. Despite de-

livering complete robustness verification, these techniques are computa-

tionally costly and thus only suitable for less complex models [21, 5, 13].

3.2 Incomplete Approaches

Incomplete approaches have emerged as a response to the scalability chal-

lenges posed by complete approaches. The fundamental hurdle in ensur-

ing the robustness of NN lies in their inherent non-linearity. Incomplete

methods tackle this issue by overapproximating (or relaxing) non-linear

layers and deriving bounds for their robustness [6]. However, a notable

drawback is that they cannot guarantee that a non-robust result from

the certification process implies the existence of an adversarial example

[13]. Compared to complete verification methods, incomplete methods of-

fer less stringent bounds. They fall into distinct categories, such as linear

relaxations, semidefinite programming (SDP), and Lipschitz-based certifi-

cation. Linear relaxations, exemplified by techniques like Interval Bound

Propagation (IBP) [22] and Polytope-based Overapproximation [23, 24],

aim to approximate non-linear layers, relying heavily on piecewise-linear

activation functions like ReLU. SDP approaches [25, 26] encode piecewise-

linear activations as quadratic constraints, transforming the robustness

bounding problem into a convex one. Lipschitz-based certification ap-

proaches [27, 28] focus on calculating a global Lipschitz constant to bind

model robustness. Some methods enhance the tightness of this constant

by combining it with other incomplete techniques, such as IBP [27], or

by incorporating local Lipschitz bounds [29]. There are also hybrid ap-

proaches merging concepts from both complete and incomplete methods

and seeking a balance between tightness and computational efficiency for

a more scalable and accurate approximation of robustness bounds [5].

3.3 Probabilistic Approaches

Probabilistic certification algorithms, also known as randomised smooth-

ing methods [30, 31, 32], are the alternative to complete verification meth-

ods in Section 3.1. These methods involve adding random noise into the

input data [30], creating a smoothed version of the original model as

demonstrated in Figure 3 [31]. The smoothed model’s decisions are then

analysed to determine the probability that they align with the original



Figure 3. Randomised smoothing eliminates pointed areas of a classifier’s decision
boundary (left) and gives extra robust radius surrounding inputs (right), mak-
ing adversarial inputs within such radius (dotted area) fail to alter the model’s
predictions [6].

model’s predictions for original inputs [32]. By estimating this proba-

bility, probabilistic certification methods provide robustness guarantees

for the smoothed model [6]. The choice of noise distribution used in the

smoothing process significantly impacts the model’s performance and the

tightness of the robustness bounds obtained [5]. A notable advantage

of probabilistic certification methods is that they are independent of the

model’s architecture, activation function, and size [21], which makes them

not only applicable to a wide range of NN configurations but also scalable

to certify large and complex NN such as ImageNet [30, 6]. However, it is

important to note that these methods only provide probabilistic certifica-

tion results which are valid for the smoothed models.

4 Certifying Robustness in Practice

With multiple certification approaches mentioned in Section 3, ML de-

velopers need to determine the suitable approaches to apply to their ML

models. Based on the size of training parameters and architecture of the

models, Germany’s Federal Office for Information Security (BSI) [5] and

Li et al. [13] provide guidelines for practising robustness certification

demonstrated in Figure 4a and Figure 4b respectively. In both guidelines,

small feed-forward ReLU NN models (i.e. having 104 neurons or fewer)

can be certified with complete verification methods, especially BaB algo-

rithms being the most capable technique [13]. For medium NN models

(i.e. having around 105 neurons), Li et al.’s guideline [13] claims that BaB

algorithms are possible as the most suitable technique, while the BSI’s

guideline [5] suggests using Linear Relaxation which gives looser veri-

fication results. Li et al. also mentioned Multi-Neuron Relaxation, an

incomplete verification approach, as a runner-up suitable approach for

medium models [13], suggesting that the computational cost of complete



(a) Best practices of certifying robustness proposed in [5]

(b) Suggested certification approaches for different model sizes (red box) [13]

Figure 4. Suggested guidelines of applying robustness certification.

verification approaches makes them unfeasible for some medium mod-

els. When it comes to large models (i.e. having more than 106 neurons),

complete verification methods are pushed to their limits such that none

can finish in practical time, so ML developers must use incomplete and

probabilistic methods such as IBP and Randomised Smoothing. As ad-

vanced and high-performance NN models are deeper and larger, there

should be more efforts to make deterministic and complete verification

methods more scalable to larger models.

Additionally, both papers highlighted that enhancing training (or specif-

ically robust training) should be used if applicable because it makes a

model achieve a certain level of robustness after the training procedure

and improves the efficiency of some certification approaches [5, 13]. Both

guidelines cover primarily feed-forward ReLU NN models, but there is a

wide variety of model architectures which also need certifying. The BSI’s

guideline mentions Specialised Algorithms which are for other architec-



tures such as convolutional NN (CNN), but we expect more general cer-

tification guidelines in the future covering various model architectures.

This and other limitations are analysed further in Section 5.

5 Limitations & Outlook

The two main challenges to robustness certification are that (1) most cer-

tification methods are applicable for feed-forward ReLU NN only and (2)

deterministic methods are not scalable to large models of depth and width.

There are many model architectures have been deployed such as residual

NN (RNN), transformers, and graph NN (GNN), and they are all vul-

nerable to adversarial examples leading to potential security issues [33].

Therefore, we need more effort into certification approaches for various

ML model architectures individually and more expansive robustness cer-

tification frameworks in the future. On the bright side, there have been

proposed certification methods for GNN [34], transformers [35], and CNN

[36], so future studies on robustness certification practice may include

these specialised approaches to form more general guidelines.

State-of-the-art NN models are getting deeper and wider in order to gain

better performance, while complete certification methods are only scal-

able to certify small and medium models. There exists a trade-off be-

tween scalability and certification tightness as larger models make deter-

ministic approaches too inefficient that we have to rely on probabilistic

approaches giving looser verification. Users wishing to certify their large

models need to identify certain goals when using probabilistic methods

such as randomised smoothing and be aware of the levels of robustness

that their models may reach when putting them into deployment. In the

meantime, future research needs to improve the efficiency of determin-

istic approaches. For example, LiResNet [37] is a newly proposed model

architecture allowing efficient calculations of Lipschitz bounds and thus

enabling scalable deterministic robustness guarantee. Therefore, it is pos-

sible to fill up this research gap.

Beyond evasion attacks, ML models’ robustness also faces other attack

types including backdoor and poisoning attacks. Such attacks happen

during the training phase when malicious inputs are added to the train-

ing set which can degrade the model’s performance or trigger a malicious

behaviour during the inference phase. Their impact is almost as seri-



ous as evasion attacks, so there should be certification methods to defend

ML models against them. Subsequently, future robustness certification

practice guidelines should also consider safeguarding ML models against

backdoor and poisoning attacks.

6 Conclusion

This paper underscores the critical importance of ensuring the robust-

ness of machine learning (ML) models, particularly in the face of eva-

sion attacks that exploit vulnerabilities in decision boundaries. As ML

continues to permeate safety-critical applications like autonomous driv-

ing and healthcare diagnostics, the potential consequences of adversar-

ial attacks become increasingly severe, ranging from financial losses to

physical harm. The examination of evasion attacks, along with a com-

prehensive review of state-of-the-art robustness certification approaches,

elucidates the multifaceted challenges in safeguarding ML models.

The paper describes certification approaches as a defence strategy and

categorises them as complete, incomplete, and probabilistic. While com-

plete methods offer precise bounds, their computational cost limits their

applicability to smaller models. Incomplete methods and probabilistic

approaches address scalability concerns but at the expense of stricter

bounds. The practical guidelines presented for certification based on model

size provide valuable insights for ML developers.

However, challenges persist, particularly in extending certification meth-

ods to diverse ML architectures beyond feed-forward ReLU networks. The

trade-off between scalability and certification tightness, especially for larger

models, necessitates ongoing research efforts to enhance the efficiency of

deterministic approaches. Furthermore, future robustness certification

practices should evolve to encompass various attack types, including back-

door and poisoning attacks, ensuring a comprehensive defence against ad-

versarial threats. As ML continues to advance, the development of more

inclusive certification frameworks and guidelines becomes imperative for

fortifying the resilience of these systems in real-world applications.
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verification via multi-neuron relaxation guided branch-and-bound,” in
International Conference on Learning Representations, 2022. [Online].
Available: https://openreview.net/forum?id=l_amHf1oaK

[20] J. Lu and M. P. Kumar, “Neural network branching for neural network
verification,” CoRR, vol. abs/1912.01329, 2019. [Online]. Available:
http://arxiv.org/abs/1912.01329

[21] A. Oprea and A. Vassilev, “Adversarial machine learning: A taxonomy
and terminology of attacks and mitigations (draft),” National Institute
of Standards and Technology, Tech. Rep., 2023. [Online]. Available:
https://doi.org/10.6028/NIST.AI.100-2e2023.ipd

[22] S. Gowal, K. Dvijotham, R. Stanforth, R. Bunel, C. Qin, J. Uesato, R. Arand-
jelovic, T. A. Mann, and P. Kohli, “Scalable verified training for provably
robust image classification,” in 2019 IEEE/CVF International Conference
on Computer Vision (ICCV), 2019. doi: 10.1109/ICCV.2019.00494 pp.
4841–4850. [Online]. Available: https://doi.org/10.1109/ICCV.2019.00494

[23] H. Zhang, T.-W. Weng, P.-Y. Chen, C.-J. Hsieh, and L. Daniel,
“Efficient neural network robustness certification with general activation
functions,” in Advances in Neural Information Processing Systems,



S. Bengio, H. Wallach, H. Larochelle, K. Grauman, N. Cesa-Bianchi,
and R. Garnett, Eds., vol. 31. Curran Associates, Inc., 2018.
[Online]. Available: https://proceedings.neurips.cc/paper_files/paper/
2018/file/d04863f100d59b3eb688a11f95b0ae60-Paper.pdf

[24] T.-W. Weng, H. Zhang, H. Chen, Z. Song, C.-J. Hsieh, D. Boning,
I. S. Dhillon, and L. Daniel, “Towards fast computation of certified
robustness for relu networks,” 2018. [Online]. Available: https:
//doi.org/10.48550/arXiv.1804.09699

[25] A. Raghunathan, J. Steinhardt, and P. S. Liang, “Semidefinite relaxations
for certifying robustness to adversarial examples,” in Advances in Neural
Information Processing Systems, S. Bengio, H. Wallach, H. Larochelle,
K. Grauman, N. Cesa-Bianchi, and R. Garnett, Eds., vol. 31. Curran
Associates, Inc., 2018. [Online]. Available: https://proceedings.neurips.cc/
paper_files/paper/2018/file/29c0605a3bab4229e46723f89cf59d83-Paper.pdf

[26] M. Fazlyab, M. Morari, and G. J. Pappas, “Safety verification and
robustness analysis of neural networks via quadratic constraints and
semidefinite programming,” IEEE Transactions on Automatic Control,
vol. 67, no. 1, pp. 1–15, 2022. doi: 10.1109/TAC.2020.3046193. [Online].
Available: https://doi.org/10.1109/TAC.2020.3046193

[27] S. Lee, J. Lee, and S. Park, “Lipschitz-certifiable training with a tight
outer bound,” in Advances in Neural Information Processing Systems,
H. Larochelle, M. Ranzato, R. Hadsell, M. Balcan, and H. Lin,
Eds., vol. 33. Curran Associates, Inc., 2020, pp. 16 891–16 902.
[Online]. Available: https://proceedings.neurips.cc/paper_files/paper/2020/
file/c46482dd5d39742f0bfd417b492d0e8e-Paper.pdf

[28] M. Wu, M. Wicker, W. Ruan, X. Huang, and M. Kwiatkowska, “A
game-based approximate verification of deep neural networks with
provable guarantees,” Theoretical Computer Science, vol. 807, pp.
298–329, 2020. doi: https://doi.org/10.1016/j.tcs.2019.05.046 In memory
of Maurice Nivat, a founding father of Theoretical Computer Science -
Part II. [Online]. Available: https://www.sciencedirect.com/science/article/
pii/S0304397519304426

[29] H. Zhang, P. Zhang, and C.-J. Hsieh, “Recurjac: An efficient recursive
algorithm for bounding jacobian matrix of neural networks and its applica-
tions,” Proceedings of the AAAI Conference on Artificial Intelligence, vol. 33,
no. 01, pp. 5757–5764, Jul. 2019. doi: 10.1609/aaai.v33i01.33015757.
[Online]. Available: https://ojs.aaai.org/index.php/AAAI/article/view/4522

[30] M. Lecuyer, V. Atlidakis, R. Geambasu, D. Hsu, and S. Jana, “Certified
robustness to adversarial examples with differential privacy,” 2019.
[Online]. Available: https://doi.org/10.48550/arXiv.1802.03471

[31] J. Cohen, E. Rosenfeld, and Z. Kolter, “Certified adversarial robustness
via randomized smoothing,” in Proceedings of the 36th International
Conference on Machine Learning, ser. Proceedings of Machine
Learning Research, K. Chaudhuri and R. Salakhutdinov, Eds., vol. 97.
PMLR, 09–15 Jun 2019, pp. 1310–1320. [Online]. Available:
https://proceedings.mlr.press/v97/cohen19c.html



[32] K. D. Dvijotham, J. Hayes, B. Balle, Z. Kolter, C. Qin, A. Gyorgy,
K. Xiao, S. Gowal, and P. Kohli, “A framework for robustness
certification of smoothed classifiers using f-divergences,” in International
Conference on Learning Representations, 2020. [Online]. Available:
https://openreview.net/forum?id=SJlKrkSFPH

[33] R. Mangal, K. Leino, Z. Wang, K. Hu, W. Yu, C. Pasareanu, A. Datta,
and M. Fredrikson, “Is certifying ℓp robustness still worthwhile?” 2023.
[Online]. Available: https://doi.org/10.48550/arXiv.2310.09361

[34] D. Zügner and S. Günnemann, “Certifiable robustness of graph convolu-
tional networks under structure perturbations,” in Proceedings of the 26th
ACM SIGKDD International Conference on Knowledge Discovery & Data
Mining, ser. KDD ’20. New York, NY, USA: Association for Computing
Machinery, 2020. doi: 10.1145/3394486.3403217. ISBN 9781450379984 p.
1656–1665. [Online]. Available: https://doi.org/10.1145/3394486.3403217

[35] G. Bonaert, D. I. Dimitrov, M. Baader, and M. Vechev, “Fast and
precise certification of transformers,” in Proceedings of the 42nd ACM
SIGPLAN International Conference on Programming Language Design
and Implementation, ser. PLDI 2021. New York, NY, USA: Association
for Computing Machinery, 2021. doi: 10.1145/3453483.3454056.
ISBN 9781450383912 p. 466–481. [Online]. Available: https:
//doi-org.libproxy.aalto.fi/10.1145/3453483.3454056

[36] Y. Wu and M. Zhang, “Tightening robustness verification of convolutional
neural networks with fine-grained linear approximation,” Proceedings
of the AAAI Conference on Artificial Intelligence, vol. 35, no. 13, pp.
11 674–11 681, May 2021. doi: 10.1609/aaai.v35i13.17388. [Online].
Available: https://ojs.aaai.org/index.php/AAAI/article/view/17388

[37] K. Hu, A. Zou, Z. Wang, K. Leino, and M. Fredrikson, “Unlocking
deterministic robustness certification on imagenet,” in Thirty-seventh
Conference on Neural Information Processing Systems, 2023. [Online].
Available: https://openreview.net/forum?id=SHyVaWGTO4



Exploring the Practical Application of
Distributed Artificial Intelligence:
Structures and Tools

Han Huazhi
huazhi.han@aalto.fi

Tutor: Vesa Hirvisalo, Anton Debner

Abstract

This literature review critically examines the utilization of Distributed Ar-

tificial Intelligence (DAI) in practical settings, specifically concentrating

on the various platforms and tools integral to real applications. Through

the analysis of recent literature, this paper reveals the transformative im-

pact of DAI and related tools in fields such as multi-robot systems, health-

care, sustainable development and big data analytics. Comparative ex-

aminations of general-purpose platforms and application-specific tools il-

luminate their unique capabilities and roles in facilitating DAI solutions.

Moreover, this review exposes the inherent challenges of distributed train-

ing, like communication overhead and data synchronization, and explores

how contemporary tools are trying to address these challenges. This re-

view serves not only as a summation of current practices but also as a lens

through which the future trajectory of DAI can be conjectured.
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1 Introduction

The rapid growth in machine learning and artificial intelligence (AI) has

spawned numerous subfields that address specific challenges, such as

computer vision, natural language processing, generative AI and distributed

artificial intelligence (DAI). DAI is primarily a concept designed to ad-

dress the problem of distributing and coordinating intelligent tasks across

multiple computing nodes. Today DAI has demonstrated its adaptability

and innovation with decentralized decision-making and excellent scala-

bility.

As DAI continues to evolve, related tools and platforms have emerged

to support DAI and its different phases, such as distributed training.

Since understanding the practical applications of DAI necessitates a thor-

ough examination of the platforms and tools serving as its backbone, this

paper focuses on those tools and divides them into general-purpose plat-

forms like Spark [1] and Ray [2] and application-specific tools such as

multiuser mobile edge computing network [3] and aerial-ground network

[4] to demonstrate the advantages of each for solving problems in related

areas and applications.

This article first introduce the basics of DAI and then moves forward

to the platforms and tools in DAI applications. Section 2 describes what

is DAI and introduces the evolvement of DAI and distributed training.

Section 3 shows a detailed analysis of frameworks and structures for dis-

tributed training. Section 4 discusses the work of this article and how

to promote the utilization of platforms to face future challenges of DAI.

Section 5 is the conclusion.

2 Background

In this section, the concepts of AI and distribution are first introduced.

Following this, the focus shifts to DAI, exploring its practical applications

in real-world scenarios. Finally, the focus shifts to the training phase

of DAI, where its origins, taxonomy, advantages, and challenges are de-

scribed.



2.1 What Is AI and Distribution

Artificial Intelligence, or AI, is a part of computer science that works on

making computers that can think and act like humans and are capable

of intelligent behavior. It focuses on giving machines skills like learn-

ing, solving problems, recognizing things, making decisions, and under-

standing language. Modern AI encompasses multiple kinds of techniques,

including machine learning, deep learning, and neural networks, which

evolved due to advances in computational power and data availability[5].

A notable example is the progression of AI in face recognition technolo-

gies, evolving from basic pattern recognition to complex neural network-

based applications, demonstrating major advancements in image process-

ing and analysis [6].

The concept of distribution in computing refers to the spread of com-

putational processes across multiple systems or locations, rather than re-

lying on a single centralized unit. This approach is key to enhancing com-

putational efficiency, reliability, and scalability. In distributed computing,

tasks are divided and executed in parallel, allowing for faster processing

and redundancy because one node’s failure won’t cause the failure of the

entire system. The rise of cloud computing and big data further high-

lighted the importance of distributed systems, which are essential in han-

dling the vast amounts of data generated in today’s digital world [7, 8].

The convergence of AI and distribution systems utilizes both the data-

driven capabilities of AI and the efficiency of distributed systems. This

synergy is essential in scenarios involving large, geographically dispersed

data sets, such as in IoT applications.

2.2 What Is Distributed Artificial Intelligence

Artificial Intelligence (AI) has undergone transformative change with the

advent of DAI, a subfield of AI focusing on the decentralization of knowl-

edge processing and problem-solving. DAI leverages the distribution of

computational processes across multiple systems or agents, which can be

geographically dispersed, to execute tasks that would be overly complex

or time-consuming for a single entity. This approach not only enhances

computational efficiency and task scalability but also introduces robust-

ness and redundancy in system design, critical for tasks demanding high

reliability [9].

The practical implications of DAI have been profound across various



domains. In smart cities, people implement DAI systems to monitor traf-

fic volume to manage traffic lights better [10]. In healthcare, for example,

DAI systems are used for patient monitoring and data analysis, integrat-

ing information from diverse sources to provide comprehensive patient

care [11]. In the realm of data analytics, tools like MapReduce have rev-

olutionized big data processing by enabling the distribution of data anal-

ysis tasks across multiple computing nodes, drastically reducing the time

required for processing vast datasets [12].

Moreover, the rise of sophisticated DAI frameworks such as GraphLab

and TensorFlow has significantly democratized and accelerated the de-

ployment of machine learning models [13, 14]. These platforms provide

the necessary infrastructure for developing and scaling machine learning

applications across distributed systems, facilitating tasks like data paral-

lelism and model serving.

As DAI continues to evolve, it is paving the way for more advanced,

scalable, and efficient AI applications to suit the pressing needs of various

domains. The ongoing research and development in DAI structures and

tools underscore the immense potential and versatility this technology

holds for future endeavors [15, 2].

2.3 Distributed Training in DAI

One of the key components in DAI is distributed training, a paradigm that

has become essential due to the sheer volume of data and the computa-

tional intensity of modern algorithms.

The genesis of distributed training is deeply intertwined with the growth

of big data and the need for real-time processing and analysis. Traditional

single-node training methods encountered bottlenecks, becoming increas-

ingly inefficient with the exponential growth in data volume, variety, and

velocity [12]. The limitations of computational capacity, memory, and

speed on single machines necessitated the evolution toward distributed

training environments. This shift was not merely a matter of convenience

but of absolute necessity, driving both research and practical, scalable ap-

plications [16].

At its core, distributed training involves the division of datasets and

computational tasks across multiple machines or nodes. These distributed

systems collaborate, processing data in parallel, and often employ sophis-

ticated algorithms to optimize the operation and communication between

nodes [1]. This method addresses several critical issues: it significantly



reduces the time required for training machine learning models, facili-

tates the handling of larger datasets, and enables the use of more com-

plex, computationally intensive models [17].

There are primarily two approaches of distributed training: data par-

allelism and model parallelism. Data parallelism divides the dataset

across different nodes, each of which computes model updates based on

its subset of data. In contrast, model-parallelism involves splitting the

model itself across different nodes, necessary for models too large to be

implemented into the limited memory of a single device [18].

However, distributed training is not without its challenges. The com-

munication overhead between nodes, especially in data parallelism, can

be substantial, sometimes negating the advantages gained by parallel

computation. Ensuring consistency and synchronization across nodes,

particularly in non-convex optimization landscapes common in deep learn-

ing, is another area of active research [19].

The current landscape of distributed training is a vibrant array of

open-source frameworks and proprietary systems, each offering differ-

ent trade-offs between scalability, ease of use, and flexibility. Spark [1],

Ray [2], and Apache MXNet [17] are prominent examples, each with its

distinct approach to distributed training. And except for those general-

purpose platforms, there are also many tools and structures specified for

certain applications, such as aerial-ground deployment [4] and swarm

learning in cancer histopathology [20]. Later the article will dive deeper

into some application-specific models and structures.

Distributed training stands as a cornerstone technique in the era of

big data and complex modeling. Its continued evolution holds significant

promise for breakthroughs in machine learning capabilities, potentially

transforming the landscape of artificial intelligence applications across

diverse sectors.

3 Tools and Structures of Distributed Training

In this section, tools and structures for distributed training are divided

into general-purpose and specific ones, as shown in Figure 1. General-

purpose tools are platforms that can adapt to different applications in

different fields, while specific tools usually aim to solve the problem found

in certain areas.



Figure 1. General taxonomy of tools and structures reviewd

3.1 General-purpose Tools

In this part, multiple popular general-purpose platforms for distributed

training are reviewed. General-purpose platforms are designed to provide

a versatile environment that can adapt to various computational tasks.

These platforms excel in handling heterogeneous workloads, optimizing

resource allocation, and ensuring scalability and fault tolerance across

large-scale distributed systems. They form the backbone of many high-

demand processing tasks, underpinning critical research and real-world

applications in various fields.

Apache Spark is an open-source framework for large-scale data pro-

cessing, capable of handling batch and real-time analytics [1]. Spark uti-

lizes Resilient Distributed Datasets (RDDs) and Directed Acyclic Graphs

(DAGs) to enable distributed data processing across a cluster of machines.

With its in-memory computing feature, fault tolerance, and scalability,

Spark provides an efficient and robust platform for big data analytics and

machine learning in distributed environments. RDDs are a core concept

in Apache Spark. They are collections of data distributed across a cluster,

enabling parallel processing. They cannot be changed once created and

maintain lineage information to reconstruct lost data due to node failures,

ensuring fault tolerance.

Ray is another framework particularly designed to serve the needs

of emerging AI applications that interact continuously with the environ-

ment and learn from these interactions, which is characteristic of Rein-

forcement Learning (RL) applications [2]. The key features of Ray are its

bottom-up distributed scheduler and the global control store (GCS). The

bottom-up distributed scheduler allows local nodes to submit to their lo-

cal schedulers first and if the local nodes are overloaded, the task will

be forwarded to the global scheduler, as shown in Figure 2. GCS logi-



Figure 2. The structure of bottom-up scheduler of Ray [2]

cally centralizes the control state while physically distributing it across

multiple nodes for scalability and fault tolerance. This design allows for

informed decision-making in task scheduling and resource allocation and

recovery from failures with the help of GCS coordination.

There are also other tools such as MXnet [17], tf.distribute.Strategy

API of Tensorflow [13] and torch.distributed packet from Pytorch [21].

MXNet focuses on efficient parallel processing of multi-GPU data, while

TensorFlow’s tf.distribute.Strategy API provides flexible distributed train-

ing strategies. Similarly, PyTorch’s torch.distributed package enhances

support for massively parallel processing and communication. The diver-

sity and complementarity of these tools provide a strong technical founda-

tion for DAI research and practice, driving rapid growth and innovation

in the field.

3.2 Sepecific Tools

There are also many unique structures developed for distributed training

of targeted applications, such as mobile computing, healthcare, etc.

Mobile Edge Computing

Guo et al. propose a DAI approach in a multiuser mobile edge comput-

ing (MEC) network set within an unsafe environment [3]. The proposed

distributed federated learning method significantly curtails system costs,

notably in latency and energy efficiency. Moreover, it ensures a more sub-

stantial allocation of communication resources and computational capa-

bility to users bearing higher task priorities. The application scenario

and workflow of the model are shown in Figure 3 and Figure 4. Users

first train their DNN models on their own devices. After training, they

upload their parameters to the central server for combining. The central

node then shares the global parameters with all users, reducing the data



Figure 3. System model of a MEC network in cognitive eavesdropping environments,
where CAP stands for computational access point [3]

Figure 4. Workflow of the distributed training model [3]

transferred.

Healthcare

Saldanha et al. showcase the potential of Swarm Learning (SL) in deal-

ing with challenges associated with data collection for AI in analyzing

histopathology slides [20]. SL is proposed as a solution to ethical and

legal challenges in collecting large datasets such as data privacy and mo-

nopolistic data governance by enabling decentralized training of AI mod-

els across different partners without the need for data transfer, as shown

in Figure 5, thus averting monopolistic data governance. Utilizing SL,

the paper demonstrates that AI models can predict molecular alterations

directly from some kind of pathology slides of cancer. It also shows that

adopting SL and separating data and models into different places creates

strong incentives for participants to collaborate.



Figure 5. Model of swarm learning with data isolation [20]

Figure 6. Overall architecture of DAIAGN [4]

Aerial-Ground Network

XIA et al. proposed a novel distributed AI-enabled aerial-ground network

(DAIAGN) to fully take advantage of the distributed networks, conven-

tional aerial-ground networks, and multi-agent reinforcement learning

techniques [4]. DAIAGN, as shown in Figure 6 is a suitable solution to

adapt DAI to manage multiple agents within a dynamic and time-varying

network topology, which is very challenging. In centralized information-

sharing systems, the same data or communication may occur several times,

which wastes computing resources or communication bandwidth. In DA-

IAGN, a component called distributed information sharing is applied to

promote data efficiency and optimize the process of decision-making. With

deep reinforcement learning enabled distributed information sharing, agents

only share their information with their neighbors instead of sharing it

globally.

Forecast Power Consumption

Cerquitelli et al. propose an architecture known as the Scalable Pre-

dictor of Power Consumption (SPEC), which lays the foundation for the

distributed framework and machine learning integration aimed at accu-

rately forecasting power consumption [22]. SPEC is based on Apache

Spark, it can apply a sliding window over the historical data stream when

dealing with the data received by sensors and all of the random forests,

artificial neural networks and ridge regression methods can be used with

this distributed framework.



4 Discussion

The review of various tools and platforms for distributed training reveals

significant advances in machine learning and artificial intelligence. Dis-

tributed training is characterized by computing tasks being dispersed

across multiple nodes or even geographically distinct data centers, which

shows great advantages in managing large-scale data and complex mod-

els. The general-purpose platforms and tools reviewed significantly speed

up the training process by leveraging collective computing power [2], thereby

reducing the time and resources required, and those specific structures

make DAI more suitable for applications in certain fields. DAI is an evolv-

ing and very dynamic research area, and tools for DAI also need to evolve

and be modified for different applications. However, the challenges such

as lack of standardized protocols and interoperability among different dis-

tributed training platforms may impede the broad adoption and seamless

integration of DAI, which needs to be addressed carefully [23].

5 Conclusion

This paper presents a review of DAI platforms and tools. General-purpose

platforms like Spark and Ray leverage RDD and DAG techniques to effec-

tively handle distributed data processing, enhancing system reliability.

Application-specific tools, on the other hand, offer greater flexibility in

structures, tailored to optimize performance in specific scenarios. This re-

view underscores the diversity and the potential of these platforms and

tools, illustrating how they collectively advance the field of DAI. Future

research could build upon this foundation, exploring new ways to enhance

interoperability between different DAI systems and further refining the

efficiency of distributed data processing techniques.
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Abstract

This work addresses the challenge of having a robust model, such as a deep

neural network with billions of tunable parameters, but limited training

data. In this context, the primary question is: With an abundance of free

online data sets, how to determine which ones could be useful to extend

your training data with? This research delves into principled methods

and explores the fundamental limits of the training data selection prob-

lem. KEYWORDS: Training Data, Data Selection, Data Extension, Data

Quality, Clustering, Labels, Graph Learning

1 Introduction

The modern world is thoroughly connected and filled with data, with huge

machine learning models and blasting fast download speeds for them

available to professionals and masses alike. But when availability ceases

to be an issue, choice becomes one - what to do with all the power?

Large machine learning models can nowadays include billions of pa-

rameters, and are capable of even more specialized tasks. This drives

the use of machine learning into ever smaller niches, which translates to

ever smaller subsets of existing data sets being suitable for training. This



then makes it often difficult to tune these models for the specialized tasks

expected from them.

A specialized tasks would require specialized data, which is a problem

that can rarely be solved with computational power alone. Fortunately,

the connectedness of the world gives rise to alternative ways of accruing

training data for model training, in various shapes and sizes. Online, we

can find all kinds of data sets for all kinds of training purposes, as well

as data not perhaps directly meant as training data, but suitable for it

nonetheless. Here, choice is truly the issue - how to select your necessary

additional training material from this sea of data?

In this paper, we review key methods in selecting meaningful training

data from large amounts of available data, as well as the fundamental

limits of such methods.

The following sections will go through a few different identified meth-

ods useful when evaluating compatibility a of a candidate data set to ex-

tend training data with, the limitations and issues of these approaches

in general, and finishing with a small review of implementations of these

methods as machine learning models, that are able to extend their data

sets.

2 Extending Training Data

This section discusses various considerations and strategies associated

with expanding the data set to ensure the model’s robustness and accu-

racy.

2.1 Problems of using data without discretion

A rudimentary approach to extending a machine learning model’s data set

is to include all available data, such as incorporating all the documents

accessible on the internet. However, the fundamental challenge lies in

the fact that a machine learning model is only as good as its data. It

is built on the premise of modeling the behavior of the data, perhaps by

understanding clustering tendencies, assigning labels to data, or by rep-

resenting the data as a graph. Through training, models are conditioned

to perform meaningfully well in the future when similar enough data is

presented [1].

This succinctly captures the essence that feeding a machine learning



model with subpar or inaccurate data can lead to flawed or unreliable

predictions [2]. Therefore, the process of extending a model’s data set

should prioritize not only quantity but, more importantly, the quality and

relevance of the incorporated data to ensure the resulting model’s robust-

ness and accuracy. Selecting training data with good judgement helps the

model specialize more effectively in addressing specific problems.

2.2 Using similar clusters of data

Clustering is a very analytical way of evaluating candidate data for use in

training. When clustering data, we’re looking for groups of clusters within

the data, making a conclusion that the data points within a cluster are

similar to each other in some. With proper selection of representation of

the data, the features used in the clustering, this approach can produce

clusters of data points that are similar to each other [3].

Clustering depends on the data actually having some grouping inher-

ent to it. The essence of data clustering lies in partitioning a data set into

several groups, ensuring that the similarity within each group is signif-

icantly larger than the similarities across different groups. If the data

is uniformly distributed without any distinct groupings, attempts to clus-

ter the data will likely result in failure, or at worst, lead to artificially

introduced partitions that do not accurately reflect the underlying data

structure [4].

There are many methods available to be used for clustering, one such

method being K-means clustering. This technique partitions data into dis-

tinct groups by minimizing the dissimilarity (usually Euclidean distance)

between data points and cluster centers. Each technique has its unique

strengths and is best suited to different types of data and clustering re-

quirements, and it’s important to consider the specific characteristics of

the data set and the desired outcome of the clustering process when se-

lecting the method. [4].

When the inherent groupings align well with the intended use of the

data, clustering can be a powerful tool for organizing and understand-

ing complex data sets. However, when these inherent patterns are not

present, or when groups overlap significantly, the efficiency and effective-

ness of clustering techniques can be compromised. Overlapping groups,

in particular, can present a challenge, as they may lead to ambiguities in

classification and reduce the distinctiveness of the clusters formed. Un-

derstanding the nature of the data is therefore crucial when applying clus-



tering techniques. By acknowledging and addressing the inherent struc-

tures within the data, one can more effectively utilize clustering methods

to reveal meaningful insights and patterns.

The principles discussed in [3] emphasize well the significance of choos-

ing the right representation for data in clustering processes. The effective-

ness of a clustering algorithm is inherently tied to how data is represented

and interpreted. Expressive representations, which can capture a vast

array of input configurations, are crucial. They allow for the grouping of

data points not only based on superficial similarities but also in terms of

deeper, more fundamental characteristics.

Clustering can be a straightforward way of finding data points or data

sets with similar qualities to another, existing data set, but in their sim-

plicity they still require a lot from the data itself and the selection of

clustering method and the chosen features for it. If the chosen method

clustering method does not represent actual data behavior in some way,

an accepted candidate data set is not guaranteed to not be meaningfully

connected or similar to the training data set.

2.3 Matching candidate training data using labels

Another intuitive way would be to use the labels of the data for match-

ing candidate data sets with the training data set. Labels are often con-

structed features that represent the data in some meaningful way. Thus,

it would make sense to use labels to evaluate candidate data, and add

the data to the training set only if it’s labels correspond to the labels of

the data set, or perhaps by comparing the distributions of the labels of

the sets to maintain the original distribution, to represent the original

problem statement of the model.

Any qualitative feature of the data could be selected as a label, and

used basically as a filter field for the data set. However, often a label that

is meaningful to the problem statement at hand is not available, and has

thus to be constrcuted. Even if labels are available, the labelling logic

accross different data sets could be different, and thus the labels wouldn’t

actually end up meaning the same abstraction across different data points

and sets.

Labelling in it’s simplest form can be simply manually going through

data points, and assigning a given label to it. This could be for example

one by one going through and image data set of dogs, and for each im-

age assigning a label that corresponds to the dog breed of the dog in the



picture. This, however, is naturally time and resource intensive, even if

the label quality can often be thought to be the best when doing manual

labeling. Because a huge factor of engineering effort can in the end be put

into labeling, automated labeling is very liked in the field [5].

Automatic labelling at it’s core is about building a classifier, an algo-

rithm or a function that takes the data point as an input, and outputs a

label for that data point. The construction of classifiers is a very discussed

topic in machine learning, and many of the applications of machine learn-

ing themselves aim to create good classifiers for given types of data. [6]

Similar to different clustering methods, different types of classifiers

are abundant, and the selection of classifier is important to base on the

data and the problem at hand. [7] describes the process of selecting a

classifier typically involving either relying on expert knowledge or empir-

ically testing every possible classifier to identify the most effective one,

which can be time-consuming and resource-intensive. Many studies like

this one have thus been conducted to test different kinds of classifiers on

different kinds of data sets to discover which classifiers are good in what

type of problems. Still, understanding the underlying mechanics of the

data is important to select a good classifier.

By choosing a good classifier that produces good labels for candidate

data points, it’s possible to identify data sets with similar features as your

existing data set, without essentially having to go through every single

data point manually. When choosing the labels and classifiers to use in

a specific problem, it is again important to understand the underlying

mechanics of the model, to produce labels and classifiers that are properly

able to bring out an existing and real nature of the data for the purposes

of the data selection.

2.4 Using graphs to find data connected to the original data

Graphs are constructs with nodes that are connected by edges. As a data

set, a graph could be for example a web pages containing links to each

other in their text - the web pages are the nodes, while the hyperlinks

leading from a document to another would be the edges. Edges between

nodes in a graph are often thought to imply relationships between the

nodes [8], and that relationship can be used to infer similarity between

the nodes. Thus, it would make sense to use these relationships as a

similarity between the nodes - nodes that could represent data points or

whole data sets that are candidates for extending your data set with.



Graphs can be especially intuitive to use when the data itself is al-

ready formatted or easily understandable as a graph, like in the case of

the web page example. However, while the intuitive use case of graphs

does apply, graphs can also be constructed when one is not immediately

available using existing features - a distance function for example can

generate values for each data point pair so that they could be used as

edges, creating either a fully connected graph, or the values can be fil-

tered by a given bound and only use the edges that are within the given

threshold. [9]

The value in this constructed graph approach over clustering and la-

beling approaches can be seen in the idea that by using a graph, each

data point has not just a relation to the nodes it is directly connected to

with and edge, but to multiple data points through the complex relation-

ships of multiple edges across many nodes. This complexity is often seen

as a very favorable feature of modeling behavior of data in applications

of graph-based methods, because it’s able to more directly represent the

complex relationships of real-world things. [8]

A graph of data can also be approached in a manual manner, using

some root nodes or nodes that are of specific interest as a guide. Perhaps

a root node could be the training data set itself, and all the other nodes

connected to that data set through some edges could be evaluated by hand

for their applicability. However, due to the complexity of the graph based

approach, graphs are much more powerful when used through complex

systems that model the relationships of the graph in an algorithmic way.

Algorithmic approaches to graph analysis, such as graph neural net-

works (GNNs) or other advanced machine learning techniques, can effec-

tively leverage these complex relationships. These algorithms can tra-

verse through the graph, assessing the connections and the overall struc-

ture, to identify nodes (data points) that are most relevant or similar to

the original data set. Such techniques can discern subtle patterns and

relationships that might be missed by more straightforward clustering or

labeling methods.[9]

Graph-based methods offer a powerful tool for extending training data

sets in machine learning. By utilizing the rich relational information em-

bedded in graph structures and applying sophisticated algorithmic tech-

niques, data points that are contextually and relationally relevant to the

original data set can be uncovered. This approach is especially beneficial

in situations where the relationships between data points are complex



and multi-dimensional, allowing for a more nuanced and comprehensive

extension of the training data set.

3 Limits of Data Selection

In this section, we will discuss the inherent limitations of the approaches

described so far in this paper, some of them already implied in the text.

Understanding the limits of training data selection can help one to bound

their data extension to meaningful amount of effort, and to also stay away

from too hopeful scenarios.

3.1 Data quality

As mentioned before, it’s widely thought that from bad data, only bad

results will follow [2]. However, sometimes quality data is simply not

available, and the only available data that is nearly topical for the prob-

lem being solved does not match the quality of the training data set or the

required quality of the model.

Specifically, data quality can be broken down into several dimensions.

One such dimension is the consistency of representation within the data

set. For example, ensuring that a real-world entity is represented uni-

formly across the data set is crucial for maintaining consistency. A com-

mon issue in data sets is the presence of semantically equivalent but dif-

ferently represented values, such as "Helsinki," "Helsingfors," or "HEL"

in a city feature. [10]

Therefore, when selecting training data, it is not just the quantity of

data that matters but also its quality across various dimensions. Under-

standing and addressing data quality issues are vital for ensuring that

the training data contributes positively to the development of effective

and reliable AI models.

3.2 Modeling

No matter the approach used in training data selection, understanding

of the underlying mechanics of real-world phenomena is crucial. Each

of the methods described here has a step that requires selection of fea-

tures of the data to be used in modelling. If these decisions are not based

on knowledge on the subject matter, no clustering method, classifier or

graph-based approach can uncover true relationships between the data.



[7] [3]

Moreover, the choice of features significantly impacts a model’s ability

to generalize from the training data to real-world applications. Inade-

quate or irrelevant features can lead to models that are either overfitted

to the training data or unable to capture the complexity of the phenom-

ena they are intended to model. Therefore, a collaborative approach that

combines domain expertise with advanced data analysis techniques is es-

sential for building robust, effective models.

3.3 Scalability and Complexity

As models grow more complex, the time invested in them grows. While in

this paper we don’t go into ways of evaluating the results of data exten-

sion through the lens of the model performance, it must be remembered

that in a real-world scenario most likely multiple different candidate data

sets would be tested as an extension to the existing data set by running

the training on the model. Because of this, turning the data selection pro-

cess in itself into a complex machine learning problem can backfire in the

way of slowing down the whole process considerably. It’s thus important

to consider ways to mitigate scaling problems as the data sets grow and

models grow more complex. [11]

4 Machine Learning Methods for Data Extension

This section will go through some machine learning implementations of

the previously detailed approaches. While many of them are not directly

about extending a data set, they all do deal with evaluating data similar-

ity and many have incorporated mechanisms of using only the parts of the

supplied data that is applicable to their use case.

4.1 Self-training

In [12] contributions of semi-supervised learning are proposed, specifi-

cally in the context of self-training. The paper introduces two primary

methods, both addressing the challenge of limited labeled data: active

labeling and co-labeling. Active labeling focuses on manually or auto-

matically labeling the most representative and informative data within

certain clusters, thereby enriching the training data set. Co-labeling fur-

ther extends this concept by employing an efficient classifier to automate



the labeling process within these clusters. These approaches not only en-

hance the quality of the training data set, but also significantly improve

the accuracy of semi-supervised classification models.

4.2 Federated Learning

Many federated learning methods employ clustering as a means of match-

ing data with statistically similar properties together for the use of per-

sonalized machine learning [13] and multi-task learning [14]. It’s easy to

see the connections between such tasks and the problem this paper dis-

cusses - while federated learning in these cases deals with partitioning

existing masses of data to useful clusters, we are looking for additional

data that wouldn’t create more clusters, but add into the existing cluster.

Another way to see this relation is to apply clustering methods to all of

available public data to discover clusters useful to us, and while this is

not applicable in the largest context, it will likely prove useful approach

when the amount of data has been pruned to a meaningful amount.

4.3 Neural Clustering Processes

[15] proposes a method, which merges the capabilities of neural networks

with clustering. This Neural Clustering Process (NCP) framework ben-

efits from the flexibility and learning capacity of neural networks while

dynamically determining the number of clusters based on the data, a fea-

ture of the Bayesian nonparametric approach. This methodology is a good

example of innovative integration of neural network architectures with

advanced clustering techniques.

4.4 Neural Graph Machines and Graph Agreement Models

Introduced in [9], Neural Graph Machines (NGM) represent a fusion of

neural network architectures with graph-based semi-supervised learn-

ing, effectively utilizing both labeled and unlabeled data. This frame-

work adds a graph-regularized objective to the training process of neural

networks, compelling them to learn similar representations for adjacent

nodes in the graph. NGM’s versatility is highlighted by its compatibility

with various neural network architectures, and its applicability to differ-

ent forms of graphs. Experiments conducted by the authors demonstrate

NGM’s superiority over traditional methods in tasks like multi-label clas-

sification on social graphs, text categorization, and semantic intent clas-



sification.

As an extension of this research, [16] introduce Graph Agreement

Models (GAM). GAM extends the concept of neural graph learning by in-

corporating an auxiliary agreement model that predicts the probability

of label sharing between two nodes based on their features. This model

significantly enhances the performance of node classification models by

encouraging label agreement in cases where it is most probable. GAM’s

ability to apply to any semi-supervised classification problem, even in the

absence of a pre-existing graph, makes it a versatile tool for training data

extension. The implementation of GAM in various contexts, as shown

in the paper’s experiments, leads to marked improvements in accuracy,

underscoring its potential in optimizing the selection and use of training

data sets in machine learning.

5 Conclusion

This paper has explored various methods for optimally selecting and ex-

tending training data for machine learning models. We delved into meth-

ods such as using clustering, label matching, and graphs based methods

for data extension. The criticality of data quality, the significance of mod-

eling, and the scalability concerns in complex models in training data se-

lection were also discussed. We also reviewed some existing implemen-

tations of these principles. The findings highlight the necessity of a bal-

anced approach that considers both the quantity and quality of data while

ensuring its relevance to the specific model requirements.
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Abstract

Securing network infrastructures in accordance with best practices re-

mains an unexpectedly challenging task, particularly due to the complexi-

ties inherent in network policy management. Network policies, such as fire-

wall rules, are pivotal in maintaining robust network security. However,

they are often susceptible to flaws that can significantly compromise net-

work integrity and unauthorized data access. To address this, this paper

introduces Heimbjartur, a proof-of-concept software for verifying Layer-4

network policies by utilizing eBPF. Heimbjartur integrates into the oper-

ating system kernel, enabling efficient assessment of network packets to

determine whether they are impacted by network policies or processed by

the target application. This approach allows for a performant evaluation

of millions of tests, offering a thorough and efficient method for network

policy testing.

KEYWORDS: eBPF, Linux, Computer networks, Network security, Fire-

wall



1 Introduction

Redundancy and fault tolerance in the operation of networking infrastruc-

ture has led to an increase in availability of online services around the

world. However, network infrastructures across global network providers

and cloud service providers are still susceptible to misconfigurations or

faulty network policies. This can lead to unauthorized access of internal

systems and an increase in security risk for organizations. Such miscon-

figurations may arise from human mistakes or unexpected consequences

of software configuration and deployment tools. An illustration of this

is the deliberate deletion of the NewsBlur database by an unauthorized

entity [1]. The MongoDB instance powering NewsBlur was exposed to

the internet, due to Docker silently configuring the firewall and thereby

opening the database to the world. NewsBlur serves as a case in point for

firewall misconfigurations. Quantitative studies of firewall configurations

has been performed in [2, 3] concluding that they are inadequate. With

the introduction of virtualization technologies such as virtual machines

(VM), software containers and software-defined networks (SDNs), prop-

erly securing the network has become even more important and complex.

There is a clear need for tools and technologies that can verify net-

work policies to make sure they are correctly configured and compliant

with security requirements. By utilizing such tools, entities can prevent

unauthorized data access or modification caused by erroneous policies.

This paper showcases Heimbjartur, a proof-of-concept Layer-4 network

policy tester that utilizes eBPF (formerly known as extended Barkley Packet

Filter), a technological framework that enables the secure and efficient

execution of programs within the operating system (OS) kernel. By using

eBPF, Heimbjartur can safely and efficiently determine how network poli-

cies affect the networking security aspect of a Linux host. Heimbjartur is

open-source and available at https://github.com/ingiths/heimbjartur.

This paper is organized as follows. Section 2 presents necessary back-

ground of network policies and an introduction to eBPF and its wide use

cases. Section 3 introduces Heimbjartur and its technical aspects. Sec-

tion 4 evaluates Heimbjartur and its potential applications. Section 5

considers related work and comparisons to Heimbjartur. Finally, Section

6 considers further improvements to Heimbjartur and offers closing com-

ments.



2 Background

This section offers an introduction to network policies and introduces

eBPF, an essential component for enabling Heimbjartur’s functionality.

2.1 Network policies

A network policy can be seen as an umbrella term for the various con-

figurations in networking devices. Network policies affect the processing

of network traffic in the various layers in the Open Systems Interconnec-

tion (OSI) model, and some of the more common network policies include

but are not limited to: internet protocol (IP) packet filtering, network ad-

dress translation (NAT), traffic shaping and quality of service (QoS). The

configuration of network policies affects the security and performance of

any network connected device. Therefore, it should be approached with

utmost care and caution to ensure correct policy definitions.

Firewalls are a common tool to define network policies which affect

protocols such as IP, Transmission Control Protocol (TCP), User Data-

gram Protocol (UDP) and Internet Control Message Protocol (ICMP). A

firewall is a necessary component to maintain rigorous network security,

but it can also lead to data breaches if configured incorrectly.

The most commonly used tools for defining network policies on a Linux

host are provided by the Netfilter framework, such as iptables or the

newer nftables user space programs, which allow for the definition of

rules that determine the processing of network packets.

2.2 eBPF

The need for observation and manipulation of the various components

that constitute the OS is necessary in maintaining rigorous network se-

curity policies. By leveraging eBPF, a modern method to extend the func-

tionality of the Linux kernel, developers have gained the capacity to ob-

serve, trace, and manipulate events in the OS kernel. eBPF is restrictive

by nature to ensure that user loaded programs do not crash the kernel and

always terminate, and it provides this assurance by using an in-kernel

verifier [4]. It has its own 64-bit instruction set (bytecode) that runs in-

side a VM to ensure the safety of the host kernel [4]. By design, programs

are disallowed from exceeding 1 million instructions and unbounded loops

are forbidden. For performance and optimization, Just-In-Time (JIT) com-



pilation is used to transform the eBPF bytecode into native machine in-

struction [4]. Since the initial release of eBPF in 2014, a wide variety of

applications have emerged in the field of software engineering, such as

eXpress Data Path (XDP) [5, 6], Cillium [7], Calico [8], and Katran [9].

By utilizing XDP, packet inspection and filtering can be done close the

network interface card (NIC) before the networking stack of Linux pro-

cesses the packet [5, 6]. XDP can yield up to 4x the performance compared

to offloading the task to the kernel [10] when used for common packet fil-

tering tasks, such as preventing denial-of-service (DoS).

The use of eBPF in large network infrastructures demonstrates its

versatility across a range of use-cases. Numerous prominent networking

corporations have started using eBPF for various tasks, such as Cloud-

flare for the Magic Firewall product [11], allowing them to craft intri-

cate matching rules that were previously unattainable through the use

of iptables or nftables alone. Facebook has created Katran [9], a Layer-

4 load-balancer (L4LB), which enables them to handle network traffic at

scale. Their previous generation of L4LB was based on the IP virtual

server (IPVS) in the Linux kernel, and the use eBPF for packet related

operations resulted in an increase in performance and reliability.

The most established and known application of eBPF are packet fil-

ters. However, in recent years, the tooling around eBPF has grown rapidly,

enabling it for other computing tasks, such as networking in complex

cloud-native environments and performance measuring of applications.

The two most notable cloud-native solutions for networking that use eBPF

are Cillium [7] Calico [8]. Both solutions can be used to harden and se-

cure a Kubernetes (K8s) cluster [8]. In particular, Calico does this by

utilizing eBPF networking features, and thus it is capable of hardening

K8s clusters with thousands of network policies for ingress and egress

traffic without significantly impacting performance.

Another powerful feature of eBPF is the rapid communication between

the kernel space and the user space through key-value maps that enables

the expansion of OS telemetry data for observability. As can be seen in

ViperProbe [12], the use of eBPF enabled dynamic and adaptive metrics

gathering for better observability without much increase in central pro-

cessing unit (CPU) overhead for a microservice based system.



3 Heimbjartur

This section describes Heimbjartur and the technical aspects of the soft-

ware. It begins with a brief discussion of the tooling, followed by an in-

depth exploration of the use of eBPF for packet analysis. Finally, the

section details network policy testing as conducted using Heimbjartur.

3.1 Tooling

The creation of eBPF programs has traditionally relied on the BPF Com-

piler Collection (BCC) [13] and the C programming language. However,

new tools and programming languages have emerged, which promise mem-

ory safety without compromising performance, such as Rust [14]. Using

Rust, projects such as Aya-rs [15] have appeared, which enables the cre-

ation of eBPF programs without relying on external libraries such as BCC

or libpf. Hence, it is a sensible choice to write a eBPF program utilizing

modern tools that offer performance similar to C without compromising

safety.

3.2 Packet analyzing

For inspection of network packets, eBPF provides various program types

that are related to networking but differ in invocation time in the Linux

kernel. The most notable eBPF program types for this task are the XDP,

traffic control (TC) and probe programs.

By using the XDP program type, an eBPF program can interpret and

process packets before they reach the kernel networking stack. However,

this is only available for incoming packets, therefore it is impracticable to

inspect outgoing packets using XDP. It is necessary for Heimbjartur to be

able to test network policies for incoming and outgoing network packets.

In contrast, a TC program attaches to the TC subsystem inside the

Linux kernel and allows the exploration of incoming and outgoing packets

after they have been processed by the Linux kernel. While a TC program

appears to be a suitable program type for Heimbjartur, a disadvantage

of using it is the inability to know what happens to processed packets

inside the networking subsystem, as packet drops happen in the Netfilter

framework, before they reach the TC subsystem.

While not directly used for network packet processing, function probes

allow for the analysis of function arguments. Probes can be either kernel



probes (kprobes) or user probes (uprobes). It is possible to utilize func-

tion probes to attach to the main kernel functions related to network-

ing inside the Linux kernel, such as netif_receive_skb, dev_queue_xmit

or ip_rcv and gather information regarding the decision-making behind

packet processing.

While XDP and TC are valid options for processing and inspecting net-

work packets, a core goal of Heimbjartur is to know whether a packet

was dropped and the reason for it. Only incoming packets are seen in

XDP, and packet dropped by the Netfilter framework are not shown in TC.

Therefore, to fulfil the requirement of knowing what happens to packets

inside the Linux kernel, a kprobe program is the only method outlined

above that can achieve this. A kprobe is attached to the kernel function

kfree_skb_reason, which is a kernel function used to free kernel mem-

ory regions used by the sk_buff kernel data structure, the primary data

structure within the kernel that represents a network packet. This func-

tion is called with two arguments: a pointer to the sk_buff structure and

an integer that denotes the reason for why the sk_buff structure is be-

ing freed from memory. By utilizing these two data structures and with

a kprobe eBPF program, it becomes feasible to monitor packet processing

and the underlying reasons for the processing, thus facilitating a deeper

understanding of the decisions made by the Linux networking stack.

3.3 Testing network policies

Heimbjartur was specifically created to monitor and gather information

about what happens to TCP and UDP network packets, the predominant

protocols within the Layer-4 of the OSI model. Therefore, protocols that

reside on other layers such as HTTP, DNS and other protocols in Layer-4

are not considered.

To evaluate a network policy defined on a Linux host, the user must

give Heimbjartur the following arguments: source host (IP:PORT), des-

tination host (IP:PORT), the protocol to test, either TCP or UDP and fi-

nally whether the packet created from the aforementioned information is

expected to be dropped or not. To facilitate this, Heimbjartur is equipped

with a command line interface (CLI) capable of evaluating either an indi-

vidual test or multiple tests sequentially.

Heimbjartur constructs a raw packet using information provided by

the user. An important factor is to make sure that these testing packets

do not leave the host and interfere with the external network. Therefore,



all packets are sent on the loopback interface (lo or lo0), which routes

the packet from a host to itself. The eBPF program watches all packets

that are processed, specifically packets created by Heimbjartur that are

marked with a differentiated services code point (DSCP) value of 3 (bi-

nary: 000011). By employing a DSCP value of 3, packets are delivered with

a best-effort approach and are discarded in favor of prioritizing more crit-

ical traffic. This strategy prevents the host from becoming overwhelmed

by an excessive number of tests. The eBPF program parses packets and

inserts their values into an eBPF map that is shared between the ker-

nel space and the user space if and only if the DSCP value is equal to 3.

The map consists of a simple data structure that contains the information

about the source IP, source port, destination IP, destination port and drop

reason. Using these fields, the user space part of Heimbjartur can inter-

pret the results of a particular test packet and determine if the packet

was allowed through the firewall or if it was dropped by it.

As mentioned before, Heimbjartur can be used in two modes: evalua-

tion of a single test or evaluation of multiple tests. A simple test file can be

created which Heimbjartur reads and for each test evaluates which hold

and which do not. This feature allows users to define test files for differ-

ent hosts and enables them to periodically run multiple tests to maintain

rigorous network security.

4 Evaluation of Heimbjartur

This section evaluates Heimbjartur and how it can be used to test net-

work policies. In addition, this section contains a performance analysis of

Heimbjartur when running a test suite containing millions of tests.

4.1 Securing policies

With Heimbjartur it becomes possible to test network policies on a single

Linux host and not require any external machines or networking equip-

ment. As an example, in a given organization, system administrators

should be the only ones able to access a management console for a particu-

lar system. Assume that system administrators reside in the 192.168.1.0/24

classless inter-domain routing (CIDR) range, other employees reside in

the 192.168.2.0/24 CIDR range, the management console resides on the

host 192.168.100.100 and the service is listening on port 443 using the



hypertext transfer protocol secure (HTTPS). To ensure that the firewall

remains compliant with the security requirements, a test file could be

created containing the following entries:

192.168.1.* 192.168.100.100:443 tcp pass

192.168.2.* 192.168.100.100:443 tcp drop

Which translates to: "Expect the firewall to accept every network packet

from an IP in the 192.168.1.0/24 CIDR range and drop all network pack-

ets from and IP in the 192.168.2.0/24 CIDR range". Using Heimbjartur,

system administrators can simply test the firewall using the defined test

file to make sure that it is compliant with security protocols.

4.2 Performance

Performance benchmarks were performed using test files containing mil-

lions of tests. These tests were run on an AArch64 Ubuntu 23.10 VM,

using version 6.5.0 of the Linux kernel, with 4 processors and 2 GB of

memory. The VM ran on a MacBook Pro with the Apple M1 Pro chip and

16 GB of memory. Figure 1 shows that the time it takes to evaluate tests

grows linearly, with Heimbjartur being able to evaluate 10 million tests in

about 2.5 seconds. At present, Heimbjartur processes tests sequentially,

which presents an opportunity for parallelization to enhance its perfor-

mance further.

While eBPF kprobes are a lightweight way to trace and observe kernel

events, they do incur some performance overhead. As shown in figure 2,

Heimbjartur inflicts some performance penalty on sending packets on the

loopback interface. However, a test file that contains 10 million tests,

which generates 10 million packets, only takes around 14 seconds to run.

5 Related work

The validation and testing of network policies for security has resulted

in numerous academic research, emphasizing novel methodologies and

sophisticated algorithms. This can range from generating test traffic be-

tween the sender and receiver [16] or through the application of static

analysis on firewalls to simplify intricate rules [17].

Other approaches generate test cases through the analysis of existing

firewall rules. El-Atway [18] utilizes a policy-based segmentation based

technique to reduce the amount of test data needed to test a particular
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Figure 1. Linear scalability of Heimbjartur in test evaluation: demonstrating efficient
processing of up to 10 Million tests in 2.5 seconds. This plot shows the linear
relationship between the number of tests evaluated and the time taken, show-
casing Heimbjartur’s consistent performance scalability.

network policy. In contrast, [19] generates abstract test cases through

the use of Mealy automaton using unique input output (UIO) sequences.

Concrete test cases are created from the abstract test cases, which re-

sults in test cases that are then used to test a particular network policy.

However, [18] automates the approach by going through firewall logs and

[19] does not offer any system or a concrete method to test a particu-

lar firewall policy. Compare this to Heimbjartur, which able to hook into

the kernel to gather detailed information about what happens to network

packets inside a particular machine. While Heimbjartur does not possess

the capability of test generation, rather relying on user input, it could be

integrated into Heimbjartur in the future.

Another approach is the Blowtorch [20] C++ framework for firewall

test generation. However, it is quite unclear on how it handles test pack-

ets for evaluation on whether network traffic was allowed through the

firewall or not. Heimbjartur however is able to know exactly what hap-

pens to packets by attaching a kprobe into the Linux networking stack,

knowing whether they are dropped due to the network policies in place or

consumed by the intended recipient.
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Figure 2. Performance impact of various eBPF implementations on packet transmission:
comparing no eBPF, a basic eBPF kprobe with no logic, and Heimbjartur’s
eBPF kprobe. The graph illustrates the time taken to send 10 million packets
via the loopback interface, highlighting a 3-second performance impact intro-
duced by Heimbjartur’s eBPF kprobe compared to no eBPF.

6 Conclusion

This paper introduced Heimbjartur and demonstrated its potential ap-

plications for evaluating and testing network policies. With the use of

eBPF, Heimbjartur can hook into the Linux kernel to extract information

about what happens to network packets and therefore providing a defini-

tive answer. Heimbjartur is performative, being able to evaluate millions

of network policy tests per second, thus supporting a large test suite for

the testing of a particular network policy. A promising future direction

for Heimbjartur is the use of automatic test case generation by utilizing

techniques such as policy segmentation or abstract test cases to generate

real test cases.
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WebAssembly has been studied as a high-performance and energy efficient

alternative to other code representations. This paper reviews the challenges

in mobile clients which WebAssembly may be able to solve.
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1 Introduction

Mobile end devices, such as smart phones, have become powerful, multi-

purpose, networked computing platforms. As a result, new computation-

intensive and latency-critical services targeting mobile clients keep emerg-

ing, increasing the demand for efficient and portable client-side software.

However, client-side computation is severly limited by inefficient web tech-

nologies and energy constraints.

WebAssembly (Wasm) is a new alternative to portable application code

such as JavaScript. As its name suggests, it is a low-level instruction

format primarily designed to overcome performance issues in web ap-

plications. Recent literature covers extensive performance analysis and

comparison of WebAssembly and JavaScript. However, research on its



energy-efficiency is limited. Futhermore, some studies provice unconsis-

tent and inconclusive results.

This paper reviews recent research on the performance and energy ef-

ficiency of WebAssembly. The focus is on its potential to enable high-

performance computation on energy-constrained mobile platforms.

This paper is organized as follows. Section 2 briefly covers the design

and the current state of WebAssembly. section 4 reviews key findings

in literature on WebAssembly’s performance and energy efficiency, with

focus on mobile clients and comparison to JavaScript. Finally, Section 6

concludes this paper.

2 WebAssembly overview

WebAssembly is an open standard for a low-level code format. Its develop-

ment was initiated by four major web browser vendors, Google, Mozilla,

Microsoft and Apple, to solve efficiency issues attributed to JavaScript.

The first version of WebAssembly was released in 2017, and it has since

been subject to active development and research.

This section provides an overview of the design and core specification of

WebAssembly, and of its implementation and application in practice.

2.1 Design and specification

Since WebAssembly is still in its infancy, its specification is under active

development. This section describes the current draft version (2.0) of the

WebAssembly core specification [10]. This version adds new features, such

as a 128-bit vector datatype and related SIMD instructions, to the stan-

dard. These features are highlighted for clarity in the remainder of this

section.

Design goals

The design of WebAssembly aims for an efficient code format for fast and

safe execution, independent of platform, hardware, and programming lan-

guage. It defines a virtual instruction set architecture with well-defined

execution semantics, encoding, and validation rules. The binary encod-

ing aims for a compact representation that can be decoded, compiled, and

executed efficiently in parallel streams.



Computational model and representation

WebAssembly instructions operate on a virtual operand stack, with each

consuming and producing a defined number of stack elements. The in-

struction set includes numeric, variable, memory, and control instruc-

tions. The instructions have defined operand and result datatypes of spe-

cific storage sizes. The numerical datatypes are 32-bit and 64-bit integers

and floating-point numbers. In addition, draft version 2.0 of the specifi-

cation defines a 128-bit vector type. Where applicable, there also exists

separate instructions for unsigned and signed operations.

Apart from the virtual operand stack, WebAssembly programs may ac-

cess a linear, byte-addressable memory arrays. The memory is accessed

with load and store instructions of specific storage sizes. A memory array

has an initial size but may be grown during execution.

Each instruction is encoded by a single-byte opcode, except for vector

instructions that have a one-byte prefix and a variable length opcode. If

an instruction has immediate arguments, they directly follow the opcode.

Structured control instructions for loops and conditional branches have

explicit terminating opcodes.

WebAssembly programs are split into modules that can be indepen-

dently loaded, validated, compiled, and executed. A WebAssembly module

contains zero or more sections for definitions of its imports, exports, mem-

ories, global variables, and functions. Imports and exports define which

components, such as functions and memories, it expects from or exposes

to an external environment for interaction. Memory definitions specify

an initial size, maximum size, and initialization data segments. Func-

tions contain all of the program logic. A module may also specify a start

function, similar to a main function in a C program.

Execution

The WebAssembly core specification defines rules for module instantia-

tion, which prepares the execution environment defined by the enclosed

definitions.

Before its code can be safely executed, a module must be validated.

Due to qualities such as a thorough type system, strict control flow, and

a stack-based computational model, WebAssembly functions can be vali-

dated as independent streams in a single pass. In addition to functions,

all imports and exports are verified to exists in their defined forms.

After validation, tables and memories are allocated and initialized with



specified contents if present, and finally, if a start function exists, it is

invoked.

2.2 Implementation and application

The scope of the core specification of WebAssembly is limited to defining a

virtual instruction set architecture with a specific binary representation.

Therefore, WebAssembly can be embedded in a variety of execution en-

vironments. A typical use-case would be in web applications to replace

or complement JavaScript. However, standalone WebAssembly runtimes

enable a wide range of applications outside of web.

Major web browsers implement WebAssembly in the same runtimes

that implement JavaScript. For example, Google Chrome runs WebAssem-

bly in V8 [7], and Mozilla Firefox runs it in SpiderMonkey [6]. Similar to

JavaScript, WebAssembly can be used to implement web application logic

for both clients and servers. Node.js [5] and Deno [2], are examples of V8-

based JavaScript/WebAssembly runtimes used in web service back-ends.

In the web environment, WebAssembly modules are instantiated and run

through JavaScript interfaces.

Beside web use-cases and Javascript runtimes like Node.js, there are

standalone WebAssembly runtimes that extend the capabilities of pure

WebAssembly programs with additional infrastructure. One such run-

time environment is Wasmtime [8]. It implements the WebAssembly Sys-

tem Interface (WASI), which is a portable interface for host resources such

as file systems and networking [12], and the Component Model which

specifies WebAssembly wrappers that enable seamless interoperation with

high-level datatypes [9]. Both WASI and the Component Model are in

early phases of standarization. Such runtime environments open new di-

mensions for a future WebAssembly ecosystem.

As a virtual instruction set architecture with a binary representation,

WebAssembly is a natural compilation target for high-level compiled lan-

guages. Clang, a C/C++ compiler using LLVM as a backend, supports We-

bAssembly as a compilation target as of version 8 [1][4]. Emscripten is a

compiler toolchain targeting and optimizing specifically for WebAssembly

[3]. These compilers enable the development of WebAssembly software

through high-level programming languages.

Further, WebAssembly modules can be embedded in native software

through libraries. For example, Wasmtime can be used as a library to

embed WebAssembly in C/C++ and Rust programs.



3 Performance and energy challenges in mobile clients

Mobile clients, from laptops and smartphones to highly embedded acqu-

sition nodes and controllers, have inherently higher constraints in both

computational performance and energy, compared to stationary, wired

computers. In order to be mobile, a device must include all required

components, such as processors, radio modems and power sources, in a

compact enclosure. Advances in hardware architecture and manufactur-

ing have reduced component sizes and energy consumption per capability,

which serves modern requirements for general-purpose mobile platforms

such as smartphones. However, battery technology develops more gradu-

ally, which emphasizes challenges in energy efficiency.

This section briefly overviews the performance and energy efficiency

challenges in smartphones, with the focus on software-related issues.

Various hardware components contribute to smartphone’s total power

consumption. The bulk of a smartphone’s power is consumed by the pro-

cessing units, most commonly CPUs and GPUs, volatile memory, a graphi-

cal display, and networking devices [25]. Power demand is directly linked

to the utilization of each of these components. In CPUs and data stor-

age, each operation requires transistor state manipulation, which always

draws current. In radio devices, signal generation and amplification con-

sume a significant amount of power, especially in poor channel conditions

where relatively high amplification is required. In addition to highly dy-

namic changes in power consumption, maintaining responsiveness and

availability requires keeping hardware components active.

A survey on performance optimizations for mobile applications by Hort

et al. [18] highlights performance issues attributed to issues in mobile

application software. The authors identify responsiveness, launch time,

memory consumption and energy consumption as the predominant fac-

tors contributing to a consumer’s perception of mobile application per-

formance. They categorize researched optimization approaches for each

of these characteristics. Responsiveness optimization was found to focus

on computation offloading and prefetcing. Research on launch time op-

timizations include preloading to eliminate cold-start delays, and strate-

gies for priorizing applications to keep in volatile memory. Research on

applications’ memory usage investigate optimizations involving garbage

collection, deduplication, and memory management. Energy optimiza-

tions received the most attention in academia. In addition to optimiza-



tion approaches applying to other characteristics, research has focused

on hardware features, application programming interfaces (APIs), and

communication protocols. Further, the authors found extensive research

on the impact of code refactoring, programming practices, and the choice

of programming languages, on mobile application performance. The au-

thors identify outstanding performance optimization challenges, includ-

ing trade-offs between runtime performance and energy efficiency, and

cost of comprehensive testing.

4 Performance and energy efficiency

WebAssembly is undergoing active development both in web contexts and

as a general purpose program format. Its suggested use cases include

computation-intensive applications such as video editing, gaming, and vir-

tual reality in web browsers, as well as secure server-side computation of

untrusted code, and portable components hybrid mobile applications [13].

Often characterized as having performance close to that of native code,

WebAssembly has been subject to performance studies ranging from com-

parisons to JavaScript in a web browser [27], to benchmarks against na-

tive code in cloud and edge environments [21]. Some research also eval-

uate WebAssembly’s characteristics regarding energy efficiency, in envi-

ronments ranging from desktop computers [14] to mobile devices [26].

Many of the published studies provide optimistic results regarding We-

bAssembly’s run-time performance and energy consumption [26] [15]. How-

ever, some studies highlight significant efficiency issues in the current

implementations of WebAssembly [19]. Overall, efficiency results vary

between benchmarks, runtime environments, and compilation methods.

4.1 Run-time performance

Comparison to JavaScript

WebAssembly is typically employed in web software. Consequently, its

performance is often compared to that of JavaScript.

Many studies suggest that WebAssembly outperforms JavaScript in a

variety of benchmarks. In particular, WebAssembly is almost always

faster than JavaScript with relatively small inputs and short execution

times [27][14]. The evaluations emphasize WebAssembly’s advantages

in cases where its relatively low instantiation and compilation overhead



manifest the most.

Although WebAssembly has been suggested to be employed in numeri-

cally heavy computation in particular, its performance is sometimes man-

ifested in more complex workloads. An application benchmark indicated

an average of approximately 17% speed-up compared to JavaScript [15].

According to a study on HTML5 web worker migration from mobile

clients to edge servers [20], offloading web workers using WebAssembly

can result in 8.4 times faster execution compared to pure JavaScript im-

plementations. In this use case, the speed-up is partly attributed to We-

bAssembly’s efficient binary representation, which may have a significant

impact on the resulting offloading overhead.

JavaScript may outperform WebAssembly in benchmarks where the same

code path is executed repeatedly over an extended time period, as is the

case in, for example, processing of large inputs with small mathemati-

cal kernels. This phenomenon has been attributed to the effectiveness of

the just-in-time (JIT) compiler optimizations employed in JavaScript run-

times [29][27]. Another study showed that WebAssembly may be approx-

imately 10% slower than JavaScript in micro-benchmarks [15]. These

results highlight limitations of dynamic optimizations in WebAssembly

runtimes.

Comparison to native

Many studies suggest that WebAssembly has performance characteristics

comparable to native code execution. Native executables can be highly

optimized with mature development tools and may omit restrictions that

apply to WebAssembly due to, for example, its security requirements.

A study comparing WebAssembly’s performance to that of container im-

ages [21] provides an example of a use case where WebAssembly can out-

perform native alternatives. The results show that, due to WebAssem-

bly’s fast cold-start, WebAssembly runtimes may outperform distroless

container runtimes running native code with non-complex workloads.

Other studies suggest WebAssembly may be even around 50% slower

than native code [14][19]. Particular issues degrading WebAssembly’s rel-

ative performace have been identified, including inefficient usage of a pro-

cessors registers and addressing modes, which leads to a relatively high

number of load and store instructions [19]. These studies were conducted

on desktop computers employing the x86 processor architecture.



4.2 Energy efficiency

Most studies indicate that WebAssembly may be significantly more en-

ergy efficient than JavaScript. Some studies suggest improvements of

around 30% to 40% [15][?]. Aggressive just-in-time compilation was pointed

out as a factor than potentially increases JavaScript’s energy consumption

in comparison to WebAssembly. Another study comparing WebAssembly

and JavaScript’s energy consumption in Firefox and Chrome on a smart-

phone suggests WebAssembly is consistently more energy efficient than

JavaScript, which consumed over twice as much energy [26].

When compared to native code, WebAssembly was shown to consume

approximately twice as much energy [14].

5 Discussion

5.1 Limitations of studies in mobile clients

A notably large portion of studies on WebAssembly focus on runtime per-

formance, while the number of studies concerned with its energy char-

acteristics is limited. However, execution time and energy efficiency are

often closely linked [23].

Many performance and energy benchmarks comparing WebAssembly to

JavaScript and native code have been conducted in desktop environments.

This may affect the applicability of perceived results to mobile platforms,

since there may be significant variance in performance between desktop

and mobile environments [29]. Beside the relatively constrained overall

resources, mobile devices often employ different processor architectures,

such as ARM, compared to the x86 architecture which is more common in

desktop computers. Arguably, the differences in processor attributes, such

as the number and function of available instructions and registers, has a

non-negligible impact on compiler optimizations and achievable perfor-

mance and energy figures. Therefore, more studies should be dedicated

to analyzing WebAssembly on constrained embedded systems to clarify

its viability in addressing performance and energy challenges in mobile

clients.

Most of the currently published studies compare WebAssembly to either

JavaScript or native binaries. This limits the evaluation of WebAssem-

bly’s potential to complement or replace other executable formats. In par-



ticular, there is little direct comparison between WebAssembly and Java

bytecode, which is in extensive use in Android devices.

5.2 Prospects of WebAssembly

Being developed by the World Wide Web Consortium (W3C) with input

from multiple high-profile technology companies, WebAssembly has an

arguably solid foundation for future development.

Although initially developed for, and still mostly used in the web, We-

bAssembly may find increasing adoption in a wide range of non-web en-

vironments. Its inherent sandboxing and low cold-start overhead make it

an attractive alternative to conventinal containers, especially in server-

less applications [17][21]. In the mobile domain, WebAssembly may have

potential as a portable and safe alternative to native applications [28].

Furthermore, WebAssembly implementations for microcontrollers exist

[16], which adds to its potential as a universal code representation across

platforms. WebAssembly may receive significantly higher adoption as a

general-purpose executable format once system interfaces and canonical

ABIs are standardized.

Various new features, such as support for multithreading and garbage

collection, have been proposed to alleviate WebAssembly’s current limi-

tations [11]. As WebAssembly is a relatively new binary format, there

may be considerable opportunities for optimizations that are yet to be re-

alized in compilers. A recent study discovered a large number of missed

optimizations in an official WebAssembly optimizer and estimated that

fixing them may result in a performance gain of over 17% [22]. Subop-

timal compilation has been recognized as a non-negligible factor limiting

WebAssebly’s performance [29][19]. In addition, significant variation in

performance across different execution environments has been observed

[29]

6 Conclusion

A majority of studies evaluating WebAssembly’s performance and energy

consumption suggest that WebAssembly is a viable solution in addressing

related challenges, especially in web applications, where the alternative

solution would be JavaScript. Some outstanding issues in the execution

and optimization of WebAssembly have been identified. However, some of



them may be solved in the near future.
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Abstract

Convolutional Neural Network classifiers (CNNs) are widely used to

classify data, such as images, to different classes. These classification net-

works have a wide range of applications. This paper examines different

adversarial perturbation attacks on CNNs. Perturbation attacks aim to

find an imperceptible change, a perturbation, that, when applied to the in-

put, changes the networks classification of the input. It is crucial to under-

stand the attack landscape on CNNs, as they are increasingly deployed to

perform critical classification tasks. By understanding the attacks, strate-

gies can be developed to defend against them.

KEYWORDS: Convolutional Neural Network, adversarial perturbation at-

tack, classification task

1 Introduction

Convolutional Neural Network classifiers (CNNs) [1] are a popular ap-

proach to solving image classification tasks. Having a computer that is

able to perceive visual data and accurately perform actions and make de-

cisions based on visual information is highly useful for various industries.

In image classification, a CNN is trained to classify a given input image



to one or multiple correct classes. It is crucial that CNNs perform the

classification reliably and accurately. A classification mistake may lead

to various issues depending on the field in which the CNN was used. For

instance, an autonomous vehicle misclassifying a stop sign as a 80 km/h

speed limit may lead to a crash, endangering human lives [2, 3]. In social

media moderation, a CNN trained to recognize and delete harmful images

might misclassify a disturbing image as a harmless dog, exposing users,

especially children, to traumatizing content on their front page.

This paper broadly examines the different existing attacks that aim to

compromise the integrity and correctness of a CNN. The goal is to survey

the current landscape of attacks on CNNs and the threats they propose.

The paper focuses on evasion attacks, where the attacker aims to create

an input that evades correct classification by the network. The follow-

ing evasion attacks are examined specifically: Fast Gradient Sign Method

(FGSM) [4], Projected Gradient Descent (PGD) [?], CarliniWagner (CW)

[5] and Zeroth Order Optimization (ZOO) [6].

This paper is organized as follows. Section 2 introduces general char-

acteristics of the attacks. For the purposes of this paper, the specific at-

tacks are divided into groups based on what level of access the attacker

needs to the network. Each attack is then reviewed more closely in sepa-

rate sections. Section 3 investigates white-box attacks, where the attacker

has some level of access to the neural network and its parameters. In con-

trast, Section 4 examines black-box attacks, where the attacker has no

access or information about the neural network. Section 5 summarizes

the findings and evaluates the relative threat of the attacks.

2 Characteristics of perturbation attacks

Perturbation attacks on neural networks were first studied in [7]. The

authors discovered an intriguing property in neural networks. A small

indistinguishable perturbation in the input may change the classification

made by the network. The perturbation that achieves this is not just any

random noise, but a carefully calculated minimal change in the input,

where the input should still be perceived to belong to the initial class by

a resilient perceiver. The perturbation is generally calculated by finding

the direction of the change, the gradient, in the input that leads to the

most damage in the classification. The new input with the added pertur-

bation is called an adversarial example. Finding the optimal perturbation



is a typical optimization problem, thus various existing optimization al-

gorithms can be applied to solve for it. A common algorithm in machine

learning optimization is Gradient Descent, and many other algorithms

have been developed by expanding on it [8].

One of the challenges of perturbation attacks is calculating the per-

turbation efficiently. As neural networks tend to be deep and nonlinear,

finding the gradient for the most effective perturbation is nontrivial. [7]

introduced a function for approximating the "minimum distortion", but

other faster methods, such as FGSM [4], have been developed since.

Szegedy el al. [7] found that the adversarial examples tend to trans-

fer to other CNNs. This means that the adversarial examples generated

for one network are also misclassified by other networks. Even networks

with different layers, parameters and those trained on different training

data are susceptible to misclassifying the transferred adversarial exam-

ples relatively frequently. Since adversarial examples generalize, combin-

ing multiple networks into an ensemble to perform the classification does

not provide significant resistance against them [4].

The different attacks can be divided into two groups: white-box and

black-box attacks. White-box attacks require the attacker to have all of

the information about the target network. While it is relatively easy to

defend against white-box attacks by keeping the network confidential,

the generalizing nature of adversarial examples means even those net-

works can be vulnerable against adversarial examples created on other

networks. Black-box attacks are credible threats to all networks, as the

attacker does not need any information about the target network in order

to perform the attack. In the following sections, the specific attacks are

examined in detail.

3 White-box attacks

3.1 Fast Gradient Sign Method (FGSM)

Fast Gradient Sign Method (FGSM) was introduced in [4] as a method

to quickly calculate the small perturbations used to attack the network.

The paper argues that the networks vulnerability to perturbation attacks

would stem from their linear nature. Expanding on that hypothesis, the

paper introduces a method of calculating the perturbations by linearly es-



timating the cost functions around the model parameters, and efficiently

calculating the gradient for the most effective change in the input us-

ing backpropagation. This method works well for finding small changes

where the linear estimation is accurate. However, the authors noted that

since the input is highly dimensional due to the large amount of pixels,

applying the infinitesimal changes to each input dimension added up to a

significant change in the resulting classification.

FGSM is a single-step attack that directly uses the sign of the gra-

dient to update the input. It’s a relatively simple and computationally

efficient method. However, the method will not provide the most optimal

perturbations. While the original paper did not apply FGSM for targeted

misclassification, it is possible to apply the algorithm for targeted mis-

classification as well [9, 10]. Targeted misclassification means calculating

the perturbation that changes the classification of a given input to a pre-

determined target class.

The authors are able to use the FGSM to efficiently create adversarial

examples for nonlinear models that are misclassified with high likelihood.

Since these examples are relatively quick to compute, multiple adversar-

ial examples can be quickly computed to be mixed in with the training

data. The authors noticed that by adding correctly labeled adversarial

examples in the training data, the trained model became more robust

against perturbation attacks. Adversarial examples could be used as a

form of regression to train networks defend against perturbation attacks.

3.2 Projected Gradient Descent (PGD)

Projected Gradient Descent (PGD) [11] is a simple algorithm for creating

adversarial examples. It expands on the idea of finding the adversarial ex-

ample with Gradient Descent. Unlike Gradient Descent, PGD minimizes

a function subject to constraints. The constraints ensure that the pertur-

bation does not exceed a certain magnitude or remains within a specific

range to maintain imperceptibility. The constraints are applied by pro-

jecting the solution of each gradient descent step onto a predetermined

feasible range of values before starting the next iteration.

3.3 CarliniWagner (CW)

Carlini and Wagner [5] introduce three attacks on CNNs, collectively known

as CarliniWagner attacks, for different distance metrics: L0, L2 and L∞.



These are slower methods of calculating the perturbation, but are much

more effective in deceiving the network. In particular, L0 was introduced

as the first perturbation attack capable of targeted misclassification on

ImageNet [12].

The CarliniWagner attacks were shown to able bypass defensive distil-

lation [5, 13]. Defensive distillation is a defensive mechanism that aims

to reduce the effectiveness of adversarial examples on networks. While

defensive distillation was able to reduce the effectiveness of adversarial

samples created with [14] from 95% to 0.5% [13], adversarial examples

created with CarliniWagner were 100% effective [5].

4 Black-box attacks

4.1 Transferring examples from a substitute model

Since adversarial examples tend to generalize between models, it is pos-

sible to train a substitute model to resemble the target network. Thus,

it is possible to use one the white-box methods to create an adversarial

example of a given input that should have a relatively high likelihood of

being misclassified by the target network. While it is not necessary to

know anything about the target network to perform this attack, any in-

formation can be used to create a more accurate substitute model of the

target, which could increase the effectiveness of the generated adversarial

example.

Substitute model attacks have a significant drawback. Creating a sub-

stitute model for a large neural network can be time and resource con-

suming. Many of the CNNs used in the industry tend to be too large to be

effectively targeted by a subtitute model attack [6].

4.2 Zeroth Order Optimization (ZOO)

Zeroth Order Optimization (ZOO) [6] is a black-box attack on CNNs that

does not require training a substitute model. Traditional optimization

methods used in perturbation attacks, like FGSM, rely on computing the

gradients of the model’s loss with respect to its parameters. However, in

zeroth-order optimization attacks, the attacker does not have direct access

to these parameters and must estimate or approximate them using only

the model’s predictions. ZOO is a variant of CarliniWagner attack that



achieves this by using ADAM coordinate descent algorithm [15] to numer-

ically estimate gradients. ZOO was shown to provide results comparable

to CarliniWagner attack and significantly improved results compared to a

substitute model black-box attack. Performance wise, ZOO requires more

iterations than CarliniWagner in order to approximate the gradient.

5 Summary

In conclusion, this paper underlines the threat posed by perturbation at-

tacks on neural networks. Various effective methods have been developed

to perform perturbation attacks on neural networks. While some strate-

gies exist to defend against these attacks, finding more effective defenses

against all of them is an open problem. As neural networks are deployed

to wider use in various industries, the developers must remain mindful

of possible perturbation attacks on them. Additionally, while this paper

focused only on a small set of evasion attacks, many other types of attacks

exist and are developed against CNNs.

Many of the attacks share the same characteristics, and expand on

each other. Generally, finding an effective adversarial example is a non-

trivial optimization problem. Thus, different attacks can be developed by

applying different optimization algorithms for finding the optimal pertur-

bation. Just as the network is trained with these optimization algorithms

to perform correct classification, the optimization process can be also done

in reverse to find the optimal input for a given classification.

Hiding the network from the attackers is an effective method for re-

ducing the attack surface, by making it effectively impossible for the at-

tackers to use strictly white-box methods. This in conjunction with train-

ing the network against adversarial examples provides an effective, but

not complete, defense against attacks using transferred adversarial ex-

amples.

It is recommended to evaluate the robustness of networks against the

possible attacks. CarliniWagner attacks are a good baseline for evalua-

tion, as they are currently one of the most effective perturbation attacks

developed, and work as the basis of other attacks, such as ZOO.
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Abstract
The number of attacks on software supply chains have seen a sharp increase
in recent years, and therefore securing these processes has become ever more
important. The SLSA (Supply Chain Levels for Software Artifacts) framework
attempts to solve some of the issues related to supply chain security by providing
a software bill of materials and a transparent and hardened build process for
artifacts. We investigate the practical steps required to create and release a
SLSA level 3 compliant npm package, and investigate the areas which the SLSA
framework makes more secure, as well as discussing the areas which it does
not affect. The SLSA framework is shown to allow users to verify how, where
and by whom an artifact has been built. The framework does not have strict
requirements for dependencies, leaving a clear attack vector that users of the
framework should consider to further improve their supply chain security.

1 Introduction
Modern software supply chains typically consist of a large number of steps to
deal with writing, testing, building and publishing artifacts. These steps in
the supply chain tend to use multiple dependencies and tools, with the tools
themselves having a varying number of further dependencies. The amount of
different steps and tools used in the process increases the attack surface of supply
chains, allowing attackers to probe for weaknesses in any of the links along the
chain.

While many of the exploits have been possible for decades, the number of attacks
on software supply chains has seen an sharp increase in recent years [18]. One
notable example is the 2020 SolarWinds hack, where over 18000 customers were
infected after installing a malicious version of the SolarWorks Orion network
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management tool [19].

We investigate how supply chain security is impacted by creating a build system
that is compliant with SLSA (Supply Chain Levels for Software Artifacts) Level
3. The focus lies on how the build system improves the trustworthiness of the
artifact in practice, while investigating which aspects of the supply chain are
still vulnerable.

2 Background
This section introduces the technologies that are used in the experiment. Supply
chain security as a whole is introduced, with a closer look at the SLSA frame-
work, digital signatures, in-toto attestations and Dead Simple Signing Envelope
(DSSE).

2.1 Supply chain security
Enck And Williams (2022) identified a few key supply chain security challenges
[18]. First, dependency vulnerabilities should be identified and updated, prefer-
ably using some automated method. Dependencies and their creators should
also be trusted. This is by no means a given, as it is not uncommon for open
source projects to have hundreds or thousands of dependencies, with a large
number of organizations and individuals maintaining them. Artifacts should
also provide a software bill of materials, which describes the source code, de-
pendencies and version information. Finally, the build process should be secured
by using transparent, consistent and hardened build processes.

A number of standards and frameworks exist that attempt to deal with these
supply chain security issues. Many of these standards are internal to companies
or government agencies, with one public framework being the Secure Software
Development Framework (SSDF), which was created by the US National Insti-
tute of Standards and Technology (NIST). As many other similar frameworks,
the software development practices included in SSDF aim to reduce the number
of vulnerabilities and limit the impact of potential vulnerabilities in released
software as well as providing a common vocabulary for software security [22].

2.2 SLSA
SLSA (Supply Chain Levels for Software Artifacts), attempts to tackle the chal-
lenges in securing the build process. Version 1.0 of the SLSA specification was
released in April 2023 by The Linux Foundation. SLSA provides a common
vocabulary for software supply chain security, a way to evaluate used artifacts
and a checklist that can be used to improve software security [12]. SLSA aims to
protect supply chains from tampering, giving users confidence that the program
has not been modified after its initial analysis and build.
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The SLSA specification defines three different levels of trustworthiness for prove-
nance and resistance to tampering of the build process or artifact. Below is a
description for these levels, including their requirements and what benefits each
level provides to end users. By default, a specific level includes all the require-
ments for lower levels [8] [14].

Level Requirements Benefits

1 The build process has to be consis-
tent and automated and has to generate
provenance, providing metadata about
how the artifact was built, including
information about the build platform,
build process, the source code as well
as dependencies.

Offers a basic level of source code
identification, allows consumers
to make risk-based decisions and
can aid in managing vulnerabil-
ities. Does not provide tamper
resistance.

2 Requires the use of a version con-
trol system and a hosted build system
that generates authenticated prove-
nance. End users must have a way to
validate this provenance.

The authenticated provenance
prevents tampering with the
build service and gives end users
greater confidence in the origin
of the artifact.

3 Auditors must certify that the build
platform meets specific standards that
guarantee the integrity of the prove-
nance and the auditability of the
source. The access to secret material in
user build steps has to be limited and
one run can not influence another.

SLSA 3 provides stronger tamper
resistance and prevents threats
such as cross-build contamina-
tion.

2.3 Digital signatures
To verify network communication, digital certificates are commonly used. The
basis for digital signatures is public-key cryptography. Public-key cryptography
is based on public and private key-pairs, where the private key is only kept on
the source machine, while the public key is shared freely with other machines.
Public-key cryptography allows for the encryption of data using a public key,
such that the data can only be decrypted using its private key pair. As such,
a sender can be sure that only the intended recipient can decrypt a message.
Additionally, public-key encryption allows for signing messages using a private
key. This signature can then be verified with the corresponding public key,
allowing the recipient to verify that the message was sent by the holder of a
specific private key.

One of the issues that quickly becomes evident with digital signatures is that the
verification using a public key only has meaning if a recipient can be sure that
the key itself has not been tampered with, which could happen in the case of a
supply chain attack. To partially help with this issue of trust, it is a common
practice to use cerficate authorities (CAs) as a source of trust. CAs store and
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issue digital certificates, which are used to prove the ownership of a specific
private key, allowing for the recipient of a message or artifact to reliably verify
the identity of the sender [15].

2.4 DSSE and in-toto
The in-toto attestation framework, developed by the Cloud Native Computing
Foundation (CNCF), is a format for authenticated metadata about software
artifacts that is used by the SLSA framework. An attestation consists of a
predicate, with information about a subject artifact, with a modifiable schema.
The attestation also conists of a statement binding it to a specific subject, as
well as an envelope that handles authentication and serialization[1].

Attestations are often contained in envelopes. In the case of SLSA, Dead Sim-
ple Signing Envelopes (DSSE) are used. DSSE messages contain payloads of
arbitrary structure with their corresponding signatures [2].

3 Experiment
We demonstrate the process of creating and releasing a SLSA level 3 compliant
artifact with the following steps:

1. Create a git repository for the project.

2. Host the repository on GitHub.

3. Create base node project.

4. Enable automated artifact building by adding the GitHub workflow builder_nodejs_slsa3.yml@v1.9.0,
maintained by the SLSA project [11].

5. Enable automatic publishing to the npm repository by adding the GitHub
workflow nodejs/publish@v1.9.0, maintained by the SLSA project [11].

The project now fulfills the requirements of SLSA level 1, as GitHub actions
provide an automated build system and stores relevant metadata.

Level 2 requires the use of a version control system as well as using a hosted build
system. The use of git fulfills the requirement for a version control system, while
GitHub actions is a hosted build system. SLSA level 2 also requires generating
authenticated provenance and providing a way to verify this provenance for the
end user. To simplify the process, the SLSA project maintains builders for a
number of languages and build systems that are designed to be used with GitHub
actions [11]. In this case, the builder_nodejs_slsa3.yml@v1.9.0 workflow is used
for generating authenticated provenance, while the nodejs/publish@v1.9.0 action
of the same project is used to publish the artifact and its provenance to the npm
registry. The npm registry also allows for the storage of provenance statements,
making it easy for end users to independently download and verify packages.
The SLSA project also provide tools that can verify this provenance on a number
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of platforms, which gives end users some confidence that the downloaded artifact
has not been tampered with [10].

To reach SLSA level 3, the builds have to be isolated and ephemeral. GitHub
actions fulfill these requirements [21].

The implementation can be found in a public GitHub repository [17] and the
generated package has been published to the npm repository as one-is-a-number
[4].

4 Evaluation

4.1 Generated provenance
The generation and verification of provenance can be considered the critical part
of implementing a build system with a SLSA level of 2 or higher. This section
investigates the build and provenace generation process closer.

Investigating the JSON-formatted attestation file generated by our chosen GitHub
builder we notice two separate attestation objects, with one being generated by
npm and one being generated by our SLSA builder. Both attestation objects
further utilise In-Toto bundles, with the provenance payload stored in DSSE
envelopes [1] [2]. We will be focusing on the SLSA provenance object.

The DSSE payload contains an In-toto statement which in turn contains a sub-
ject and a predicate. The subject includes general information about the arti-
fact, such as a name and a sha512 digest of the package. This same information
is generated for all node packages, and can be viewed in the package-lock.json
file if npm is used to handle dependencies [5]. The predicate object contains
more detailed build information and follows SLSAs specification for provenance
[6]. More specifically, the predicate lists what builder was used to generate the
object, how the builder was invoked and with which parameters. Additionally,
it lists all environment variables that were available during build time, as well
as a reference to the source code that was used for the build. In our case, this is
a reference to the git repository of the project as well as a digest for the commit
that was built.

4.2 Provenance verification
Listing provenance information is useful, but its usefulness in preventing supply
chain attacks is limited if its authenticity cannot be verified. In terms of SLSA
levels, an artifact needs to provide authenticated provenance to reach a level
of 2 or higher. The provenance in our case is signed by Sigstore Cosign, with
log entries being stored in Rekor transparency log [7]. Sigstore also functions
as the root of trust for all authenticated provenance [20]. The signing secrets
are also ephemeral, as they are generated using a keyless signing procedure [9].
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The main provenance content is contained in a DSSE envelope, which includes
a signature verifying the payload.

When using slsa-verifier [10], the root of trust is fetched from Sigstore. Building
on the trusted root, the provenance bundle and entry can be verified. As the
provenance statement is now trusted, its content can be used to verify the arti-
fact, including its attestation signature, package hash, attestation headers and
subject digest. The end user can also choose to output the complete provenance
statement or validate additional fields, such as the source branch or tag.

5 Discussion
SLSA helps projects to provide a software bill of materials for their artifact, and
makes it easy for users of the artifact to verify its authenticity. The provenance
and its verification also mitigates the risk of downloading artifacts that have
been tampered with. Additionally, SLSA encourages packages to use transpar-
ent, consistent and hardened build processes, lowering the risk that internal
processes are tampered with.

A notable aspect that the SLSA specification does not cover is the trustworthi-
ness of dependencies, as SLSA levels have no requirements for the build level of
used dependencies [3]. In practice, this means that a SLSA level 3 project can
use level 0 dependencies. Additionally, the description of resolved dependencies
is only described as best effort in the spec [8]. This leads to the completeness
of dependencies to vary greatly between different build systems and languages.
In our example using npm, the dependency description is quite complete, with
a list of packages, including their versions and package hashes. Other languages
and build systems might not generate complete dependency descriptions. One
such language is C++, where the dependencies of standard library functions are
not well-defined, which can include platform-dependent implementations [16].

How dependencies are packed also impacts the completeness of the provenance.
In the case of node and npm, the package-lock.json provides some security
against tampering with dependencies, but as they are still resolved from an
external source (the npm registry), the possible attack surface is still signifi-
cant. To improve the tamper resistance of dependencies, they can be shipped
together with the artifact. Continuing with the example of node, an artifact
would include the node_modules directory, keeping all relevant code contained
in one project, allowing for more complete auditing.

While compiled languages, such as Go or C, might not always provide a complete
list of dependencies, artifacts created using them are typically self-contained ex-
ecutables which include all dependencies. As such, it could be argued that these
languages are more secure, as no dependency can be altered after the executable
has been created. This does not however tell the complete story, as analyzing
and auditing these dependencies in the first place can prove challenging.
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Version 0.1 of the SLSA spec included a higher level 4 which required hermetic
builds. Hermetic builds treat all system tools and dependencies as source code,
guaranteeing that the provenance’s dependency list is complete [13]. This level
was however dropped when version 1.0 of the SLSA spec was released, lowering
the security ceiling that the framework can provide. However, even in the now-
removed level 4, a level 4 artifact could be built from level 0 dependencies, likely
as requiring all dependencies to reach a specific SLSA level would be impractical
for any real project.

At its core, SLSA only tries to provide tools to verify that an artifact has been
built a specific way, and that is has not been tampered with since it was built.
SLSA does not try to deal with vulnerabilities in the projects it is used for, which
also extends to external dependencies. SLSA is indeed only a small part in the
larger software security ecosystem, and is most useful when used together with
rigorous manual and automated vulnerability analysis of the released artifact
and all its dependencies.

6 Conclusions
We have shown a number of simple, practical steps that can be taken to make
an npm-package SLSA level 3 compliant by utilizing the SLSA projects provided
GitHub workflows. Very similar steps can be taken for artifacts created with
other languages as well, as SLSA provides similar generators for a handful of
build systems, such as Go, Gradle and Bazel. The SLSA project also allows users
to use arbitrary build systems with their Build your own builder-framework.

SLSA is not a silver bullet to solve all software vulnerabilities and cyber attacks,
nor is it intended as one. The framework focuses on providing a verifiable softare
bill of materials and on promoting transparent, hardened build systems. Thus it
should be used together with other tools and processes that assist with writing
and auditing source code, analyzing vulnerabilities and keeping systems up to
date as new vulnerabilities are found. Describing and verifying dependencies is
quite loosely defined in the SLSA specification, requiring users to independently
implement systems to secure dependencies to their required level. Users will also
have to consider if arbitrary packages and developers should be trusted or if some
additional verification is needed. It is not very useful to know that a package
has not been tampered with if you do not know if the package is secure to begin
with.
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Abstract

Third party cookies are block of data, set by third party servers, without

user directly visiting their websites. Third party cookies are used in digital

advertisement to track users and by using gathered information to pro-

vide more relevant and profitable ads. User tracking may cause privacy

concerns and web browser developers have reacted this by starting phase

out third party cookies. Purpose of this study is to present how third party

cookies can be used for user tracking and how web browser developers plan

to replace third party cookies.

KEYWORDS: cookie, third party, tracking, browser, advertising

1 Introduction

HTTP cookies, that are also called just cookies, are block of data that

consist of key value pairs, which HTTP server sends to a web browser

[1] and browser saves it to the device. Cookies are useful and sometimes

essential for web pages to work but they also serve many other purposes.

Cookies are used, for example, in authentication, storing stateful data like

website settings or online shopping cart content.

Cookies are regulated in EU by GDPR and ePrivacy Directive [2], but



cookies are used for purposes which may concern web users. Concerns are

related to third party cookies which are used tracking users [1] and profil-

ing users based on their online behaviour [3]. User tracking and profiling

are done in commercial purposes but malicious entities may misuse them.

Web browser developers have noticed the bad reputation of the third party

cookies and are developing technologies for privacy preserving advertise-

ment without third party cookies [4, 5, 6]. Mozilla and Apple are already

blocking third party cookies by default in their browsers for privacy con-

cerns [7]. Google plans to deprecated use of third party cookies by the end

of 2024 [4].

In order to evaluate proposals to replace third party cookies, this paper

presents how third party cookies can be used to gather information about

web users and what kind of browser related technologies are planned for

replacing them to ensure ad based funding of websites.

This paper has following structure. Section 2 presents the background

of third party cookies and describes how third party cookies are used for

user tracking and how third parties can share information between each

other. Section 3 describes browser related proposals for replacing third

party cookies in advertisement. Section 4 discusses the third party cookie

alternatives presented in Section 3 and Section 5 is last chapter with some

concluding remarks.

2 Third party cookies

Increasing amount of web pages are composed of content which are deliv-

ered from third party servers [8]. For example, news websites can have

embedded content from social media [9], content delivery network (CDN)

or advertising network which are received from third party servers. Third

party servers can use cookies when their contents are used without user

directly visiting their web pages [1]. These cookies received from third

party servers are called third party cookies.

2.1 Third party tracking

Tracking user’s web browsing history with third party cookies is one way

of perform third party tracking. Purposes of tracking user’s web behaviour

are often related to personalized user experience, web analytics or tar-

geted advertisement [10]. According to Somé et al. [10] third party needs



ability to recognize the web user and identify the website which user is

visiting. User recognition is done with third party cookies.

Simple example of third party tracking with cookies is the following.

User first visits a website A, which has third party content from third-

party.com. Now thirdparty.com has possibility to set a cookie, which later

on can be used to recognize the user. Also, thirdparty.com learned that

user visited the website A. Next time when user visits different website

B which has content from thirdparty.com, this third party recognize the

user with the cookie set earlier and it also learned that user has now vis-

ited in web pages A and B. The more user visits web pages which contains

content from the same third party, the more information the third party

can gather from user’s web history and behaviour [10].

2.2 Cookie synchronization

Papadoulos et al. [3] note that, due to the same-origin policy and using

cookies for identifying users, different third party trackers have differ-

ent identifier for the same user. Same-origin policy restricts communi-

cation between scripts or documents that have different origins [11]. One

method to work around this limitation and bypassing the same-origin pol-

icy is cookie synchronization. They [3] describe it as a method to share

user’s web browsing behavioral between different third parties so that

all third parties does not necessarily have direct information which web

pages users have visited.

Cookie synchronization works as follows. User visits a web page A

where are third party content from thirdparty.com and a web page B

where are third party content from anotherthirdparty.com. Both of these

third parties can set their own cookies for recognizing the user in the fu-

ture but these third parties can recognize only their own user identifiers.

If these two third parties have decided to collaborate, they can share their

user identifiers with each other when user visits web page C where is

third party content from thirdparty.com. When user request third party

content from thirdparty.com via web page C, thirdparty.com will redirect

user to anotherthirdparty.com with crafted URL which contains user iden-

tifier of thirdparty.com and original domain of web page C. Now anoth-

erthirdparty.com knows also user identifier used by thirdparty.com and

it can match that to user identifier used by itself. thirdparty.com and

anotherthirdparty.com can share their knowledge in the background by

synchronizing their databases to learn more about user’s web browsing



Figure 1. Cookie synchronization process based on Papadoulos et al. [3] example.

history from each other [3]. Figure 1. illustrates the example cookie syn-

chronization process.

Papadopoulos et al. [3] found that 97% of the regular web browsing

users are exposed to cookie synchronization and most of them are exposed

to it within the first web browsing week. According to Papadoulos et al.

[3], ad related domains participated in more than 75% of all cookie syn-

chronizations.

2.3 General Data Protection Regulation (GDPR)

Tracking of web users has caused concerns related to privacy. Internet

Engineering Task Force (IETF) state already in 2011 [1] that third party

cookies are worrisome since those can be used to track the user without

user ever visiting the third party server directly [1]. According to Urban

et al. [9], website owners do not always know which third parties’ content

they are providing for the users and this may cause unwanted privacy and

security problems. Legislators in European Union have notices worries

related to web users privacy and have enacted GDPR to protect individu-

als right to their own personal data such as web browsing history. Even

though a single cookie is not considered to be sufficient to identify a user

[12], GDPR is applicable for cookies if they are used with other informa-

tion stored on servers to create identifiable natural person profiles [13].

Basically this means that web pages which are using cookies must inform



users about personal data collection and request users consent for cookies

[2].

3 Web browser without third party cookies

Future of third party cookies does not look bright. Privacy concerns re-

lated to third party cookies has been noticed by Apple and Mozilla. Safari

and Firefox web browsers already block third party cookies by default [7].

According to StatCounter [14], Firefox had 3% browser market share and

Safari had almost 20% browser market share in October, 2023. Google,

whose Chrome web browser has almost two-third of the browser market

[14], has planned to gradually phase out third party cookies starting from

midway through 2024 [15].

3.1 Privacy Sandbox

Google is leading Privacy Sandbox initiative that target to protect people’s

privacy and provide tools to companies and developers for build prosper-

ous digital businesses in the future. The Privacy Sandbox decreases the

amount of third party tracking by deprecate use of third party cookies

and replacing them with web standards that provides safer alternatives

[4]. Google notes that deprecating and removing third party cookies is a

challenge [16]. Their initial plan was to abandon third party cookies in

2022 but it has been postponed twice already [7]. According to current

schedule, Google will disable third party cookies for 1% of Chrome users

globally from the beginning of 2024 and staring gradually disabling third

party cookies in Q3/2024 [4].

The Privacy Sandbox contains several proposals which are in different

phase of development process. Proposals which are related to relevant

content and ads are FLoC API, Topics API, Protected Audience API and

Attribution Reporting API. FLoC means Federated Learning of Cohorts

and its development is already stopped. Its purpose was to create large

groups of people with similar browsing pattern to provide safety so that

individual person does not stand out from the group [4]. According to

Hana et al. [7], FLoC was ruled out since it did not comply with GDPR.

According to Google [4], Topics API is designed to maintain user pri-

vacy and enable showing relevant content and ads. Each website visited

by user will be labeled by Topics API based on high-level topics of web-



sites. Then browser shares five most frequent topics collected from last

three weeks [17] with the sites user visits and topics can be used to pro-

vide more relevant ads without revealing visited websites. Topics are se-

lected from a publicly visible list which is human-curated and does not

include sensitive categories like sexual orientation. Topics API was an-

nounced in Q1/2022 [17] and it is successor of discontinued FLoC with

different approach to same use case. Chrome already supports Topics API

starting from version Chrome Stable 115. According to Hana et al. [7],

experts think that Topics API seems to be transparent and privacy protec-

tive but it is an issue for advertisers who want to target all website users

with only one common topic.

Protected Audience API (formerly know as FLEDGE) is proposal of

Google for having ad auctions without third party cookies by enabling on-

device ad auctions by the browser [18]. Target of the Protected Audience

API is to make remarkerting possible without third party tracking. Pro-

cess starts when user visits a website that wants to advertise its product.

Then advertiser website can ask browser to add membership for the in-

terest group. If the request is successful browser stores the name, owner

and configuration information of the interest group. Configuration in-

formation contains access to bidding code, ad code and possibility to use

real-time data depending on if the group owner is in the later phase in-

vited to ad auction. When user visits a website which has ad space for

sale, then the ad space seller specifies available ad space, who can bid

and methods to score bids and asks browser to run auction. Only interest

groups that browser is a member and whose owners are invited to auction

can place their bids. Website will show winning ad in a fenced frame that

securely shows ad without sharing cross-site data. Result of the auction

can be reported by ad space seller and auction winner can report their

wins. According to Dutton and Lee [18] using Protected Audience API

advertiser does not learn websites user is visiting and ad publisher does

not learn about user’s interests. Geradin et al. [19] notes that there has

been critique related to on-device ad auctions. Moving ad auctions to end

users shoulder strain user devices with increasing use of bandwidth and

computational power [20].

Proposal of Google for replacing third party cookies in conversion mea-

surement is called Attribution Reporting API [21]. It provides two differ-

ent kind of reports which are Event-level reports and Summary Reports.

Event-level report provides data by combining a particular ad or view



with data on the conversion side. According to Nalpas and White [21],

to preserve users privacy, data from conversion-side is very limited and

noise is added to the data. With noise they mean random data instead

of real data. Also another measure from privacy aspect is that there are

delay between actual measurements and sending of the report. Summary

reports offer more detailed data on aggregated level. Summary reports

are encrypted by the browser and cannot be viewed without using aggre-

gation service. Reason for this is that the aggregation service add noisy

to the reports to add privacy. In both cases browser has a key role of

combining clicks or views with conversion data and providing outputs to

predefined endpoints. Cross-site identifiers are not used in either of the

reports. Geradin at al. [19] notes that delay in Event-level reports makes

campaign optimization impossible for advertisers.

3.2 Private Click Measurement

Apple has introduced Private Click Measurement (PCM) [6] for more pri-

vacy friendly web-to-web click measurement without cross-site tracking

of users. PCM uses an 8-bit identifier for the ads in the source website

side and a 4-bit identifiers for events on the conversion website side. This

means that source website can use 256 identifiers for the ads and conver-

sion side website can use 16 different identifier conversion events. When

user clicks an ad that has a source side identifier, browser will store this

event with source location, destination location and source side identifier

for 7 days but this data is not accessible to the website. When user’s activ-

ity on the destination website leads to a trigger event and if the triggering

event matches with a stored click, then a single attribution report is sent

out randomly between 24 to 48 hours later to the website where source

click happened. Like Attribution Reporting API, PCM also handles data

on-device.

3.3 Interoperable Private Attribution

Mozilla Foundation, developer of Firefox web browser, has made proposal

called Interoperable Private Attribution (IPA), together with Meta, to pro-

vide privacy preserving advertising technology to the attribution problem

[5]. IPA serves similar purpose as PCM and Attribution Reporting API

but differs from them by using Secure Multiparty Computation (MPC) to

join ad clicks, views and purchase events with conversion data instead of



using user device.

According to Mozilla [5], IPA uses Match Keys as user identifiers and

these are stored locally by browser. Match Keys are set by websites and

IPA enables websites to set same Match Key for multiple devices, if user

logs in to the same website with different device. Match Keys are write-

only identifier and are visible only to the browser. Match Keys are used

together with source and trigger events. Source events are events, like

when user sees or clicks an ad in a website. Trigger events are events

which might be related to source events, like when clicking an ad has

lead to purchase or application installation. Trigger event can contain a

numerical trigger value which is meaningful related to conversion. Web-

sites can request browser to create source or trigger event and log rele-

vant metadata like time of action. Browser adds Match Key to the event

and encrypts the data before sending it to the desired endpoint of the re-

quester.

IPA [5] purposefully makes encrypted event data inaccessible for ad

advertisers, publishers or parties representing them. Main idea of the

proposal is that ad advertisers or publishers first collect large batch of en-

crypted event data and then make queries with encrypted data to MPC

which decrypts the data but same time masks the Match Keys. MPC

consists of at least two servers which perform actions. To make process

easier to describe, let’s assume that data is encrypted twice by using ho-

momorphic asymmetric encryption, two servers are used for aggregation

and each of them has their own private-public key pairs which public

parts were used during encryption. Server one first decrypts the data

and masks the Match Keys with deterministic algorithm which is com-

mutative with the used encryption scheme. Server one shuffles the data

before forwarding it to server two. Now server two performs decryption,

masking and shuffling of data. Next server two joins source events with

trigger events by using Match Keys, add some random noise to data and

send the report back to requester. Since Match Keys are encrypted twice,

server one cannot learn them after decrypting data. Server two cannot

learn Match Keys after decrypting them since server one used determin-

istic algorithm to mask them. Original Match Keys are not exposed but

if there were events which had same original Match Keys, those events

also have same masked Match Keys due to the chosen algorithms and

encryption schemes.

To achieve better privacy for web users, proposal [5] includes privacy



considerations. Differential privacy is consideration which adds small

amount of random noise to the aggregate statistics. For example, if adver-

tisers know from their own data that someone has used 200 euros to buy

their product, aggregated statistics does not reveal this user since there

is noise added to the value. It is possible to make multiple queries with

small variation to the queried data and this way try to learn if specific

purchase action was involved in the data. Privacy budgeting is considera-

tion which are used to decide how much noise will be added to to queries.

Mozilla suggest that website has a privacy budget for each week and they

can decide how much of it will be used during one query. If website de-

cided to use all of their privacy budget for one query during that week,

they will receive only one report with small amount of noise. But they

cannot make any more queries for the same set of users. On the other

hand, websites can make multiple queries by using some portion of pri-

vacy budget for same set of users but now there are more additional noise

with each query results.

3.4 PARAKEET

PARAKEET is proposal from Microsoft to improve end user privacy but

still keep advertising as a profitable solution for funding websites [22].

Based on limited material available about PARAKEET [22], it is hard

to conclude how it works and what is it current status. Microsoft Edge

has 5% browser market share in the October, 2023, which makes it third

largest browser in number of users.

4 Discussion

It seems inevitable, that using third party cookies for tracking and profil-

ing users for advertisement purpose, will end in the future. Mozilla and

Apple has released their proposals which mainly covers statistics about

how many times ad placement has led to conversion. IPA from Mozilla

differs from PCM and Attribution Reporting API by using MPC to join

source events with trigger events. This means that MPC requires mul-

tiple trusted servers to provide user privacy. If using only one server,

and it turns out to be malicious, server will have access to original Match

Keys. If website provider owns this malicious server, it can directly com-

bine original Match Keys with its own data and track users. On the other



hand, IPA does not strain user devices with additional tasks as much as

PCM or Attribution Reporting API.

Google has almost two-third of the browser market share and this has

reflected in their contribution to provide multiple proposals for different

use cases in Privacy Sandbox. Developing alternative privacy preserving

advertising technologies for third party cookies seems to be challenging.

Google has already postponed deprecation of third party cookies twice and

Chrome is still using third party cookies as default. Google’s plan seems

to be having full set of advertising tools available for advertisers and pub-

lishers before deprecating third party cookies. With this strategy they

keep Chrome competitive in the eyes of ad tech during the change. This

may lead to scenario, where Chrome has dominant tools for ad tech pur-

poses and this leads to situation where Google can basically make all de-

cisions related to the user privacy within the limits permitted by law and

regulations. On the other hand, Apple and Mozilla or other web browser

developers may join forces to develop and push forward proposal which

they see the best.

5 Conclusion

This paper has reviewed how third party cookies are used for user track-

ing and what actions browser developers have taken to provide more

privacy preserving tools to help ad based funding of website in the fu-

ture without use of third party cookies. Third party cookies have has

important role for making ad based funding of website more profitable.

Due to privacy concerns related to third party cookies, Apple and Mozilla

have already preventing the use of third party cookies by default in their

browsers. Google is planning to deprecate use of third party cookies in

Chrome in the end of 2024. Apple, Google and Mozilla have made propos-

als how to privacy preserving advertising could work in the future. Mi-

crosoft has also made their proposal but there were limited information

available from it.

This papers relies heavily on browser developers own material about

their proposal. There are opportunities for future work to test browser

developers proposals in practice from user privacy perspective and their

potential for advertisers. Additionally, there are other methods, like first

party data, what can be used for making advertising more profitable.
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Abstract

Content Delivery Networks (CDN) are often used for serving content in the

Internet. They are used for serving the content due to good peering, high

bandwidth and redundancy. Also, they are often thought as a solution to

improve security of the page. However, due to their nature, they can be

used for causing denial of service attacks. This paper explains on different

types of attacks CDN-services can be abused, and also demonstrates two

theories.
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1 Introduction

CDN-services are widely used in the Internet these days to serve content.

It is estimated that majority of Internet traffic is transferred using CDN-

services [1]. The main idea of a CDN-service is to reduce the resources

used for serving data to client and increase the availability, and along with

availability the security of the origin server increases because instead of

going directly to the origin server, traffic goes through CDN-servers.

However, CDN-services cannot provide bulletproof protection against

cyberattacks. There are different kinds of attack types which can exploit



CDN-services, and forward attacks towards the origin server. This paper

focuses on telling about some attack types which are done exploiting CDN-

services. Most of the presented attack types focus on either bypassing the

CDN as a caching service, or caching a malicious response to CDN-servers

which is showed to visitors.

The paper begins by talking about CDN-services in general followed

by explanation of couple CDN-attack types. After that the paper focuses

on creating demonstrations of two attack types using a commercial CDN-

service to see if they are still valid, which is followed by discussing about

the results and concluding the paper.

2 CDN basics

This section provides basic information about the idea of CDN, such as

what is its purpose and what are its common use cases.

2.1 What is a CDN?

A CDN (Content Delivery Network) is a service often used for easing the

resource usage of origin servers.

Figure 1. An example of architecture of a CDN-service [2]

The idea is of a CDN-service is to provide a delivery network caching

static data, such as images, videos and binaries, and static websites which

are not changed that often [3]. Because usually these objects are usually

larger ones than usually, downloading these from the origin server takes

resources, and in worst case, jams the server traffic. This kind of jam-



ming can cause server inaccessibility. Because people cannot necessarily

connect to the server, it can lead to a temporary loss of revenue. Caching

makes it possible to store those files in CDN-servers (edge servers or CDN

nodes) [4]. Users connect to CDN-service’s servers instead of the original

server and download cached files from CDN-servers as seen in Figure 1.

This reduces the resources of origin server used for serving the files.

CDN-providers have edge servers in many continents. This is to pro-

vide a service with good connectivity worldwide. Multiple locations is nec-

essary for improving availability. For instance, if user is fetching file from

edge server which has issues, the data will be fetched from another server.

In the best scenario, the client does not see anything changing.

Besides caching, an edge server is usually behind a high-speed con-

nection. This is to ensure that downloading files would not slow when

multiple users are downloading from the same edge server.

2.2 Security

CDNs can be used for defending security problems as well. Because the

client fetches the data from an edge server, the real IP-address of the

origin server will not be revealed to the client. This makes it harder for

a potential attacker to get the real IP-address of the origin server. Also,

certain services can be used for filtering given IP-addresses accessing the

service or blocking a certain kind of traffic if the CDN-service provides a

web application firewall.

Because of hiding the IP-address of the origin server, CDN can be used

for protecting the origin server from Denial of Service (DoS)-attacks. DoS-

attacks are done to make target’s resources unavailable [5]. While a single

DoS-attack is done by a single source, the attack can consist on many

source, calling it DDoS-attack (Distributed Denial of Service). In DDoS-

attacks many devices are used to exploit a single target device to prevent

serving its data to users.

DDoS-attacks can happen by flooding target server with HTTP-requests

by doing HTTP-requests from multiple terminals at the same time. Due

to the tend of CDN-services, they can be used for blokcing certain attack

types because the traffic does not reach the origin server. The main idea

of a DDoS-attack is to cause harm for the target by preventing access to

its server. In case of downtime, some CDN-services can display a cached

version of the web page [3].

One type of DDoS-attack is a group consisting of thousands of devices



trying to connect to a single server. These devices almost always belong

to a botnet so they can be controlled and set to attack to a target when

wanted [6]. These days the peak rate of a DDoS-attack can be several ter-

abits per second, for example Google has mitigated a DDoS-attack whose

volume was over 2,5 Tb/s [7]. These days most of the attacks are amplified

[8], and become DRDoS-attacks Distributed Reflective Denial of Service.

The idea of DRDoS-attacks is to "amplify" the volume of the attack, of-

ten by exploiting a protocol, such as SSDP (Simple Service Discovery) and

NTP (Network time protocol). The volume used does not originate from

the attacker, but the attacker reflects the volume to the target server for

example by spoofing the source IP- address sent to the service used for

reflecting [8].

CDN-services can use Web Application Firewalls (WAF) to prevent at-

tacks reaching the origin server because they can be used as a proxy. For

example, it can be used for preventing XSS-attacks (Cross-Site Scripting),

SQL-injections and other attacks at the application running [9]. Because

the traffic is sent to edge server and if required, forwarded to the origin

server by the edge server, they can be used for inspecting the packets us-

ing DPI (Deep packet inspection) [10].

2.3 Routing technologies

The routing is often thought to be from the closest location of the client to

CDN-service’s own network. This option is often more expensive because

the bandwidth used in the service’s own network costs as well. Other

option is routing the traffic as little as possible in the CDN-service’s own

network, as close to the origin server. For example, Microsoft’s Azure

CDN-service can be configured to use either type of routing [11].

CDN-services can use Anycast-based IP-routing approach in their edge

servers [12]. The idea is that a certain IP-address or a block is advertised

in multiple locations, and while connecting, the shortest path to the edge

server is chosen.

For web-traffic, different CDN-services might use different technolo-

gies for forwarding the traffic to origin server. For example, HTTP-redirection

can be used [13] to forward requests to the origin server replicating the

headers it received with the original request.



3 Attacking to CDN

Although CDN-services can be used for increasing security of the origin

server, they cannot be considered as perfect options of protection from

DDoS-attacks. There are methods of bypassing the given DDoS-attack

protection in some cases due to the nature of CDN-services. However,

CDN-services can be used for other forms of attacking the origin server.

3.1 Random String Denial Of Service

One method of bypassing CDN edge server is called Random String De-

nial of Service [3], which works by causing cache to miss the CDN edge

server. Because the file does not exist in the edge server, the edge server

tries to fetch it from the origin server and directs the load to the origin

server [14]. Usually, static files are cached to edge servers of a CDN-

service (for example https://cdn.example.com/image1.png). Random String

Denial of Service works by adding a randomized string to the end of the

URL (for instance https://cdn.example.com/image1.png?id=1).

Because the attack is abusing the connection between the CDN edge

server and the origin server, the connection speed between the attacker

and the edge server does not have to be fast. One of the solutions could

be to have a real-time database of IP-addresses accessed the site [3]. If a

certain IP-address tries to connect too frequently to a site, access to the

resource can be blocked. Also, the edge server could throttle the speed

towards to origin server to reduce the traffic in a short time [3].

3.2 Cache Poisoning Denial of Service

Cache poisoning works by sending malicious headers to the to the HTTP-

query [15]. If the page has not been cached, the CDN edge server forwards

the query to the origin server, and because the request contains addi-

tional headers, the origin web server responds with an error code. The

edge server receives the error code and displays it for the clients trying

to access to page. Because certain HTTP-request types (DELETE, PUT)

are often forwarded to the origin server because the page functionality re-

quires them, attacker can abuse them to cause a DoS-attack towards the

server.

There are a few methods to defend against cache poisoning. For in-

stance, a WAF can be set to block unnecessary request types. If that is



not possible, WAF could be set to detect anomalies in HTTP-headers, and

block those requests, although the origin server has to do the filtering.

Also, not caching error pages to CDN edge server can defend from this

type of attack [3].

3.3 Port scanning using CDN-servers

CDN-services are often thought to connect to ports 80 and 443 (HTTP and

HTTPS ports), providers can allow TCP-connections to other ports as well,

making the CDN-service vulnerable for TCP port scanning of the origin

server [16] [3]. The determination of whether the port is open, filtered or

closed depends on the error code [16] and the body attacker receives in the

response. One of issues of this behavior is that the origin server sees the

scanning originating from the CDN-server. It might cause issues if the

origin server tries to filter the traffic from the IP-address port scanning

comes from.

The abuse of the information is not large because often the IP-address

of the origin server is not known, it can still reveal some information about

the origin server, and help the attacker to limit the number of proba-

ble targets. To protect the origin server from such attack, one solution

could be to disable possibility to connect to unnecessary ports of the ori-

gin server (e.g., allowing 80 and 443 only). Also, the origin server is highly

recommended to put behind a firewall, which could hide or filter unused

ports.

3.4 XSS-attacks

The idea behind XSS-attacks is to override the origin policy [9]. By doing

XSS-attacks, the attacker can inject malicious scripts to the site, which

can affect other visitors (stored XSS-injections) [9]. Web application fire-

walls can be used for a protection from these attacks. Also, the structure

of web applications must be made XSS-proof.

Because edge servers are often used for caching information from the

origin server, they can accidentally be used for storing XSS-injections for

other users for a longer time if the cache is not refreshed. edge servers

can be used for protecting XSS-attacks.



4 Practical tests

Random string attack and cache poisoning can cause difficulties securing

the origin server from DDoS-attacks. They are demonstrated in this sec-

tion. The purpose is not to cause a large-scale DDoS-attack, but to see if

these attacks work.

The CDN-provider chosen for these tests was Cloudflare [17]. Tests

were run on a virtual machine running Ubuntu 23.04, and the web server

run in the server is Nginx 1.24.0 unless stated otherwise. Cloudflare’s

free plan is used as a CDN service without further configuring. The only

configurations done was adding the domain to Cloudflare and adding two

A-records pointing to server. Another record was set to pass the traffic

through Cloudflare’s service and another one was pointing the server.

4.1 Random string attack

As mentioned in the subsection 3.1., random string attack is method used

by adding a key with a random value to the end of an URL. Because the

URL with the randomized string is not cached to the edge server, it has

to fetch it from the origin server, which causes load to the server. Two

virtual servers are used configured: one for accessing the server directly,

and another for accessing server through Cloudflare’s edge server.

To do the test without Cloudflare, a simple picture (test.png) was up-

loaded to /pictures/, so the full was <serverroot>/pictures/test.png. The

path for cached picture was <serverroot>/cf-pictures/test.png.

Figure 2. Accessing the picture without CDN. Taken from Nginx’s access log file (times-
tamps edited away).

As seen in the figure 2, each request to the picture is logged to the

Nginx access log.

• The first line shows that the picture is fetched successfully (HTTP 200)

• The second line shows that the picture is fetched successfully, but it’s

cached in the client (HTTP 304)

• The third line shows that if the value of the key is changed, the picture

is re-fetched from the server



• The fourth line shows that if client flushes their cache, the picture is

fetched that it does not exist.

Figure 3. Accessing the picture with CDN. Taken from Nginx’s access log file (times-
tamps edited away).

Figure 4. A WAF-rule used to block all queries in Cloudflare used for blocking queries in
the end of URL

As seen in the figure 3, using re-accessing to the file does not appear in

the log file (i.e. there is no HTTP 304). The reason is using Cloudflare as a

caching service. However, it’s worth noting that using a key and variable

after the end of the path directs the queries to the origin server, which

suggests that Cloudflare’s CDN is vulnerable to random string attacks.

Also, it’s the source IP-address differs from the ones in the figure 2. The

reason is that instead of fetching the data directly, an edge server fetches

it and serves it to the user.

However, a WAF-rule in Cloudflare can be used to block random ac-



cess queries. The following rule in Figure 4 blocks all the HTTP-traffic

containing character ? in the URL.

4.2 Cache poisoning

In this section cache poisoning is going to be tried as described in the

section 3.2. The main idea is to cause issues so that due to an incorrect

HTTP-method the site responses with an error code and therefore is does

not show the page correctly but users see a cached version of the error

page.

By default Nginx returns HTTP error code 405, which is also known

as "Method not allowed". This means that the web page is not configured

to support the given request type.

Testing queries were done using cURL [18] with the following com-

mand: curl -X PUT http://<domain-using-cloudflare>/new-path/test3.html.

The file contains the following information (in HTML): <html>This is

test3.html</html>.

Figure 5. Screenshot from Nginx’s log file after send PUT-request to file and then fetch-
ing it four times using a GET-request

The PUT-request went through Cloudflare as expected. Although the

PUT-request responded with HTTP error code 405, the page was not re-

placed with the error page and showed normally, as expected based on pre-

vious texts [15]. However, Cloudflare did not cache the page. As seen in

the Figure 4, each new GET-request to /new-path/test3.html was fetched

again from the origin server. This is quite interesting situation - because

even though the content was not modified after the PUT-request, during

each request Cloudflare fetches the page and does not seem to cache it.

This kind of behavior may expose the origin server to DDoS-attacks. If

it is known that creating a query which the server responses by HTTP

error code 405 allows the caching to be bypassed, an attacker can send

"usual" HTTP GET-requests to the web page and the edge server fetches

the content each time.

Cloudflare has had issues related to cache-poisoning if the page re-

turns HTTP error code 404 when sending HTTP-request [15]. The error

code is used to indicate that the path does not exist on the server. To test

this, a simple Express web-application was created which prints "GET" to



console and returns response with HTTP-code 200 if the server receives

a GET-request. If a POST-request is received, server outputs "POST" to

console, and returns HTTP-code 404 to client.

Figure 6. Screenshot from the server console and sent requests to the server

As seen in the figure 6, the first sent POST-request receives HTTP-

code 404 and GET-requests after that receive HTTP-code 200 fine, so the

cache has not been poisoned. However, Cloudflare seems to have issues

caching the GET-page, like with Nginx for some reason. The page is

fetched two times with two GET-requests in total, which implicates that

the edge server does not cache it. Also, it is worth noting that the domain

hadn’t been visited before requests done in Figure 6 so Cloudflare could

not have cached it before the requests.

4.3 Discussion about the results

Considering the nature of the random string attack, it was not surprising

that Cloudflare did not block the attack by default. However, Cloudflare’s

free plan has an option to set up a WAF-rule to block or limit queries used

for random string attacks, or whitelist only the required ones, which was

a surprise. If used properly, it will stop the attacking queries to the edge

servers. However, the WAF-feature has to be enabled separately, so it

is not automatically enabled. Also, the user is not necessarily informed

about it.

However, the result related to cache-poisoning was a surprise. Even

though the exploit did not work like it was supposed to work (respond-

ing with a cached 404-page instead of the real content), Cloudflare’s edge

servers still fetched the content from the origin server. This caused traffic

between the edge server and the origin server, which can be used for caus-

ing a DDoS-attack towards the origin server. Cloudflare allows creating



a WAF-rule to allow/disallow different request types, but limiting access

to the web page based on the methods can be difficult: what if different

requests, like PUT- or POST-requests are required for the web page to

functional? Limiting all other HTTP-requests except GET-requests would

not be a solution then. The situation itself is admittedly quite difficult

– these days web pages usually contain other type of requests than just

GET-requests.

An improvement to the cache-poisoning configuration could adding a

layer between the edge server and the origin server, such as a firewall to

block traffic if it detects malicious behavior. Also, the used CDN-service

could be configured that once a certain amount of traffic is configured,

it would act as a limiter by blocking traffic unless a CAPTCHA [19] is

resolved to prevent machine-created traffic accessing the origin server.

5 Conclusion

This paper gave introduction to CDN-services in general and explained

how CDN-services can be used for attacking web services. Practical demon-

strations were given for random string attacks and attempt for cache-

poisoning, and after the demonstration, there was discussion about the

results. In practical testing Cloudflare was used as a CDN-service. Even

though random string attacks are known to be problematic for CDN-

services, Cloudflare turned out to be vulnerable without further configura-

tion. Regarding to cache-poisoning, Cloudflare did not perform as before,

but strange behavior was encountered because pages were not cached.

CDN-services can often be used for improving the performance of web

applications. They can be used for improving security as well. However,

they should not be used as all-in-one protections because they have their

own issues. If their issues are understood and their vulnerabilities, such

as random string attacks, are limited somehow, CDN-services can be used

to improve the performance and the security.
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Abstract

This paper investigates known attacks against Content Delivery Networks

(CDNs) arising from adopting HTTP/2. It focuses on how HTTP/2 can

be exploited for denial-of-service (DoS) attacks, detailing various attack

methodologies, such as amplification and slow-rate attacks. Additionally,

the paper discusses the ethical implications and responsible disclosure

practices in cybersecurity research related to CDNs.
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1 Introduction

Content Delivery Networks (CDNs) play a crucial role in Internet infras-

tructure. CDNs efficiently deliver internet traffic by distributing content,

optimizing load times, ensuring high availability, and providing security

measures, making them vital for enhancing user experience and demand

for online services. These attributes make CDNs very popular.

Different approaches exist to how CDNs can be utilized [1]. One type

of CDN utilization involves CDN-based edge servers first requesting data

from the origin server and storing the content of the website in a cache



before serving it to clients. Consequently, when clients seek the website,

they are directed to the nearest CDN edge server, which provides the

cached content. As illustrated in Figure 1, this results in a connection

scenario: one between the client and the CDN edge server, as well as an-

other between the CDN and the origin server. The interaction between

the edge and the origin is the "CDN-origin" connection, while the commu-

nication between the CDN and the client is the "client-CDN" connection

[2] [1].

Figure 1. Illustration of Content Delivery Network interaction

Due to their critical role and the vast attack surface they expose due

to their complexity, CDNs are vulnerable to security attacks and exploita-

tion. These attacks may target the CDN infrastructure, the online service

providers relying on the CDN, or the end-users who access these online

services [1]. Given the critical significance of CDNs, CDN providers want

to address vulnerabilities immediately. Consequently, the research may

rapidly become outdated, as the attacks continually evolve.

Through a literature review, this paper aims to elucidate the current

landscape of CDN security, focusing on HTTP/2 attacks. The research

entailed an analysis of recent peer-reviewed journals, conference proceed-

ings, and industry reports, selecting sources based on their relevance to

CDN security and HTTP/2. Searches across databases, including IEEE

Xplore, ACM Digital Library, and Google Scholar, utilized targeted key-

words to gather relevant literature. Additionally, the review assesses eth-

ical considerations in the literature.

This paper is organized as follows: Section 2 introduces relevant back-

ground information. Section 3 outlines methods by which HTTP/2 is lever-



aged in attacks against CDNs. Section 4 discusses ethical considerations

and disclosures found in the referenced papers. Section 5 provides a dis-

cussion of the findings of this paper. Finally, Section 6 offers concluding

remarks. ,

2 Background

2.1 Content Delivery Networks

Content Delivery Networks (CDNs) are a series of strategically dispersed

servers designed to optimize the delivery of digital content to end-users.

Their foundational purpose is to bridge the potential geographical gap be-

tween the source of web content (often referred to as the origin server, see

Figure 1) and the end user, ensuring that content, such as web pages,

videos, images, and other web resources, are delivered efficiently and

swiftly [3] [4].

The growing complexity of web traffic has driven the evolution of CDNs.

As the internet has become more ubiquitous, it became evident that serv-

ing users from a single, centralized server could lead to bottlenecks, es-

pecially when many users try accessing the same content simultaneously

[5] [4]. CDNs emerged as a strategic solution to these challenges by redis-

tributing the delivery load.

Functionally, when a user requests content, such as a video or an im-

age, the request does not go directly to the origin server but is instead

redirected to the nearest edge server in the CDN. This "nearest" server is

selected based on algorithms considering proximity and server health [5]

[4]. If the edge server already has the content cached, it delivers it to the

user; otherwise, the CDN retrieves it from the origin server or another

edge server that has cached the content. This approach reduces latency

and ensures high availability and redundancy [3].

CDNs, however, are not just about speed. As security threats have

become more sophisticated, CDNs have evolved to incorporate security

measures. For instance, they can help mitigate threats by distributing

traffic, making it harder for malicious actors to target a single point in the

network. CDNs distributed nature provides a formidable defense against

Distributed Denial of Service (DDoS) attacks. Additionally, many CDNs

come equipped with Web Application Firewalls (WAFs) and other secu-



rity features to scrutinize and filter incoming traffic, thereby providing a

layered shield against malicious activities [1].

2.2 CDN Security Challenges

Ghanznavi et al.[1] discuss the various security challenges faced by CDNs,

categorizing them into three main components: edge servers, routing, and

origin servers. All of these components have their own vulnerabilities and

attack vectors.

Edge Servers

Edge servers play a pivotal role in CDNs, managing caching and content

delivery to users. Ghaznavi et al. [1] identify several security challenges

for edge servers, including application layer threats, vulnerabilities in

caching mechanisms, susceptibility to DoS attacks, and risks of covert

channel threats. These challenges necessitate distinct and robust secu-

rity measures to ensure edge server integrity and resilience.

Origin Servers

Origin servers, which store the original content distributed by CDNs, also

face security risks. The intermediary role of CDNs can lead to man-in-the-

middle scenarios, potentially compromising SSL/TLS encryption. This

split in secure sessions lets CDNs access unencrypted content, leading to

concerns about possible data interception or alteration without adequate

security measures. Additionally, malicious CDNs could exploit their po-

sition to collect IP addresses or circumvent geographical restrictions [2]

[1].

Request Routing

Request routing within CDNs introduces security challenges, as outlined

by Ghaznavi et al. [1]. Attackers can exploit vulnerabilities to redirect

traffic or bypass security measures. These tactics include ingress and

egress harvesting, targeting user data entering or leaving the CDN. Ad-

ditionally, HTTP smuggling and multiple host ambiguities can lead to at-

tacks, such as cross-site scripting or cache poisoning, by exploiting incon-

sistencies in HTTP request interpretation. DoS attacks, mainly through

CDN network abuse for traffic amplification, pose a significant threat.

The paper later discusses the utilization of HTTP/2 in CDNs for orches-

trating DoS attacks.



2.3 HTTP/2

Hypertext Transfer Protocol (HTTP) is the foundation of data communi-

cation on the World Wide Web, facilitating the exchange of information

between web browsers and servers. Its development has been pivotal in

the evolution of the internet, from the early HTTP/0.9 to subsequent ver-

sions, HTTP/1.0 and HTTP/1.1, culminating in the more recent HTTP/2

and HTTP/3. Each version of HTTP has refined and expanded the capa-

bilities of the protocol, catering to the growing demands of web communi-

cation [6].

The HTTP/1.1 protocol, widely used on websites, supports client-server

communication through request-response exchanges. In this version, each

resource request necessitates a new Transmission Control Protocol (TCP)

connection, a process that becomes inefficient for web pages with many

assets [6]. To address these inefficiencies, HTTP/2 introduces significant

improvements for data transmission between clients and servers, such as

multiplexing streams, server push events, and flow control mechanisms

[6] [7].

Moreover, HTTP/2 uses frames, such as WINDOW_UPDATE and SETTINGS,

to manage and adjust window sizes and optimize the data transmission

process [7]. This advancement in HTTP/2 over its predecessor, HTTP/1.1,

addresses the challenges of the older protocol and offers a more efficient,

streamlined approach to web data transmission.

3 Leveraging HTTP/2 against CDNs

In their papers, both Song et al.[8], and Guo et al.[9] survey popular CDN

vendors, analyzing their support for HTTP/2 in their networks. Their

papers show that most CDN vendors support at least HTTP/2 between

the client and edge server but not for the connection between the edge

server and the origin. Adversaries can abuse this protocol change [8] [9].

This section will explore how adversaries can leverage HTTP/2 in CDNs

to cause DoS attacks.



3.1 HTTP/2 Bandwidth Amplification Attack

Amplification attacks, a prevalent form of DDoS, exploit bandwidth dis-

crepancies between attackers and origin servers. In the context of CDNs

handling HTTP/2 traffic, these attacks are particularly concerning un-

der the Ignore and Follow policies. The Ignore policy leads to the CDN

overlooking HTTP/2 flow control, while the ’Follow’ policy aligns the CDN

flow control with the CDN-origin TCP connection. Attackers leverage

these policies to initiate amplification attacks, reducing the receive win-

dow size and inundating the CDN with simultaneous HTTP/2 requests,

significantly unbalancing traffic between the CDN-origin and client-CDN

connections [8].

Executing a DoS amplification attack in CDNs via HTTP/2 involves

several steps. Initially, the attacker sets the SETTINGS_INITAL_WINDOW_SIZE

parameter in the SETTINGS frame to 0 and sends a HEADERS frame to re-

quest resources through the CDN. This setting prevents the reception of

any DATA frames. To bypass CDN caching, the attacker appends a random

query string to the URL, prompting the CDN to fetch the resource using

the HTTP/1.1 protocol [8].

Subsequent actions depend on the policy of CDN, either Ignore or

Follow, affecting how much of the resource is retrieved. With the at-

tacker’s receive window at zero, the CDN is limited to returning only

the HEADERS frame, leading to a substantial discrepancy in traffic vol-

ume between the client-CDN and CDN-origin connections, resulting in

traffic amplification. Additionally, the exploitation of the multiplexing

feature of HTTP/2 further amplifies traffic, as the bandwidth needed for

a HEADERS frame on the client-CDN connection is significantly less than

that required for a three-way handshake in a CDN-origin TCP connec-

tion. This disparity grows with increased concurrent streams [8].

Another aspect enhancing the potential for amplification attacks is

using header compression of HTTP/2 (HPACK) encoding. The HPACK

compression allows attackers to enlarge the size of response headers sig-

nificantly. Attackers can craft requests with oversized header fields, ex-

ploiting the compression of the HPACK mechanism to create large head-

ers that expand considerably upon decompression by the CDN. When the

CDN decompresses these, they expand back to their original size. Such

an approach is efficient with custom or commonly large headers, such as

cookies or user-agent strings [9].



3.2 Slow rate attacks

As described by Song et al. [8], slow-rate attacks exploit the TCP kept-

open time of the connection by manipulating the TCP receive window size.

These attacks monopolize numerous TCP connections for extended peri-

ods, using up all available connections and disrupting regular service op-

erations.

Adopting the Follow policy in a CDN allows adversaries to manipu-

late the WINDOW_UPDATE frame. As illustrated in Figure 2, this manip-

ulation controls the duration for which the CDN-origin connection re-

mains open. The attacker achieves this by continuously sending multiple

WINDOW_UPDATE frames in a stream and setting the WINDOW_SIZE_INCREMENT

parameter to a small value. Such a tactic reduces the speed at which DATA

frames are transmitted on the client-CDN connection. Concurrently, the

CDN might delay or regulate the speed at which it receives response data

from the origin server. This method enables the attacker to indirectly ex-

tend the kept-open time of each CDN-origin connection. Consequently, an

attacker flooding a CDN with numerous resource requests can deplete all

available connections to the origin server, leading to significant service

interruptions [8].

Figure 2. Illustration of a Slow-Rate Attack

Slow-POST Attack

Within the spectrum of slow-rate attacks, Slow-POST attacks, as eluci-

dated by Guo et al.[9], are particularly impactful against CDNs. These

attacks exploit processing of the HTTP POST request and forwarding

mechanisms within CDN infrastructures, leading to significant service

disruptions. The attacker initiates a POST request with a large declared

content size in the Content-Length header and transmits the data slowly.

This tactic purposefully extends the TCP connection duration, straining



the capacity of the server to its limits. The effectiveness of Slow-POST

attacks stems from how certain CDNs handle the forwarding of POST re-

quests. The vulnerability lies in CDNs that forward POST requests to the

origin server immediately upon receiving just the POST header instead of

waiting for the entire POST body. This premature forwarding mechanism

is exploited by attackers to prolong connections between the CDN and the

origin server, resulting in resource exhaustion and denial of service for

legitimate requests [9]. The research of Guo et al.[9] also highlights the

variability in CDN responses to Slow-POST attacks. Their experiments

across various CDNs reveal differences in handling POST requests, with

some CDNs, such as CloudFront and Fastly, starting the forwarding pro-

cess upon receiving only the POST header. This variation signifies an

exploitable weakness in CDNs that choose immediate forwarding over a

more cautious, buffered approach.

4 Ethicality of papers

A notable aspect of contemporary research on Content Delivery Networks

is the consistent attention to ethics and responsibility, particularly in han-

dling disclosures and potential impacts of the findings. Studies in this

domain, including those by Guo et al. [9] and Song et al. [8], demonstrate

a commendable level of ethical awareness and responsibility.

In their research on CDNs, Guo et al. [9] and Song et al. [8] conducted

their experiments using their origin servers, thereby avoiding any nega-

tive impact on public web services or user data. This method of operation

reflects a careful and responsible approach to research in the field.

Both teams also displayed a commitment to responsible disclosure of

their findings. They reported vulnerabilities to the involved CDN providers

well before publishing their research. This approach to responsible disclo-

sure is essential, as premature public disclosure could lead to unintended

security risks. By communicating first with the CDN providers, Guo et

al.[9] and Song et al.[8] ensured secure addressing of potential vulnera-

bilities.



5 Discussion

This paper reviews recent literature, particularly focusing on studies by

Guo et al.[9] and Song et al.[8], which reveal significant insights into

leveraging HTTP/2 against CDNs. These recent studies highlight the

rapid evolution in this field1.

5.1 Summary of Key Findings

In their research, both Guo et al.[9] and Song et al.[8] explore denial

of service attacks, which align with the request routing security chal-

lenges identified by Ghaznavi et al. [1]. Their findings indicate that while

HTTP/2-based denial-of-service attacks threaten origin servers, CDNs gen-

erally demonstrate resilience against these attacks. This resilience is at-

tributed to proper configuration and effective mitigation strategies imple-

mented on the origin servers. Despite this, the increasing deployment of

HTTP/2 suggests a potential rise in DoS attacks, underscoring the impor-

tance of continuous vigilance and the development of adaptive security

strategies. Interestingly, CDN providers showed little concern regard-

ing the impact of leveraging HTTP/2 against CDNs and origin servers,

reflected in the modest response to the researchers’ disclosure of these

vulnerabilities. Furthermore, the possibility of combining amplification

strategies presented in this paper could pose a more significant denal-

of-services. By manipulating the SETTINGS_INITAL_WINDOW_SIZE parame-

ter with the multiplexing feature of HTTP/2, attackers could control data

transmission rates and inflate data sizes. This tactic can lead to a com-

pounded amplification effect, significantly damaging the resources of the

origin server. Such an approach could result in severe performance degra-

dation or a total denial-of-service, with the attacker requiring only mini-

mal data transmission to the CDN.

5.2 Future directions

As the adaptation of HTTP/3 commences, it presents opportunities for

similar attacks against CDNs. However, the current body of research does

not include papers directly leveraging HTTP/3 in the context of CDN at-

tacks. This lack of specific research on HTTP/3 and CDNs indicates an

area ripe for future exploration.

1https://nvd.nist.gov/vuln/detail/CVE-2023-44487 | Accessed: 2023-11-07



Additionally, while there is existing literature on the proxy conversion

from HTTP/2 to HTTP/1 [10] [11] [12], there remains a noticeable gap in

studies specifically addressing these protocols concerning CDN environ-

ments. This gap suggests a need for more targeted research to understand

the implications of these newer protocols on CDN security.

Interestingly, while blog posts and informal articles provided by CDN

providers addressing various CDN attacks are abundant, there is a no-

ticeable scarcity of scientific papers on the subject. This disparity high-

lights a gap between industry knowledge and academic research. Blog

posts from CDN providers offer valuable insights and practical solutions

based on real-world experiences, yet they often lack rigorous analysis and

peer-reviewed validation in scientific literature. The relative paucity of

academic papers on CDN attacks points to a potential area for further re-

search, where the depth and rigor of academic study can complement the

practical understanding provided by industry professionals.

6 Conclusion

The reviewed literature provides valuable insights into the current state

of CDN security, particularly in the context of HTTP/2. While current

CDN configurations appear robust against specific attacks, the fast-evolving

nature of internet protocols and cyber threats necessitates continuous re-

search and adaptation of CDN security measures. This will be crucial in

maintaining the security and robustness of CDN and origin server infras-

tructures in the face of new vulnerabilities and attack strategies.
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Abstract

Microservice architecture is a popular but complex architectural pat-

tern. Implementing the architecture requires heavy understanding of its

benefits and challenges, but the possibility of a scalable, cloud-native appli-

cation drives many companies to adapt it. This paper provides an overview

of microservice architecture, discussing factors contributing to successfully

implementing it.
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1 Introduction

Microservices, an architectural pattern which has grown in popularity

during the last decade, is continuously applied to many different types of

software systems. Microservice architecture (MSA) promotes modulariza-

tion and division of a larger solution into distributed, individual systems,

which are easier to manage [1]. The current state of containerization

technologies combined with the capabilities of cloud computing provide

an even stronger incentive to adapt MSA [2].

However, due to the popularity of MSA, it is inevitable that it is oc-



casionally implemented for the wrong reasons [3]. Similarly to other ar-

chitectural models, there are numerous challenges in designing and im-

plementing a functional MSA [4]. Compared to monolithic approaches

to software design, MSA requires a more complex deployment model, in-

curring costs and resources needed to implement it [3]. Therefore, it is

important that the requirements for MSA are thoroughly evaluated be-

fore attempting to migrate an existing system or building an MSA from

the beginning. The potential benefits of MSA can be greatly reduced, if it

is implemented incorrectly or for the wrong reasons.

The aim of this paper is to provide an overview of the architectural

pattern, covering common methods on how microservices are developed,

deployed and managed. This paper also discusses factors which should

be accounted for when deciding if MSA is suitable for a specific software

solution.

This paper is organized as follows. Section 2 provides a background for

microservices, discussing service-oriented and monolithic architectures.

Section 3 covers the microservice architecture, its advantages and diffi-

culties. Section 4 discusses how different properties of the microservice

architecture account to the validity of the architecture as a choice.

2 Monoliths and service-oriented architecture

This section describes monolith architecture and service-oriented archi-

tecture.

2.1 Monoliths

Dragoni et al. [4] defined monoliths as software applications whose mod-

ules cannot be executed independently. Since each module is implemented

as part of a larger application, the deployment of a monolith is typically a

single, standalone program [5].

Because monolith architecture (MA) relies on a single program, a project

utilizing it is likely to have a large and complex code base. Increasing

the size and complexity of the monolith makes it harder for developers

to work on the application: maintanability, dependency management, de-

ployment, and scalability are all increasingly difficult for larger monoliths

[4]. However, a well-designed monolith and good software development

practices remedies most of these issues [3].



Recently, companies have been looking to migrate from monolithic ap-

plications to alternative architectural models [3]. One of the driving fac-

tors is that MA is not completely compatible with cloud computing [6].

MA is not suitable for incremental development of large-scale systems, in

addition to being hard to scale efficiently [3].

2.2 Service-oriented architecture

For large-scale systems, service-oriented architechture (SOA) has proven

suitable to remedy the issues of monolithic architecture [2]. The basic

principle behind service-oriented architecture is the division of applica-

tion modules into different cohesive services. The services communicate

over a network and co-operate to complete business processes.

Services in SOA comprise of two parts: interface and implementation

[7]. The interfaces can be shared with discoverable web service standards,

for example the Web Service Description Language (WSDL), to enable

communication with other services. This makes the implementation de-

tails of services ambiguous, and services can be implemented utilizing

any technologies supporting the standardized interfaces. However, allow-

ing services to communicate directly with each other increases coupling,

which is why most SOA systems include an integration layer, separating

the services from each other.

In practice, maintanable SOA requires a centralized component to pro-

vide smart routing and integration [2]. Services in SOA are not coupled,

and should not directly communicate with other services. The centralized

component manages the integration of services, which enables building

business processes on the integration layer. The centralized component is

often an enterprise service bus, a message broker that supports the web

service standards used to describe service interfaces.

Despite the fact that each service can be developed individually, the

integration component may cause dependencies in deploying the different

services [2]. In the worst case, this results in the entire system acting

similarly to a monolith application.

3 Microservices

This section describes the microservice architecture (MSA), its advan-

tages and difficulties.



3.1 Common properties

Microservices are individual network-accessible systems, implementing a

specific functionality [1]. Because individual microservices are responsi-

ble for performing closely related tasks, they have high cohesion and are

often small in size.

In MSA, a software system is built utilizing microservices. There is no

strict definition for microservices, and it is debatable whether MSA is a

subtype of SOA or not [2]. However, similarly to SOA, the goal of MSA is to

create independent and distrubuted services [1]. Cerny et al. differentiate

MSA from SOA with microservices having a higher autonomy [2].

In a well-designed MSA, the microservices are loosely coupled, mean-

ing that they are least dependant on each other [8]. Loose coupling is

an important property, because it prevents changes in one microservice

propagating to multiple other services.

Communication

There are two ways to organize communication in a multiple-service sys-

tem: orchestration and choreography [2]. Orchestration refers to the use

of a centralized component, which oversees and integrates services. The

services do not directly communicate with each other, but messages from

one service to another are managed by the orchestrator. On the other

hand, choreography lacks a centralized component, and there is no single

point for all control logic. This is typical for MSA, where the autonomy of

services is important.

(a) Orchestration (b) Choreography

Figure 1. Interaction patterns. Figures from [2]

In [9], Aksakalli et al. conducted a systematic literature review on

deployment and communication patterns in MSA. Numerous communi-

cation patterns for microservices were identified. Synchronous commu-

nication based on request/response is suitable for fetching data, but it

increases coupling and service availability strategies must be enforced.

On the other hand, asynchronous communication via message queues



or message-oriented middleware uncouples services, and can be used for

event-driven systems. Direct point-to-point communication is risky, as it

can result in overly complex dependencies among services. Communica-

tion patterns are often adopted individually on a requirement basis, hence

a combination of approaches can be leveraged for optimized communica-

tion. To further optimize communication, binary protocols such as Apache

Thrift or Google’s protobuf can be implemented for well-defined interfaces.

Data persistence

Data persistence is an important aspect of software architecture. For dis-

tributed services, the services can either share the same persistence solu-

tion (by shared databases or tables), or independently manage their own.

In [8], Mishra et al. compare shared and independent approaches to

databases for MSA. To facilitate loose coupling of microservices, it is bet-

ter to provide each service with an independent view of data. Having

individual databases for each microservice may result in duplication of

data, but it prevents changes in a database schema requiring modifica-

tions to multiple microservices. Additionally, the choice of database can

be optimized for a specific microservice, because other services are not de-

pendant of it. However, indepentent databases do not support traditional

transactions, requiring an alternative system to ensure data consistency.

Container orchestration and service mesh

Microservices are containerized to form a uniform approach to their man-

agement [10]. Furthermore, to automatically manage the containers, or-

chestration systems such as Kubernetes can be utilized. Container or-

chestration systems monitor and manage the state of containers, and can

be configured to dynamically scale containers or handle failures.

Containerization and container orchestration provide tools for efficient

development and deployment of microservices, but lack in operational

functionality [11]. There are operational problems that are not possible to

achieve without introducing further capabilities [11]. For example, as the

number of microservices grows in an MSA system, a lack of visibility on

the complex communication patterns makes it difficult to troubleshoot or

monitor the state of the entire system.

Service mesh [11], an infrastructure layer built for container orches-

tration platforms, can deliver multiple operational enhancements. Com-

monly implemented as sidecar network proxies and a control plane for

centralized governance, it increases the system’s visibility and manage-



ability. Because the network proxies are deployed next to microservices

as sidecars, there is no requirement for microservices to programmatically

support them. Additionally, a service mesh can strengthen the security of

an MSA system, by enforcing access control policies.

3.2 Advantages

This section covers the most prominant advantages of MSA.

Scalability

Applications can be scaled vertically or horizontally [12]. In vertical scal-

ing, computing resources available to an application are adjusted to match

demand. However, vertical scaling is restricted by the underlying hard-

ware, and there is a ceiling for how much an application can be vertically

scaled. Horizontal scaling combats this by creating multiple instances of

an application, providing scalability by concurrency. Microservices are

highly scalable vertically and horizontally, because of the precision at

which they can be scaled. Monolithic applications benefit less from scaling

due to the entire system having to be scaled by demand.

Due to the complexity of MSA, automatic scaling of microservices is

important but difficult. However, containerization of microservices en-

ables the use of service fabrics, such as Kubernetes, to manage autoscal-

ing [10].

It is too early to determine if scaling microservices is more cost-effective

than alternative architectural models [12]. Some studies have found cloud-

native microservices optimized for scaling to be cheaper than monolithic

approaches. However, there are counterexamples, and not enough em-

pirical evidence for such a large ecosystem that the cost-effectiveness of

scaling could be generalized.

Agility of MSA development

It is important for businesses to conform to rapidly changing require-

ments and to be able to quickly deliver new features or processes. MSA

can be used to provide fast deliverance via efficient continuous delivery

practices and DevOps [13]. Due to the small size of microservices, their

deployments are simple and quick. Moreover, a small code base simplifies

the development process and enables developers to quickly understand a

microservice’s functionality.

In addition to fast development time, the development of microservices



is horizontally scalable [1]. Multiple teams can develop different, individ-

ual microservices in parallel. Individual teams can utilize most suitable

tools and technologies to implement the microservices. This is further

supported by containerization, because the packaging and deployment of

containers is agnostic to the technologies used.

Cloud-native

Microservices are designed to be cloud-native [10]. Service-orientation,

lightweight virtualization and high ability to scale allows an MSA to op-

erate on the cloud with optimized resource usage. These are important

properties for large systems receiving heavy network traffic from millions

of users [6].

3.3 Difficulties

Microservice modularization

Modularizing a software system into multiple cohesive parts is not a triv-

ial task. In [14], Schröer et al. conducted a literature review on different

approaches to identifying microservices. Some methods analyze existing

applications via static code or runtime execution, while other methods fo-

cus on MSA design as a greenfield project. It is also possible to implement

an application as a monolith first, and then convert it to MSA.

Consequenses of inproper MSA design are not minor. Multiple mi-

croservice smells have been identified, which hinder the maintainability

of microservices [15]. Bad design can lead to cyclic dependency between

microservices and high coupling.

In [16], Zhao et al. investigate the occurrence of code clones, duplicate

lines of code across microservices. The existence of code clones may sug-

gest the coupling of microservices. When a code clone is modified, there

is a possibility that other microservices would have to be modified syn-

chronously. However, code clones can be a result of multiple microser-

vices sharing the same frameworks or utilities. On the other hand, cross-

microservice code clones exist [17], and mitigating them increases the

maintainability of microservices.

Monitoring microservices

Monitoring complex microservice systems is difficult [18]. To gain visi-

bility, data must be collected and processed from multiple microservices.

Fortunately, many monitoring solutions have been developed (ELK stack,



Prometheus and Grafana). However, these solutions will still have to be

implemented, and each microservice must provide logging capabilities for

monitoring internal logic.

The importance of traceability grows with the complexity of a mi-

croservice system [19]. To be able to successfully troubleshoot issues

and discover root cause for failures, communication between microser-

vices must be properly captured by the monitoring infrastructure.

Operational overhead

MSA is dependant on multiple different systems and methologies to sup-

port its development and management efficiently. Deploying all of these

systems introduces noticeable operational overhead, which much be dealt

with by engineers. Misconfigured systems may present issues in terms of

usability and security.

Sometimes, the benefits of MSA are not worth the operational cost.

For example, Istio, which previously had implemented its control plane

with microservices, decided to migrate the architecture back into a mono-

lith [20]. Only one of the microservices managed most of the traffic, which

meant that there was no use in decomposing the system as multiple ser-

vices. Additionally, the use of MSA caused increased burden while deploy-

ing the system.

4 Discussion

This section discusses the appropriate use cases for MSA based on the

overview of the architecture and its requirements.

4.1 Microservice scalability

Improved ability to cost-efficient scaling can be seen as one of key factors

for MSA migration. However, there is a lot of overhead required to realize

the full potential of microservices. Migrating from a functional MA to

MSA does not guarantee reduced costs or higher availability. A poorly

designed MSA with tightly coupled microservices may even increase the

costs of running the system, as scaling out highly dependent microservices

is equivalent to horizontally scaling a monolith.

To analyze whether an existing monolith could benefit from being mi-

grated to MSA, many approaches to microservice identification should be

utilized. The design should be evaluated to show that further scalability



is achievable and required.

4.2 Development overhead

Scalable, parallel development of MSA is another desirable property for

companies looking to increase the efficiency of their development teams.

The technological freedom provided by MSA encourages developers to op-

timize the choice of tools used for an implementation without affecting

other projects. However, to properly manage MSA, investing in solutions

regarding proper deployment, management and monitoring of microser-

vices is mandatory. Infrastructural and operational requirements should

be emphasized when evaluating the resources needed to implement MSA.

It is self-evident that organizations with less developmental resources

are not able to heavily benefit from scaling their development across mul-

tiple projects. When a single developer must develop and maintain mul-

tiple microservices, it might be more efficient for the developer to work

on a monolithic application instead. Additionally, the MSA must be op-

erated by people with knowledge on how to do it, which incurs further

overhead for a smaller team. However, other aspects of MSA may still

provide enough benefits for MSA to be more cost-effective than alterna-

tive approaches.

In all likelyhood, to successfully implement MSA, a clear view of wanted

benefits and how they are realized is required. As mentioned in [3], the

simplicity provided by monolithic applications may be much more valu-

able than the benefits of MSA.

5 Conclusion

The aim of this paper was to provide an overview of microservice ar-

chitecture and identify situations where the architecture is applicable.

Background information on monolithic and service-oriented architectures

highlighted alternative approaches. In addition with an overview of how

MSA is typically implemented, high-level considerations for MSA were

discussed.

Because there is no clear definition for microservices, it is difficult to

reason definite rules that indicate the success of MSA. However, general

pitfalls of MSA are well understood. As MSA is implemented on more

software projects, better understanding on the topic will be gained.



Microservice architecture is a continuously developing area. The promise

of a cloud-native architecture with major potential for scalability and reli-

ability is of high interest to many. This paper only scratched the surface,

and the readers are recommended to further investigate the topic for more

in-depth understanding.
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Abstract

1 Large language models (LLMs), neural networks pre-trained on vast

amounts of text, have demonstrated impressive capabilities for generali-

sation, also performing tasks they were not trained for, often in zero-shot

(i.e. on the first try) or few-shot fashion. This performance can be fur-

ther improved by adapting pre-trained models to a downstream task via

fine tuning. In this paper I explore the use of these models for protein-

sequence tasks, such as structure prediction and design. Proteins are a

class of functional molecules which possess huge potential for novel ap-

plications in many biological contexts such as medicine. They permit a

natural textual representation while exhibiting complex structural rela-

tionships, reminiscent of natural languages. I present brief background on

LLM architecture, protein structure and some recent deep-learning meth-

ods used in the domain before taking a look at LLM-based approaches,

some requiring pre-training on protein sequence data, while others seek to

leverage existing models. The field is developing at such a rapid pace that

lack of established methods makes assessing novel approaches somewhat

unpredictable.

KEYWORDS: large language models, transformers, biology, proteins, struc-

1The original proposed title was: Large language models for modeling of physical
systems



ture prediction

1 Introduction

Large language models (LLMs), neural networks trained on vast amounts

of data to understand language, currently occupy the centre stage in many

discussions around the future of research. This is largely because of the

capabilities they have demonstrated for zero-shot learning, i.e. being able

to do an arbitrary task based on the prompt alone without any extra train-

ing [1]. The extent of this generalisation is currently being explored in the

research of proteins, which has, until recently, been lacking accessible and

efficient tools.

Proteins are among nature’s most remarkable molecules as they are

responsible for a multitude of different functions in living organisms that

are needed to sustain life. Protein structures are exceedingly complex,

consisting of multiple levels of organisation within sequences, and often

also interactions between them. Because of this hierarchical structure,

there is a certain resemblance to human languages. Until recently, the

way that the one-dimensional amino acid sequences which make up pro-

teins correspond to their final, precise three-dimensional structures, and

vice versa, was one of the untamed frontiers in biology as the available

methods were expensive and time consuming. However, this may be be-

ginning to change.

The availability of large, publicly accessible databases of protein (amino

acid) sequences and the development of open-source LLM-architectures

has paved way for the adoption of LLMs for protein research. These new

advances hint at a future where tailor-made proteins for, among other

things, novel medications could be at our fingertips. They have enabled

the creation of LMs that have been pre-trained on protein sequences and

that are able to infer structural relationships between different parts

of the sequence [2]. Previous methods relied on extensive background

knowledge about protein structure that was incorporated into the deep

learning models.

The aim of this paper is to explore some of the current state-of-the-

art methods for using LLMs for questions related to protein structure

prediction and design.

The structure of this paper is the following. Section 2 presents tech-



nology behind current LLMs as well as the biological concepts around pro-

tein structure and research methods used in the study thereof. Section 3

presents recent, LLM-based advances in this domain as well as hands-on

experiences around these themes. Finally, Section 4 contains conclusions

and speculations, as well as looking to the future.

2 Background

2.1 Large Language Models

Let us take a look at the structure and training process behind one of

the most successful LLMs at the moment, the Generative Pre-Trained

Transformer (GPT) -line of models. These are based on so-called attention

mechanisms and the transformer-architecture [3].

The transformer is based on a two-stack structure, outlined in Figure

1 [3]. There is an encoder stack, which transforms the input into embed-

dings that aim to capture some of the meanings in the input. The decoder

stack is connected to the encoder and it gives probabilities over the dif-

ferent possible outputs of the model. The embeddings are computed, at

their core, as linear projections. At first the query is projected into the

space of keys corresponding to output values. This projection is used as

the weights for a weighted sum over the output values, yielding the final

output of this attention mechanism. There are multiple such attention-

heads and multiple multi-head attention layers as well. Large parts of

this network can be executed in parallel, and thus benefit from the power

of GPUs for faster computations. In both encoder and decoder layers,

there is further a feed-forward network before the final output.

The GPT-models are developed using a two-step workflow consisting

of pre-training the transformer followed by fine tuning. Firstly, the pre-

training step is done on a large corpus of unlabelled data, such as all out-

bound links with 3 or more karma on reddit, in the case of GPT2 [1]. This

is unsupervised training and the model begins to learn the structure con-

tained in the training data without any explicit direction from without.

After the pre-trained model is ready, what follows is a fine tuning step,

which calibrates a reward model that indicates preferred outputs for a

query. In the case of the more recent GPT models, this is performed as

a reinforcement learning task on a human-labelled dataset demonstrat-



Figure 1. An outline of the transformer architecture as presented in [3].

ing desired model behaviour [4]. However, there is evidence that even

the pre-trained model without fine tuning performs well on many natural

language processing (NLP) tasks [1].

The GPT-approach to training is such that it only allows the model to

see parts of the input before the point for which we want a prediction.

It has been argued that this means the model is, in some cases, miss-

ing useful context for inferences [5]. A different approach would be to

mask a random word in the input and ask the model to predict it based

on the context in both directions. This method has been implemented

in the Bidirectional Encoder Representations from Transformers (BERT)

[5]. This model relies on the same transformer architecture and a similar

split into pre-training and fine tuning phases, but the training is done on

the masked queries.

2.2 Proteins and Structure Prediction

Most complex structures found in nature, especially outside the plant

kingdom, consist of proteins. They are everywhere from muscle tissue

and organs all the way to hormones, neurotransmitters and nerve toxins.



Proteins

The way that nature stores the information about different proteins is

in the genetic material within each cell’s nucleus – in the DNA. To con-

struct a protein molecule, DNA is first converted to RNA through a pro-

cess known as transcription. The RNA-molecule is then (often modified,

and) translated to a sequence of amino acids. The exact ordering of these

amino acids determines the chemical interactions between them which

result in the exact three-dimensional structure of the final protein [6,

p. 387]. Even just due to the size of the molecules, this structure can be

very complex, consisting of three levels of different interactions. A fourth

level is brought on by the creation of protein complexes, which consist of

more than one amino acid chain.

The exact shape of the molecules is intricately tied to their function.

A protein may, for example, bind to a receptor on some nerve cell that is

shaped to recognise exactly that protein and trigger a nerve signal result-

ing in some more widespread response. Thus the study of protein struc-

ture is a field that offers a lot of potential for example for the discovery

of novel medical compounds, as many of the processes in the human body

are in some way controlled by proteins.

Classical Research Methods

Until recently, inferring protein structure from the DNA sequence alone,

known as the protein folding problem, [7] was one of the important prob-

lems in biology for which there were very few methods. The most promis-

ing way for ’imaging’ proteins was X-ray crystallography, which is expen-

sive, labour intensive, and requires the protein to be available. Some

electron-microscopy-based methods can also used [6, p. 131]. It is easy to

understand that these approaches are rather limited, offering no answers

to predicting, for example, what kind of protein a currently unstudied

gene codes for. Neither do they help if we would wish to build a protein

suited for a specific task.

Current Best Practices

More recently, there has been an increase in deep-learning-based methods

for inferring protein structure. AlphaFold [8] made headlines a few years

ago by predicting protein structures to an unprecedented level of accuracy

in the 2020 critical assessment of structure prediction (CASP) competi-

tion. Since then, AlphaFold-inspired approaches such as RoseTTAFold [9]

have achieved similar results.



AlphaFold makes use of the same transformers-architecture as LLMs.

It runs in two phases. A central component of the first phase is an Evo-

former block, which works on Multiple Sequence Alignment (MSA) rep-

resentations and pair representations of amino acid sequences. MSAs

encode information about shared evolutionary history of sequences, while

pairwise features indicate regions of similar structure between two se-

quences. In the Evoformer, these representations are iterated through

several attention updates as well as graph-based triangle updates. That

yields the output of the first phase. The second, structure prediction

phase, computes three-dimensional coordinates of single atoms in the fi-

nal folded (equilibrium) shape of the amino acid chain and rotations of the

side chains.

3 Towards the Brass Tacks

As we have seen, working with protein sequences has seen major leaps

in accessibility as computational advances have come alongside purely

laboratory-based methods. In fact, some of these models are within grasp

for anyone with internet access [10].

3.1 An LLM is all you need

The task of structure prediction, addressed by AlphaFold and RoseTTA-

Fold, has recently also seen purely LLM-based solutions. The idea is that

as LLMs have learned to infer the syntax and semantics of natural lan-

guage from large amounts of text alone, LLMs pre-trained on datasets

consisting of protein (amino acid) sequences could learn the rules govern-

ing the ways that stable proteins are formed. The researchers at Meta AI

have demonstrated that as the size of the model grows large enough, there

seems to be an emergence of understanding of the structural relationships

that govern the way proteins fold [2]. The resulting model is considerably

faster to run than previous state-of-the-art structure predicting models

and the accuracy is on a comparable level as demonstrated in Figure 2.

Their results are based on unsupervised training of an LM with up to 15

billion parameters on protein sequences with a randomised mask, a simi-

lar approach as in BERT [5]. They also used the model to create the ESM

Metagenomic Atlas, a database with over 700 million predicted protein

structures.



Figure 2. Comparisons between ESMFold, AlphaFold and RoseTTAFold on some struc-
ture prediction metrics. Image reproduced from [2].

As generative LLMs pre-trained on natural language can produce suit-

able answers to text inputs, novel protein sequences with desired proper-

ties can be generated by LLMs pre-trained on protein datasets. Ferruz

et al [11] present ProtGPT2, an autoregressive transformer model (i.e.

same pre-training method as for GPT-models) and demonstrate that their

model is capable of generating stable structures unseen in nature, which

nonetheless exhibit similar functional regions as natural proteins. The

model can be prompted to create proteins from different naturally occur-

ring protein classes. The researchers from Salesforce AI develop this ap-

proach further and show that such a model can be further refined via fine

tuning [12]. They also partnered with experimental scientists to devise

laboratory procedures for verifying the generated protein structures by

comparing them with some naturally occurring counterparts.

The success of general-purpose LLMs in the NLP domain has led to

explorations into ways that we could use the weights produced by the ex-

tensive pre-training as a foundation model for more specific use-cases. In

fine tuning, the pre-trained weights of the foundation model are kept un-

changed, but an additional weighting is performed on the outputs to adapt

them better to the task at hand. In the case of chatGPT the model was

tailored to dialogue via reinforcement learning [4]. A memory-efficient

approach is to reduce the rank of the pre-trained weight matrix in order

to select those weights most relevant for our task of interest [13]. For

biomolecule-oriented tasks such as protein function prediction or protein

design, there is some yet-unpublished work detailing an instruction data-

set that can be used to adjust the fine tuning weights [14].



3.2 Experiences

Inspired by the success that general purpose LLMs have shown in zero-

shot timeseries prediction [15], I designed some experiments for protein

sequence prediction. The referenced article indicates that LLMs can infer

patterns without any domain-specific training, which makes one wonder

whether this could be used in the case of incomplete sequencing data, for

example. I ran some toy experiments on Google Colab using the Llama-2

[16] 7b parameter version, available through the Hugging Face platform,

as well as the corresponding chat-optimised model. Further, I input some

of the same prompts into chatbot demo versions of the 7 and 13b param-

eter versions. In all the experiments, I provide a brief context about the

task (predicting the next amino acids after given sequence stub) and then

give a segment of length 20-50 amino acids randomly selected from the in-

sulin sequence from the UniProt database [17]. Using Colab turned out to

be quite challenging as the model which could run on the free tier (as per

the Hugging Face blog post introducing Llama 2 models [18]) was running

out of GPU memory after a few calls.

Qualitatively, I can say that the results from this brief foray were not

very promising. The explanations given by the chat versions were mis-

labelling amino acids, skipping over some of them and reporting input

sequences as clearly shorter than they actually were. On one occasion the

7b chat also started inventing its own amino acids. For the most part,

the table of correspondences between letter representations and amino

acid names were mostly correct, though rarely entirely so. The predicted

continuations, when present, often contained amino acids that were in

completely different category (e.g. hydrophobic when real amino acids

were charged). The raw model (untrained for chat) was outputting code

in different programming languages.

It must be noted, however, that due to time constraints the experi-

ments conducted were very superficial. It would be interesting to select,

for example, a segment of an amino acid chain corresponding to a known

sub-structure (such as an α-helix or β-sheet) and see if the LLM is able to

continue the pattern. Tweaking some of the configuration options (tem-

perature, repetition penalty etc.) or iterating through a number of differ-

ent versions of the system prompt may also lead to better results. Quan-

tifying the results via some metric representing how close the LLM pre-

dictions were to the real amino acids in terms other than just the binary



correct/incorrect would also be worthwhile.

4 Discussion/Conclusions

We are at a very interesting time as the deep-learning technologies pre-

sented in this report can go in both directions. They can read and inter-

pret protein sequences, but they can also design and write them. Both

of these tasks have seen progress specifically from the LLM-direction.

There are still ethical questions that need to be addressed before they

can be used for some purposes, namely those dealing with sensitive med-

ical data where confidentiality needs to be ensured. New advances have

made this technology much more approachable, but the point remains

that understanding the results and data itself requires domain expertise,

which restricts these technologies to those who have enough background

in molecular biology to be able to gauge what use cases are suitable for

these tools. Time will tell whether their accuracy is good enough for prac-

tical purposes, although initial results seem promising.

Based on the experiments I wonder if LLMs could one day be used

to help, for example, as part of a pre-processing step in the analysis of

incomplete sequencing data, such as might be obtained from wet-lab ex-

periments. This is a relevant question, as dealing with DNA- and amino

acid sequences is what large swathes of the discipline of bioinformatics is

focused on. One related question concerns the context length of LLMs. In

the case of proteins this is hardly a problem as e.g. Llama2 boasts 4k to-

kens [16] whereas the average protein lengths across numerous different

taxa are in the order of hundreds of amino acids [19]. The case may be

different for DNA-sequences, however, as average gene length in humans

is over 20 000 basepairs [6], but then again, perhaps not the entire gene

is needed as context for predictions. Perhaps LLMs will not work directly

out of the box, but I cannot help thinking that those tasks are very similar

to the text-generation task GPT-models are trained for and to predicting

the masked input used in training BERT models. LLMs may be of use

particularly in cases where we are lacking a suitable reference genome

or proteome, which many classical sequencing methods in bioinformatics

rely on. One example may be with data obtained from sequencing envi-

ronmental samples where we may often not even know what organism

the DNA or protein segment came from.

Recent years have seen great leaps forward in the development of ma-



chinery for language modelling. The successes exhibited in NLP-related

tasks have aroused curiosity about whether these technologies could be

applied in other domains as well, in what concerns this report, particu-

larly to working with protein sequences. Protein structure prediction has

seen recent advances from deep learning approaches leveraging consid-

erable domain specific knowledge, but since then it has also been shown

that LLMs with enough parameters, pre-trained on amino acid sequences,

can rival those results as well as generate novel proteins. LLMs trained

on natural language could also potentially be adapted to tasks related to

protein sequences via fine tuning. However, these approaches are still so

young that they have yet to prove their worth in practice. The next years

and decades will tell which combinations of technologies will surmount

future obstacles and yield the most useful results.
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Abstract

The vulnerabilities introduced by complex software supply chains and

the popularity of third-party package repositories have made them an at-

tractive target. Current approaches have not been effective at preventing

supply chain attacks and SLSA has appeared to tackle the issue. This pa-

per introduced SLSA with its security guarantees to the reader by produc-

ing an SLSA L3 npm package. Producing a new SLSA L3 package proved

to be straightforward with the existence of premade GitHub actions SLSA

builders. The generated provenance along with the digital signature gives

strong guarantees that the package was built accordingly. However, the

SLSA’s lack of protection against tampering with source code, vulnerable

and malicious dependencies, and usage of compromised packages, leaves

room for improvement. Future versions of the framework combined with

vulnerability detection audit tools can help achieve a more holistic supply

chain security.
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1 Introduction

Software supply chain is the process of delivering software artifacts, in-

cluding components and steps such as the source code, dependencies, the

build process, and delivery. Supply chains can have vulnerabilities at

every stage from source code to the released package including its depen-

dencies. Attacks can include compromising build process [1], uploading

modified packages [2] and building from modified source [3]. Combined

with the popularity of third-party package repositories such as NPM and

PyPI, supply chain attacks have become an attractive target [4]. As a

result, all parties utilizing and developing packages including companies,

developers, and customers require security guarantees for attacks against

supply chains.

In one example, IT management product, Orion, was maliciously sub-

verted to distribute malware to create backdoors on victims’ networks [2].

This malware enabled spying on at least 100 companies and nine U.S.

government agencies [4]. Clearly, current measures are not enough, and

new ones are needed. Some specifications with security guarantees have

been proposed, one of which is Supply Chain Levels for Software Arti-

facts (SLSA). [5]. SLSA is a security framework organized in levels of

increasing security guarantees for supply chains, to prevent tampering,

improve integrity, and secure packages and infrastructure [5]. This paper

will introduce readers to SLSA by producing an SLSA-compliant project

and analyzing its security guarantees.

The motivation of our work is to address the lack of practical research

about the novel SLSA specification. This paper’s goal is for the reader to

understand what SLSA is, what it offers for supply chain security, and

how to produce an SLSA-compliant npm package in practice.

This paper is organized as follows: Section 2 briefly introduces soft-

ware supply chains and common threats. Section 3 introduces SLSA and

its main points. Section 4 describes the process of producing an SLSA

Level 3 NPM package with GitHub Actions, how it achieves SLSA L3 re-

quirements, and the security guarantees it offers. Finally, section 5 sum-

marizes the findings with a conclusion.
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Figure 1. Software supply chain threats

2 Background

Software supply chain is the process of creating, building and delivering

software. It includes the steps from the source code to a released software

artifact. This production chain introduces multiple points of vulnerability,

as risks do not only exist at source code but at multiple points in the

complex process of producing and distributing software artifacts from that

code. The next subsection introduces some of the supply chain threats.

2.1 Supply chain threats

The SLSA specification and Ruian Duan et. al [5, 6] introduce several

possible threats for software supply chains highlighted in figure 1. At-

tacks can exploit vulnerabilities in source code and dependencies through

actions like injecting malicious code (1) or leveraging malicious dependen-

cies (2). They can also compromise the infrastructure by targeting source

code platforms (3) or build platforms by building from a modified source

(4) or modifying the build process (5). Additionally, attackers may upload

vulnerable or malicious package versions via compromised accounts (6),

directly target vulnerabilities within the package registry service (7) or

target users with compromised packages (8).

Among the attack vectors targeting different parts of package man-

agement supply chains, the most popular ones are typosquatting, account

hijacking, and social engineering [6]. Typosquatting is an attack where

the attacker publishes a malicious package with a similar or misspelled

name to a popular package. Typosquatting and account hijacking are low-

effort attacks exploiting negligence and carelessness. Social engineering

attacks can exploit the collaborative nature of open-source projects, trick

owners of package repositories to transfer ownership, or publish "useful"



looking packages only to wait until it is used by their target to update it

with malicious payloads [6].

A multitude of attacks have been made against package ecosystems.

In one instance, an attacker compromised the npm account of an ES-

Lint maintainer and published malicious versions of the eslint-scope and

eslint-config-eslint packages that sent the contents of the user’s .npmrc

file to the attacker [7]. Another attack involved the publication of rest-

client versions with hidden backdoors, utilizing a compromised RubyGems.org

account belonging to a maintainer [8]. A separate incident involved a

malevolent version of the widely used bootstrap-sass package, uploaded

to the official RubyGems repository, which included a backdoor allowing

for remote command execution on server-side Rails applications [9].

To study the security of package managers and registry abuse Ruian

Duan et. al [6] introduced MALOSS, a custom pipeline based on well-

known program analysis techniques such as metadata, static, and dy-

namic analysis. They found 339 new malicious packages, with three of

them having more than 100,000 downloads. Dramatically, 20% of the ma-

licious packages persisted in the NPM, PyPI, and RubyGems ecosystems

for over 400 days [6]. MALOSS is just one approach to package manage-

ment security and Enck William Chinenye et.al and Okafor et.al acknowl-

edge the disjoint efforts and challenge of getting industry-wide participa-

tion in supply chain security [4, 10]. Introduced in the next section, is

another approach to improve software supply chain security called SLSA.

SLSA encompasses all parties involved in producing, consuming, and pro-

viding infrastructure for software, which can create more trust across the

entire supply chain [5]

3 SLSA

SLSA is a set of incrementally adoptable guidelines for supply chain se-

curity, established by industry consensus [5]. SLSA is useful for both

producers and consumers of software artifacts. For producers SLSA offers

a checklist to improve software security, while consumers can evaluate

the trustworthiness of the artifacts they consume and both parties, SLSA

offers terminology to talk about software supply chain security.

SLSA offers integrity by adding security guarantees that an artifact is

produced from the expected source, with the expected build process on a

safe build platform. If "software bill of materilas" (SBOM), tells what the



software is made of, SLSA can be thought of as all the food safety handling

guidelines that make this ingredient list credible [5].

3.1 Security levels

SLSA is organized into levels with increasing security guarantees for sup-

ply chains. Levels range from L0 with no security guarantees to L3 with

the most security guarantees. Levels are split into tracks, and each track

measures a single aspect of supply chain security. Higher levels have the

requirements and benefits of lower levels. SLSA version 1.0 defines only

a Build track, while a Source track may be added in a future version [5].

The build track is designed to ensure that package artifacts are trust-

worthy and complete in terms of their provenance. Provenance includes

details about the entity that built the artifact, the process they used, and

the inputs involved. Build track offers protection to safeguard against

tampering with the build, the provenance, or the artifact in increasing

levels. [5] The build track’s main objective is to verify that the artifact

has been built according to the expected standards. Consumers can de-

termine what the expected provenance should look like for a particular

package and then compare the actual provenance of each package artifact

to those expectations.

Each ecosystem or organization can implement the Build track their

way, including means of defining expectations, accepted provenance for-

mats, whether reproducible builds are accepted, distributing provenance,

verifying it, and actions taken on failure [5]. The next three paragraphs

summarise SLSA build levels L1-L3.

Build L1 has a provenance that describes the build process and identifies

the resultant package through cryptographic digests. This provenance,

while serving as a useful tool for error prevention, may be incomplete or

unsigned, lacking absolute tamper-proof qualities.

Build L2 has the requirements and benefits of L1, while introducing an

additional layer of security to prevent tampering with the provenance

through digital signatures. Build steps, provenance generation and sign-

ing are run on a hosted build platform on shared or dedicated infrastruc-

ture. Forging the provenance or evading verification may be easy, but it

can be used to deter less sophisticated adversaries and entities exposed to

legal or financial risks [5].



Build L3 offers strong unforgeability of the provenance and isolation of

the build process on top of the previous levels. In practice, builds run on

a hardened build platform that offers strong tamper protection [5]. Runs

are isolated and dot not influence one another, even within the same ten-

ant’s project. Secret material used to sign the provenance are stored in a

secure management system not accessible to the user-defined build steps,

and any remote influence on the build is recorded in the provenance. [5]

Build L3 effectively thwarts tampering threats during the build process,

be they from insider threats, compromised credentials, or other tenants.

3.2 Attestation and SLSA Provenance

A software attestation is signed metadata about a software artifact or col-

lection of software artifacts. The metadata is explicit, and the signature

only denotes who created the attestation. Attestations can express an ar-

bitrary amount of information. For example, an attestation might state

exactly how an artifact was produced. Attestations can be fed into au-

tomated policy engines, such as in-toto-verify and Binary Authorization.

[5]

For SLSA attestation, any format may be chosen, however, there needs

to be a way for external users to consume and possibly verify the prove-

nance [5]. For most cases, SLSA provenance is recommended [5]. SLSA

Provenance offers interoperability and easy verification using Generic SLSA

Verifier.

Provenance is information, or metadata, about how an artifact or set

of artifacts was produced. This could include information such as what

source code, build system, and build steps were used, as well as by whom

and why the build was initiated. Provenance can be used to determine

the authenticity and trustworthiness of software artifacts. To achieve in-

tegrity guarantees, provenance must exist from the beginning, as it is the

verifiable information about software artifacts describing where, when,

and how something was produced [5]. Higher SLSA levels bring more

resilient integrity guarantees, with stricter provenance requirements [5].

4 Build L3 NPM package

This section introduces the practicalities needed to produce a SLSA Build

L3 Node.js project with provenance and analyzes the offered security guar-



Figure 2. Project Worfkflow

antees.

4.1 Producing the package

The project is a sample Hello World Express TypeScript project built on

GitHub with GitHub Actions and released as a npm package. A premade

Node.js builder is used to meet L3 provenance generation and isolation re-

quirements. It handles the complex orchestration of reuseable workflows,

signing, intoto, Sigstore, etc. The builder is based on the Build Your Own

Builder (BYOB) framework and tools offered by SLSA GitHub Generator

[11]. These tools allow projects to generate SLSA provenance safely and

accurately using GitHub Actions.

Figure 2 describes the created project workflow. It calls the SLSA-

compliant Node.js builder on line 12. The required npm build scripts de-

fined in the project’s package.json file are provided as input to the builder.

This yaml file is the only required configuration file to create an SLSA

3-compliant Node.js project from scratch. After the build is done the pack-

age is published to the npm registry with the provided publish action.



Figure 3. Provenance

4.2 Generated provenance

The provenance is logged in a public transparency ledger along with a

signing certificate. The generated provenance is shown in figure 3 and

the main contents are described below.

The schema is identified by _type to be an in-toto attestation. It ap-

plies to the artifacts described in subject, i.e., the produced npm package,

which contains the name and the cryptographic digest of the artifact.

The predicate is the arbitrary metadata about the subject, the prove-

nance. It conforms to the SLSA provenance v0.2 format as stated in pred-

icateType.

The builder is the entity that executed the invocation trusted to have

correctly performed the operation and populated this provenance [5]. The

id field indicates that the builder is the Node.js builder we used. The

buildType contains a URI that should resolve to a human-readable speci-

fication with overall description of the build type. It determines the mean-



ing of invocation and materials [5].

The invocation object identifies the event that kicked off the build

[5]. It contains configSource, which describes where the config file that

started the build came from. This includes the URI of the source tag, the

entrypoint file in figure 2, and its cryptographic digest. External inputs

that influence the build are listed in parameters. These can include in-

puts set by a user or tenant of the build platform. Most importantly, it

includes the build scripts and node version we have defined. To trust the

build process and achieve Build L3, this should be complete, meaning that

every external input is included and no external influence is left unnoted

[5]. Parameters that are under the control of the builder are listed in en-

vironment. These may be necessary for reproducing the build and are

mainly used for debugging, incident response, and vulnerability manage-

ment [5].

Other properties of the build are included in metadata. For example,

completeness indicates that parameters is complete. Lastly, the collec-

tion of artifacts that influenced the build is included in materials, in our

case, the URI of the source tag.

4.3 Security guarantees

So, what are the security guarantees of the produced project? The se-

curity guarantees are primarily tied to the provenance and how it was

generated. The generated provenance includes important details such as

the source tag, inputs to the build, and the identity of the builder. From

this one can infer from what, how, and who made the build. The prove-

nance is automatically generated and signed on a hosted platform mak-

ing it tamper-proof after the build. By forming expectations and check-

ing whether those expectations are met in the provenance we can detect

builds from a modified source with unofficial parameters (figure 1 4). Even

if an adversary gains access to a compromised package repository account

and uploads a modified package or provenance, verifying the provenance

fields and validating the digital signature will detect these changes, ren-

dering threats 6 in figure 1 ineffective.

The user build process is run in isolation and any external influence

is recorded in the provenance, while any secret material used in signing

of the provenance is not accessible to the build. Thus compromised build

workers cannot steal secrets, forge the provenance, or influence concur-

rent or sequential builds, leaving threats 5 in figure 1 ineffective. This



guarantees a high degree of confidence that the package was constructed

exclusively from the official source with the correct build process, free

from external influences.

On the other hand, SLSA doesn’t offer protection against submitting

unauthorized changes or compromission of the source platform (figure 1 1

and 3) [5]. Another inherent limitation is that the build platform must be

trusted. If the control plane responsible for the orchestration of builds and

generation and signing of the provenance is compromised, the provenance

cannot be trusted. Although typosquatting is the most popular attack vec-

tor for supply chains, SLSA offers no security guarantees against the us-

age of compromised packages (figure 1 8). In addition, SLSA doesn’t have

a standardized way to apply to dependencies recursively [5]. This means

that dependencies must be verified separately and a Build L3 project with

vulnerable or lower SLSA level dependencies is still considered L3 (figure

1 2).

To address these issues, SLSA could be used together with current

audit tools like npm-audit or Snyk. Both tools can be used to detect vul-

nerabilities in dependencies (figure 1 2), while Snyk can also address sus-

picious source code detecting vulnerable and malicious packages, which

could help organizations detect malicious code injections and users detect

malicious or vulnerable packages (figure 1 1 and 8).

5 Conclusion

In this paper, we introduced SLSA and the practicalities needed to pro-

duce an SLSA L3 npm packet. We analyzed the security guarantees of-

fered by SLSA L3. In its current state, SLSA Build L3 with its isola-

tion and provenance generation requirements offers strong guarantees

that the artifact was built with the correct build process. However, SLSA

alone doesn’t address tampering with the source, vulnerable dependen-

cies, or actual usage of compromised packages. By combining SLSA with

audit tools and the possibility of future versions of the framework address-

ing source vulnerabilities, a more holistic supply chain security could be

achieved.
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Abstract

In many ways, Content Distribution Networks act as a backbone for the

modern interactive web. They hold manage and deliver most of the media

that gets consumed over the internet. This paper studies how the caching

systems of CDNs may be exploited to hurt network infrastructure and the

customers of such systems. Some specific attack types are studied and pos-

sible mitigations are presented. A general discussion on the security impli-

cations of cache systems is included.

KEYWORDS: CDN, web, security, attack, DoS, Denial of Service, Cache

Poisoning, content, Content Distribution Network

1 Introduction

During the earlier days of the growing world wide web, websites, includ-

ing the media content therein were usually hosted on the same web server.

As demand for media, and web content was rapidly increasing, this cen-

tralized approach for content distribution was proving itself more and

more unfit for purpose. The ever increasing content delivery delay was

one of the most significant problems to solve in the field of web technolo-

gies.



Figure 1. Common structure of a CDN its request-response process [3]

During the late 90s, Akamai brought to market the first ever global

Content Distribution Network, or CDN [1]. Their goal was to move media

content away from the central web servers, and distribute it across data

centers all over the globe, caching it as close to the edge of the networks as

possible. This approach was immensely successful and by 2010 Akamai

was delivering 15-20% of all internet traffic worldwide [2].

Figure 1 shows the common structure of CDN services and demon-

strates how a request is handled from end user to origin and back. An

end user requests a resource and the CDN routes the request to and edge

server. If the requested resource is cached, the CDN can return it to the

user directly, otherwise it makes a round trip to the origin to retrieve the

resource and possibly caches the result for future use [3].

While CDNs certainly can speed up load times for web pages and me-

dia content as well as take some load off the central servers, a common

marketing strategy for CDNs has been to highlight their potential secu-

rity benefits. Naively, it is quite easy to see how putting the strength of

a global CDN service between would be attackers and the web servers

they want to target can mitigate the chances of, say, a successful denial of

service attack.

Unfortunately, by the 2020s security researchers and criminals alike

had discovered multiple ways to exploit CDN infrastructure, both to by-

pass their defences and even weaponize their capabilities to make cus-

tomers more, not less susceptible to some fairly powerful attacks [3].

A 2021 survey [3] published by IEEE, outlines some of the security



challenges that CDNs face. It splits CDN security challenges into three

categories based on which part of the CDN infrastructure they pertain to

(Edge Servers, Request Routing and Origin Servers) and further, by the

nature of the threat itself (eg. Denial of Service).

This paper focuses on the security challenges that the edge servers of

CDNs face, introduces some specific attacks that modern CDN systems

are vulnerable and studies ways to mitigate risks now and in the future.

The next section outlines some background on CDN edge servers and two

important basic modes of attack.

2 Background

Edge servers are the part of CDN infrastructure that cache content as

close to the end user as possible [1]. According to the IEEE survey [3] they

must deal with a trade off between security, privacy and performance. In

order to protect the origin servers, an edge server may want to perform

some analysis on the application layer packets. End to end encryption lim-

its the edge server’s ability to do so, but disabling it raises concerns about

privacy. Use of holomorphic encryption may aide in the edge server’s abil-

ity to perform packet analysis, but implementing it often comes with a

prohibitive performance cost.

2.1 Caching

One major way edge servers are targeted, is by exploiting their caching

functionality to either degrade quality of service, or trick them into serv-

ing unintended content [3]. These types of attacks are often referred to as

Cache Pollution and Cache Poisoning, respectively.

Edge servers utilize a locality principle to improve the rate at which a

requested resource can be found in cache, that is, they will cache recently

requested objects. An attacker who knows this, can intentionally request

unpopular resources frequently to achieve a polluted cache state [3]. The

unpopular resources will remain in cache while legitimate requests have

to be fulfilled by the origin servers themselves.

In contrast, a Cache Poisoning attacks attempt to replace the cache

value for some legitimate resource key with incorrect and often malicious

contents [3]. Edge servers often use some combination of HTTP headers

as cache keys. This can be exploited, when the origin server is configured



to include some unkeyed request headers in its response or to generate

some content dynamically based on unkeyed request headers. The re-

sponse including poisoned headers or content will then be stored in the

cache and served to end users that send a request with a matching set

of keyed headers. Cache poisoning can also be used as one step of larger

attack to, for example steal users’ private information or aide in a Denial

of Service attack [3]. This type of DoS attack studied in detail in the next

section of this paper.

2.2 Denial of Service

Denial of Service attacks are any attacks on a network that aim to degrade

a network’s or host’s quality of service by consuming it’s resources with il-

legitimate requests or traffic [4]. During the late 90s and early 00s they

were becoming a major security issue for web systems world wide and in

2006, researchers from The University of California San Diego released a

paper outlining their techniques for categorizing DoS attacks and quan-

tifying their prevalence on the internet [4]. Their backscatter analysis

identified approximately 70,000 attacks on 5,300 different organizations.

Denial of Service attacks continue to be one of the most financially,

and materially damaging modes of attacks on internet based systems in

the modern day. While plain, distributed DoS attacks are still common,

modern attacks are often increasingly relient on design flaws in internet

infrastructure, including CDN services.

3 Cache Poisoned Denial of Service

In November of 2019, security researchers introduced a way to exploit the

cache poisoning vulnerabilities of CDNs and caching services to perform a

devastating denial of service attack [5]. They aptly called this new type of

attack Cache Poisoned Denial of Service. Although attacks that weaponize

cache services to cause denial of service had been found in past, CPDoS is

special in the fact that it requires staggeringly little skill or resources to

pull off [5].

Figure 2 demonstrates the basic concept of the attack. It exploits a

difference (or semantic gap) in interpretation of HTTP request headers

between the cache and the origin server, in order to poison the cache of

a legitimate resource with an error response [5]. In principal, only a sin-



Figure 2. The basic process of a CPDoS attack [5]

gle HTTP request is necessary, to make one resource completely inacces-

sible for some geographical area. Depending on the importance of that

resource, it can be possible to bring down and entire web service with a

single request [5].

3.1 Headers and caches

A successful CPDoS attack relies on nothing more than a semantic gap

in HTTP header interpretation between a caching server and an origin

server. Commonly, a combination of the HOST and METHOD headers

are used as cache keys and only the results of GET requests are cached

[5]. Any unkeyed headers will generally be passed along to the origin

server as they are. If some specific header value is ignored by the cache,

but causes an error on the origin server, an error message will replace the

cache value of a legitimate resource, and end users requesting resource

will be served the error message.

One naive mitigation for this problem is not caching error responses

at all, and indeed, some services never cache certain HTTP status codes

[5]. This however, can present another problem. If responses for code 404

and 400 (Not found and Bad Request, respectively) are never cached, the

origin is directly vulnerable to a CDN bypass when a nonexisting resource

is requested. The malicious requests can in theory be completely indistin-

guishable from benign requests and since only a single request is needed

to poison the cache, attacks are very difficult to detect.



The only real barriers to entry for performing a successful attack are

in finding the relevant semantic gaps and figuring out when the cache

for the targeted response expires [5]. A recent development in semantic

gap discovery, HDiff [6], will be described with more detail in the next

subsection. The expiration time of the cache can be obtained in multiple

possible ways, the simplest of which are the HTTP Expires, Age, max-age

and s-maxage headers [5].

3.2 HDiff

In 2022 security researchers presented a semi automated framework to

find semantic gaps in HTTP implementations, HDiff [6]. The researchers

were concerned about the rise of semantic gap attacks, including CPDoS.

They found that a large portion of the vulnerabilities were caused by

implementations which did not adhere to RFC standards, either due to

programming errors or intentional relaxations. According to them, RFC

specifications are difficult to formalize, as they are written in natural lan-

guage.

HDiff uses natural language processing techniques to convert RFC

documentation into two types of formalized structures SRs and ANBFs

[6]. The first structure, the SR or Specification Requirement, semanti-

cally describes actions that an agent in the HTTP protocol ought to take

when processing a specific signal, while ANBFs formalize the syntax and

structure of signals in HTTP [6].

Once the documentation is processed, HDiff generates test cases and

compares the outputs of two target HTTP implementations, discrepancies

in the outputs are identified as semantic gaps between the two [6]. Figure

3 shows the architecture of the framework. First is the Documentation

Analyzer which again, produces formalized structures based on human

language protocol documentation. Then Differential Testing is used to

find semantic gaps in HTTP implementations.

Out of the ten popular HTTP implementations the researchers tested,

they found that six were vulnerable to CPDoS attacks, including Apache

Nginx and Squid [6]. Apache and Nginx alone account for over 60% web

servers accounted for in a 2023 W3Techs survey [7].

Figure 4 shows the workflow the researchers used to test HTTP im-

plementations. They used a proxy, an echo server and an origin server.

In step one, a proxy (edge server) forwards a request to the echo server

which returns it back as-is. In step two, the proxy forwards the request to



Figure 3. The architecture of HDiff [6]

Figure 4. Example of the HDiff test workflow [6]

an origin server and the response is logged and in step 3 the same request

is sent to origin direct. Discrepancies in responses between steps 1 and

3 can be used to test for RFC compliance and discrepancies between re-

sponses between steps 1 and 2 can be used to find vulnerable server pairs

[6].

3.3 Mitigations

As earlier established, it is difficult to detect CPDoS attacks by analyz-

ing requests as the amount requests required for a successful attack is

small and distinguishing a legitimate error state from one caused by a

malicious request is non-trivial. The only 100% effective way to block CP-

DoS attacks is to stop caching error responses [5]. While that approach is

certainly worth considering in some instances, most services cannot rea-

sonably bear the performance cost.



In lieu of completely abandoning caches for error messages, the us-

age of frameworks and tools such as HDiff is vital in determining which

implementations ad services might vulnerable. While fixing implementa-

tion problems in server technologies is left to the developers of the HTTP

implementations themselves, users of such implementations should be en-

couraged to use the most up-to-date and least vulnerable solutions. Origin

server operators should also make sure that their implementations follow

RFC specifications and limit the scope of HTTP headers they allow in re-

quests and responses.

4 Discussion

As the world wide web has grown, it has become more commercialized and

as a consequence, in some ways less distributed [8]. The idea of an equal

and accessible network of computers distributing information in the form

interlinked documents has now become a collection of a few large services

and applications that compete to fulfil more and more of a user’s needs. If

a CDN giant like Akamai goes down, a large amount of seemingly unre-

lated internet services will become inaccessible or lose functionality.

As responsibility of maintaining global web infrastructure is consol-

idated to fewer entities, they naturally become targets for abuse. This

encourages security researchers and criminals alike to be the first ones

to discover new vulnerabilities. Service providers want to sell the idea

of security and reliability to their customers and their customer’s users.

However, collectively and individually it is important to avoid placing too

much responsibility on a single entity. A single point of failure in a soci-

ety’s infrastructure has technical, financial and geopolitical consequences

[8].

The findings of security researchers on the topic of CDN security and

CPDoS in particular are no doubt significant, but arguably even more im-

portant is their reception. A tool such as HDiff, serves as a great example

of this. anyone who has some steak in the security of CDN services can

potentially take advantage of the research. A potential customer can use

it find which services might be vulnerable to specific threats and make a

more informed purchase decision. The companies responsible for the CDN

services can use it find potential flaws in their own design and improve

it. Criminals can make use of the tool as well. They can find vulnerable

services and turn them into potential targets for attack.



From the perspective of a potential CDN customer, threats like CPDoS

highlight complexities in security analysis and the trade offs that secure

systems come with. On the modern web, hosting a a complex web appli-

cation with a critical mass of users can get expensive relatively quickly.

Maintaining and serving everything from the origin with no caching can

be unfeasible. Having a large CDN provider between a service and the

open web can indeed protect the service from traditional DoS attacks.

On the other hand, becoming functionally reliant on a global service can

cause one’s web application to be hurt from attacks and outages that it

is seemingly not the target of. And as in the case of CPDoS, it can make

one’s application vulnerable to amplified attacks that weaponize the CDN

against the application.

In the modern day, the selection of CDN, cloud and hosting services

can have implications on the functionality of the application itself and

selecting the right services for one’s application is vitally important. Even

after the selection of services is made, it is helpful to be aware of the

implications of said selection on the rest of the stack. If one knows of, say,

some CPDoS vulnerability in the CDN service they use, they maybe able

to mitigate risk with their own implementation by being careful about

what headers their service accepts and sends in responses and how their

service handles errors for example.

From the perspective of the web as a whole and the threat landscape it

represents, consolidation and the proliferation of CDN services means the

threat of single attacks and exploits which can affect the entire web or the

entire web of some part of the world. Let’s say, for example, that a large

web-based authentication service gets disrupted due to a poisoned caching

of the login page in some data center. Now nobody is able to authenticate

to any service that relies on it for sign-in. This list of affected services

may include banking, government websites, tax services, email and much

else.

5 Conclusions

In conclusion, as CDNs and large caching services have grown in preva-

lence and network infrastructure has consolidated to be run by a smaller

number of companies, the security of large web services has become more

vital. Content Delivery Networks have historically been sold as a pos-

sible security solution to protect smaller services from Denial of Service



but recently, they have been successfully weaponized against their own

customers.

The study of semantic gaps in HTTP implementations has revealed

many subpar design patterns utilized by large players in the CDN market.

Semantic gaps may be exploited to achieve poisoned cache states denial

of service in a large scale or in targeted attacks. This has implications

for every steak holder in CDN security. Namely, CDN companies, their

customers, regular users on the web and criminals who wish to exploit

security flaws in web infrastructure.

Security researchers have developed tools and a framework for detect-

ing semantic gaps in HTTP implementations. This can be useful in iden-

tifying potential security and performance issues in web technology both

to improve it and to exploit existing infrastructure.

Web developers and system administrators who wish to avoid seman-

tic gap attacks ought to stay up to date on which web technologies are

known to be vulnerable and choose services that are safe for their pur-

poses. Developers should be mindful of error handling and the processing

of HTTP on the servers that they control.

The companies that maintain CDN or other caching services should

remain increasingly vigilant of the semantics gaps in the protocol im-

plementations they use in their infrastructure. It would be prudent to

provide customers with detailed and up-to-date documentation on how

their caching services work and how they can be used in a safe manner.

Documentation should include guidelines on which HTTP headers are in-

cluded in cache keys and which error codes may be cached in responses to

requests.

It would also be prudent for governing bodies to prevent network in-

frastructure from becoming too consolidated. It is vital that the function-

ing of our networking services are not reliant on only a few companies.
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Abstract

It is beneficial from cost and operational point of view to integrate Oper-

ational Technology (OT) networks with corporate Information Technology

(IT) networks. However, this integration will expose the OT network to gen-

eral cybersecurity threats. The exposure introduces a need to strictly isolate

the OT networks from the IT networks but still retain access to the infor-

mation inside the OT network. Air-gapping the networks has been used to

achieve the isolation but it also prevents all data flow from the OT network.

Unidirectional gateway is a way to physically prevent signals from reach-

ing OT network from external network while simultaneously allowing out

bound traffic.

KEYWORDS: operational technology, information technology, security, uni-

directional gateway

1 Introduction

The term OT is used to refer to systems and devices that interact with

the physical environment [1]. Interaction can be either observation (e.g.

temperature measurement) or manipulation (e.g. adjustment of air flow).

An OT system can be composed of a wide variety of components, such as



electrical, mechanical, pneumatic, and hydraulic. OT also covers systems

that are used to manage these devices and systems. Practical examples of

OT systems include for example Industrial Control Systems (ICS), Build-

ing Automation Systems (BAS), and transportation systems.

Traditionally, OT systems have been isolated, specialized systems, run-

ning on purpose-built hardware and software [1]. The current trend of

converging OT systems with IT systems provides new opportunities with

integration to corporate business systems and cost benefits but also intro-

duces threats from the outside world into the previously isolated environ-

ment.

Incorporating standard IT network solutions introduces cost and func-

tional benefits including flexibility of hardware and configuration [2]. In-

stead of proprietary network technologies, standard Ethernet networks

can be deployed using off-the-shelf Local-Area Network (LAN) and Wide-

Area Network (WAN) solutions, with the trade off of exposing the OT sys-

tems to wide variety new threats.

OT specific solutions to address these issues include unidirectional

gateways, OT-specific firewalls, Virtual Local Area Networks (VLAN), and

Software-Defined Networking (SDN) [1]. This paper will take a closer look

at the use of unidirectional gateways in securing OT networks.

This paper is organized as follows: Section 2 briefly overviews OT in

general and the security challenges involved from networking point of

view. Section 3 looks at unidirectional gateways and their use in isolating

OT networks. Section 4 explores commercial offering to address the iden-

tified issues. Section 5 discusses unidirectional gateways as a solution for

OT security. Section 6 concludes the paper.

2 Overview of OT

The evolution of OT from traditional physical systems, such as analog

mechanical controls, towards digital and IT solutions introduces cost ben-

efits and the connectivity allows for better control over large systems [1].

However, today’s connected smart systems also introduce new concerns

around security.

OT systems can be categorized in the following way [1]:

• Supervisory Control And Data Acquisition (SCADA) systems are

used to control distributed systems of sensor and instruments that are



connected over the network to the control center where Human Machine

Interface (HMI) software allows for centralized monitoring and control

[3]. The systems can be widely geographically distributed. They are

utilized for example in water and electricity distribution systems and

natural gas and oil pipelines. The large scale and geographical distri-

bution of SCADA systems emphasize the need for reliable and secure

network communications.

• As opposed to the geographically distributed nature of SCADA sys-

tems, Distributed Control Systems (DCS) control a geographically

co-located production system [1] [4]. Such systems would be used in

for example water treatment plants, power stations, natural gas and

oil refineries. The DCS is often connected to the corporate network for

integration into business processes.

• Programmable Logic Controllers (PLCs) can be used to control a

singular process in the production pipeline without centralized control

but they are also used as low-level components in DCS and SCADA sys-

tems [1]. PLCs connect to the manufacturing process via specialized

communication network, such as Modbus, but are also connected to the

engineering workstation, database server and other control systems via

LAN.

• Building Automation Systems (BAS) are architecturally similar to

DCS as they monitor and control an environment in a single location [1].

Typical responsibilities of a BAS are for example control of temperature

and ventilation and physical access control of the building. The sensors

and control components communicate over wired or wireless network.

• Physical Access Control Systems (PACS) allow for discrete control

over who is granted access to an area [1]. Typical examples of PACS

include doors, locks, gates, and turnstiles. Often the user is required

to have credentials for example in the form of a PIN, a key card, or a

fob to be granted access. The reader located at the access point will

request authorization based on the credentials from the access control

server. Based on the response the control system will either allow or

deny access.



• Industrial Internet of Things (IIoT) connects interconnected edge

devices, such as sensors and instruments, to business processes and ap-

plications over an internet connection [1]. The three tiers (edge, plat-

form, and enterprise) of IIoT architecture, as proposed by Lin et al. [5],

can be connected over corporate network or a private network overlay

over public Internet.

2.1 OT security challenges

The introduction of standard IT technologies, such as Ethernet, Internet

Protocol (IP), and remote access and monitoring capabilities exposes OT

systems to wide range of cybersecurity threats [1]. Originally OT sys-

tems enjoyed a certain amount of security stemming from the use of non-

standard software, hardware, and isolation from common communication

networks. Connectivity and standard technologies enable easier integra-

tion into corporate systems and increase efficiency and control but expose

the systems to standard threats as well.

Typical IT security solutions, such as firewalls, might cover some as-

pects of OT security as well but OT systems often introduce special re-

quirements that need to be considered [1]. Some of the special require-

ments stem from different risk factors, prioritization and regulatory re-

quirements.

OT systems often have different priorities when it comes to security.

As cited by Larkin et al. [6], traditional IT security prioritizes confiden-

tiality over integrity and availability whereas in OT security availability

is prioritized higher than integrity and confidentiality [7]. The availabil-

ity of control and monitoring systems is crucial as any disruption in these

systems might lead to catastrophic failure with environmental impact.

3 Unidirectional Gateways

To ensure the availability of OT systems, the secure OT network needs to

be isolated from the external network. Whereas traditional firewalls are

susceptible to exploitation and misconfiguration, unidirectional gateways

can be used to physically prevent data flow from external network into

the OT network [1]. This is an effective way to prevent attacks from the

external network reaching the secure network. The main concern is to



OT network

Unidirectional gateway

Protocol
break

TX 
proxy

Protocol
break

TX
module

RX
module

Unidirectional
optical link

RX
proxy

Corporate
network

Server

Replicated
server

Figure 1. High level design of unidirectional gateway [9] [10]

protect the OT network from outside influence to avoid disruption in criti-

cal equipment, such as electrical generators and water pumps, the disrup-

tion of which could have serious consequence for property, environment,

or the population. Physically isolating the critical system from external

networks also reduces the regulatory requirements for the system as no

Externally Routable Connectivity (ERC) exists [8].

Unidirectional gateways are useful at all levels of OT networks from

large geographically distributed SCADA networks to local DCS and pro-

tecting PLCs and other low-level components inside a facility.

Sometimes the terms unidirectional gateway and data diode are used

interchangeably. Even though their hardware can be similar, a unidirec-

tional gateway is more software bound than a data diode [8]. Often data

diodes only include support for limited set of protocols whereas a unidi-

rectional gateway can support a wide range of industrial and application

protocols.

This section presents the high-level design of a unidirectional gateway

and its key features.

3.1 Gateway design

The unidirectional gateway design consists of hardware that only imple-

ments outbound traffic and software that replicates the services to the

external network [8]. Any disruption incurred towards the exposed repli-

cated services have no effect on the isolated services. Figure 1 shows the

high level design of a unidirectional gateway.

The hardware itself is incapable of transmitting data into the higher

security OT network. Most often the one way traffic is achieved by optical

isolation [8]. The gateway hardware consists of separate transmit (TX)

and receive (RX) modules connected only via a fiber optic cable [10]. The



transmitter is typically an Light Emitting Diode (LED) and the receiver

is a photodetector. There is no electrical connection between the transmit

and receive side and the optical link only allows for one way data transfer.

The gateway software consists of an application proxy and a proto-

col break [11]. The proxy is responsible for receiving data transmissions

from inside the OT network, for example from a data historian server.

The proxy takes care of two way communication, such as handshakes

and acknowledgements, towards the OT network which might require the

support for specific protocols, such as Modbus and Distributed Network

Protocol 3 (DNP3). The protocol break takes care of encapsulating the

transmission in a connection-less protocol, such as User Datagram Proto-

col (UDP), for transport over the unidirectional link. At the receiving end

the process is reversed and the data fed it into the the replicated server

in the external network.

As the data transfer is one way no acknowledgments or other connection-

oriented measures can be used over the unidirectional link. To improve

the reliability of the unidirectional data transfer message sequence num-

bers and forward error correction are employed [12].

3.2 Alternative designs

Although the optical isolation is the prevalent solution for achieving uni-

directional connectivity, other solution have also been proposed.

Ha et al. [13] propose a Field-Programmable Gate Array (FPGA) based

data diode to protect smaller scale components, such as PLCs, with uni-

directional data transfer capability. The FPGA is divided into high- and

low-security zones. The unidirectional data transfer is achieved using a

Modified Dual-port Block Random Access Memory (MDBRAM) shared be-

tween the high and low-security zones. The low-security zone is limited

to read-only access to the memory whereas the high-security zone would

also have write access enabled. The low cost of this approach can enable

widespread adoption of the technology in small, dispersed deployments.

Azarmipour et al. [14] explore a virtualization based approach to pro-

tecting OT networks with unidirectional data transfer. Virtualization en-

ables the high-security OT application, that resides in the OT network,

to run on the same hardware as the low-security replica of that applica-

tion which is connected to the external network. In their proposal the

strict separation between the secure OT network and external network is

guaranteed by the hypervisor. The hypervisor is responsible for providing



the unidirectional connectivity between the low- and high-security parti-

tions. The hypervisor chosen is PikeOS by SYSGO [15] which is certified

according to the generic standard common criteria.

3.3 Remote management of isolated OT network

Unidirectional connectivity limits the access to the OT network to mon-

itoring only. It is not possible to manage the devices from outside as in-

bound traffic is not supported. However, often it is necessary to configure

or manage the devices or adjust the processes inside the OT network from

a remote control center. This can be enabled by deploying an operations

WAN with remote management capabilities and direct access from the re-

mote control center [8]. Even though this allows for bi-directional traffic

into the OT network, as long as any connection between the operations

WAN and external network is unidirectional, the system as a whole is

still protected.

3.4 Testing

The primary focus in testing is to ensure the integrity and completeness of

the transferred data. The received data must match the sent data exactly

and no part can be lost during transfer [16]. The general test methodology

consists of generating data on the sender side and recording its character-

istics such as file name, content hash, and time stamp. The data is then

transferred over the unidirectional gateway using the supported proto-

cols, such as TCP, UDP, or FTP. For OT specific protocols, such as Modbus

and Open Platform Communications Unified Architecture (OPCUA), the

data can be discrete measurements from instruments instead of data files,

but the same methodology applies: record the data at the sender side and

compare it to the data recorded at the receiving end. The connection is

also stressed by using high data volumes.

4 Commercial offering

There is plenty of choice when it comes to commercial unidirectional gate-

way and data diode offering. OPSWAT, a US based cybersecurity com-

pany, has compiled a review of 30 industry leading products [17]. The

devices differ greatly in their size and feature set.

The key characteristics of unidirectional gateways and data diodes can



be summarized as follows:

• Certifications: Which international and national certifications are ap-

plicable to the device and required by the target environment, e.g. Inter-

national Electrotechnical Commission (IEC) 62443, Common Criteria,

and NATO Information Assurance Product Catalogue (NIAPC).

• Gateway technology: What technology base is used by the device to

achieve unidirectional connectivity, e.g. optical, electrical, electromag-

netic, hardware, or software.

• Transfer protocols: Which transfer and application protocols are sup-

ported by the device, e.g. industrial protocols: Modbus, Open Plat-

form Communications (OPC), Message Queuing Telemetry Transport for

Sensor Networks (MQTT-SN), IT monitoring applications: Security

Information and Event Management (SIEM) Integration, Syslog, stan-

dard: UDP, Transmission Control Protocol (TCP), file transfer: File

Transfer Protocol (FTP), Secure File Transfer Protocol (SFTP), Network

File System (NFS), Server Message Block (SMB), email transfer: Sim-

ple Mail Transfer Protocol (SMTP), Post Office Protocol 3 (POP3).

• Cryptographic standards: Cryptographic algorithms supported by

a device can include symmetric (e.g. Advanced Encryption Standard

(AES)) and asymmetric (e.g. Elliptic Curve Cryptography (ECC)). The

devices might further be characterized based on the detailed crypto-

graphic primitives supported (e.g. elliptic curves Curve25519 and Ed25519).

• Transfer rate: What kind of transfer rates is the device capable of?

Ranging from 1 Mbps to 10 Gbps.

• Physical Dimension and weight: The physical size of the device.

Ranging from small 0.5 kg units to 2 X 1U rack mountable servers 12.2

kg / server

• Cost: The cost of unidirectional gateways can vary from a few hun-

dred US dollars to thousands of US dollars depending on the hardware

capabilities and protocols supported.



4.1 Product comparison

Commercial unidirectional gateway products can have vastly different

features and properties [17]. Five products are chosen to highlight the

differences:

• OPSWAT NetWall USG

• Advenica SecuriCDS Data Diode DD1000i

• Arbit Cyber Defence Systems Data Diode 1 Gbps

• Bilge SGT DataBrokerX 10G

• Owl Cyber Defense OPDS-1O00

Table 1 compares the gateway technologies and the transfer rates. Ta-

ble 2 compares the supported transfer protocols. Table 3 compares the

physical dimensions and weight.

Product Gateway Technology Transfer rate

NetWall USG Electrical 10 Gbps

DD1000i Hardware 1 Gbps

Data Diode 1 Gbps Optical 1 Gbps

DataBrokerX 10G Optical 3.6 Gbps

OPDS-1O00 Optical DualDiode 1 Gbps

Table 1. Comparison of gateway technologies and transfer rates.

Product Transfer protocols

NetWall USG Modbus, OPC, MQTT-SN, SIEM Integration,

Syslog, FTP, SMB

DD1000i UDP, TCP, Syslog, NTP, FTP, SFTP, NFS, SMB,

SMTP, POP3

Data Diode 1 Gbps SMTP, FTP, SFTP, SMB, NFS, NTP, TCP, UDP,

HTTP, HTTPS, NiFi, SysLog

DataBrokerX 10G HTTP, HTTPS, LDAP, LDAPS

OPDS-1O00 UDP, TCP/IP, SNMP, SMTP, NTP, SFTP, FTP

Table 2. Comparison of transfer protocols.



Product Rack units Weight

NetWall USG 2 X 1U 2 x 12.2kg

DD1000i 1U 9 kg

Data Diode 1 Gbps 2 x 1U 9.6 Kg

DataBrokerX 10G 1U 22.0 kg

OPDS-1O00 1U 3.6 kg

Table 3. Comparison of physical dimensions and weight.

5 Discussion

When considering protecting e.g. critical infrastructure or manufactur-

ing plants unidirectional gateways offer stronger security guarantee over

conventional firewalls. The inability to physically relay traffic from ex-

ternal network into the high security OT network effectively blocks any

attempts of online infiltration originating from outside. This has to be a

priority consideration when disruptions in manufacturing or delivery pro-

cesses are unacceptable. The wide range of commercial products available

caters for the needs of large geographically distributed SCADA systems

as well as small localized DCSs.

6 Conclusion

Special care needs to be taken when securing critical OT networks be-

cause of different priorities compared to normal IT networks. Unidirec-

tional gateway is an efficient way to isolate critical networks and prevent

attacks or signals from reaching the network from outside. Most often

optical isolation is used to achieve unidirectional connectivity but other

approaches exist as well. Many commercial options are available ranging

from small light weight device to heavy duty rack servers.
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Abstract

Camera based pose estimation is relevant in many fields, from aug-

mented reality to autonomous driving. This paper presents a survey of

selected methods for camera-based pose estimation, with an emphasis on

robustness in a variety of conditions. The study discusses both methods

using marker based methods such as RANSAC, and more recent SLAM

methods. Furthermore, we see how Kalman filters and Extended Kalman

filters, has been used to improve the quality of measurements.
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1 Introduction

Camera based pose estimation is the act of estimating the position and

orientation of a camera in 3D space, based on the image data produced

by the camera. This is generally performed by knowing the intrinsic pa-

rameters of the camera and real-world coordinates of a feature set. A set

of image features is identified in the camera image, after which we try to

estimate the extrinsic camera matrix E, so that we minimize the reprojec-

tion error of the observed features. (1)



This process is generally used within augmented reality and autonomous

driving, as it can function as a relatively inexpensive way of obtaining a

more precise estimate than what could be provided by GPS. Unlike GPS

it need not depend on satelite data, which makes potentially more reli-

able in situations where it is not available. Especially in the context of

autonomous driving, it is imperative to know where exactly on the lane

the car is, where the car is positioned in a curve. An incorrect estimate of

less than a metre could have disastrous consequences for the passengers

of the vehicle.

Robustness in computer science refers to “the degree to which a sys-

tem or component can function correctly in the presence of invalid inputs

or stressful environmental conditions” (2). In camera based pose estima-

tion, robustness can mean how well the model functions when features

are detected incorrectly, when the real-world 3D-coordinates for certain

features are incorrect, or when other factors could cause faulty data. (1)

This paper will go over different studies that are used for camera based

localization. We will consider methods relying solely on the camera’s im-

age data, of various formats and quality. Studies primarily relying on

LIDAR and other sensory information will not be considered. In the back-

ground section, we will discuss how many current implementations work,

and what principles are central in many, if not most procedures. In the

third section, we go over a selection of recent methods that have shown

promising results, especially for achieving robustness in difficult condi-

tions. The fourth section clarifies the findings of this study, and gives an

overview over what has been discussed previously.

2 Background

In order to understand the recent advances in camera based pose estima-

tion, and possible future research, it is essential to know what methods

have been used so far.

2.1 Camera space, world space, image space

Let us start by clarifying some concepts related to camera based pose es-

timation. World space refers to the coordinate system of the real world.

In the case of a self driving vehicle, it could be earths coordinate system

for example or something to represent the surroundings in which the car
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is moving. Camera space on the other hand is a coordinate system in

which the camera’s origin point is in the origin, and the camera is point-

ing along some axis. Lastly, image space, is a 2d coordinate system of

the image captured by a camera.

pimage = pworld · I ·M (1)

Equation 1 describes the transformation of coordinates from world

space to image space. I represents the intrinsic parameters of the camera,

such as lens distortion or focal length. pworld are the coordinates in world

space, and pimage are the coordinates in image space. (3)

M is the transformation matrix of the camera, which includes the

translation and rotation of it. When trying to estimate a camera’s pose in

world space, we typically want to find a matrixM , so that the re-projection

error of Equation 1 is minimized. (3)

2.2 Marker-based pose estimation

The perspective n-point (PnP) problem was formally described by Fischler

and Bolles as "Given the relative spatial locations of n control points, and

given the angle to every pair of control points from an additional point

called the Center of Perspective (CP), find the lengths of the line segments

("legs") joining the CP to each of the control points". (3)

Fischler and Bolles also describes Random sample consensus (RANSAC),

which is a method for producing an estimate for a solution to the PnP-

problem when there is an abundance of points, using random sampling.

(3)

One practical implementation of this is marker-based pose estimation,

where the world coordinates, pworld ∈ R3, of observed features are known.

Then we can use various image processing techniques for estimating the

image coordinates, pimage, of these features. (3)

A suitable image feature can be just about anything that a camera can

detect, and bind to some mathematical constraint. Typically, augmented

reality tags, such as April tags or ArUco markers Figure 1, are used in ap-

plications where high precision is required. (4) These markers are useful,

as they are computationally easy to detect, and decode, due to their rec-

tilinear nature. Furthermore, the image position of the markers’ corners

can be estimated with subpixel precision, as they are in the intersection

of two sides of the markers. (4)
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Figure 1. ArUco marker 0x29A, generated using the OpenCV library

One could also train a neural network to detect other types of markers

in images, for example if it is not desirable to have visible markers in the

scene. Such marker could be almost anything that is easily detectable,

and that facilitates a low amount of false-positive identifications.

Challenges in marker-based pose estimation are related to producing

accurate estimates when the markers are obscured, or not detectable. We

also typically want to obtain robustness against misclassification of mark-

ers, which can be caused by poor image quality. Having a predefined set

of markers also requires a high level of control over the environment. In

the context of a national road network, the relocation or obstruction of

markers renders this form of pose estimation ineffective.

Line based feature tracking

(author?) (1) presents a method for tracking lines, in combination of

points. In this study, a box with known proportions is tracked using a

camera, and the edges of the box are used instead of markers. The line

constraint is very similar to a point constraint, in that it measures how

far the projected line is from the detected line in the image. This presents

an advantage as lines are often easier to detect consistently, compared to

points. Ababsa and Mallem shows experimentally that their method is ro-

bust against partial occlusion of the tracked object, and that their model

is able to track the object, even in a cluttered environment. (1)

2.3 Markerless pose estimation

Although we do not have access to placed markers with known position we

can still find traceable features in most images. Convolutional neural net-
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works (CNNs) are particularly good at identifying features in images, as

demonstrated in for example an experiment by Melekhov et al.(5). Find-

ing a certain set of features can, when combined, narrow down the state

space enough to allow for a good estimate of a camera’s position.

There are challenges with these types of methods. As neural networks

generally works like black boxes, in that once they are trained, we do not

precisely know exactly how they produce certain results. If an error is dis-

covered, it is often difficult to correct it by other means than introducing

more training data.

2.4 Kalman Filters

Many modern algorithms for camera relocalization, use extended Kalman

filters (EKF) for stabilizing their pose estimates. Kalman filters, intro-

duced by Kalman in 1961, are a collection of recursive methods for es-

timating measurements in a dynamic systems, that are often subject to

noisy data(6).

Kalman filters are generally useful in camera based pose estimation,

as the object the camera is attached to, is subject to several physical con-

straints. With Kalman filtering, one can for instance account for the mea-

sured acceleration between two position estimates, and after that update

the state space according to the new measurement.

3 Methods for robust Pose Estimation

In the following section we will go over a variety of methods that have

shown promising results, especially in environments with noisy input

data.

3.1 SLAM

Simultaneous Localization and Mapping (SLAM), is a collection of tech-

niques used for both estimating the position of an actor in an environ-

ment, and collecting information about the environment (7).

There are five parts of SLAM, initialization, tracking, mapping, relo-

calizaion and global map optimization (7). Data collection in SLAM can

be difficult for several reasons. The cameras used can have different in-

trinsic parameters, they can be pointed in different directions in relation

to the direction of the vehicle, and be subject to different weather condi-
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tions. Environments also change over time, as trees grow, buildings are

built, repainted and destroyed.

RobustLoc

RobustLoc is a model for estimating a camera’s pose in a small world map,

such as a university campus. RobustLoc uses a CNN for creating a feature

map from the input images, vector embeddings and a branched decoder

to produce an estimate for the position and rotation of the camera. An

advantage of RobutLoc is that it can utilize images from neighboring ve-

hicles as well, to produce a more accurate estimate. Several experiments

using the model showed promising results, as it seems to be farily ro-

bust against various distortions of the captured images, such as adding

noise. (8) The model is tested and compared to other models on the 4Sea-

sons dataset, and it outperforms in most reported categories (8). As the

4Seasons dataset includes data from each season, it is remarkable that

RobustLoc achieves the relatively high accuracy of 1 to 22 meters. (8)

RobustLoc requires extensive training to perform well, and it could

be questioned how well scales (8). The model would likely be useful in

small scale environments, such as for relocalization of autonomous deliv-

ery robots, operating on a confined area. It is however not proven that

RobustLoc would work very well in a larger environment such as a city

or a country. Delivery trucks, which often stick to the trunk of the road

network, could potentially benefit from RobustLoc, as they mostly need to

know where they are on the route they are driving.

Semantic SLAM

Semantic SLAM, is based on the idea of assigning semantic labels to ob-

served objects using sensory data. The idea is that a location can be esti-

mated, based on the occurrence of observed objects, which can be updated.

(9)

By labeling observed data, and categorizing it as objects, we can ac-

count for different states of an object. This model can potentially provide

robustness against changes in the environment, as many changes would

produce semantically similar objects.

As image data is converted into object metadata, before the location

is estimated, it does not really matter what type of camera is used, given

that the image classifier is trained to process data from that camera. The

orientation of a camera in relation to the car is also irrelevant, as the

location is estimated based on the 3D scene.

6



(An object based model could also potentially distinguish between per-

manent and non-permanent objects in the environment)

LSD-SLAM

Large-Scale Direct monocular SLAM (LSD-SLAM) distinguishes itself from

other SLAM methods, in that it is a featureless algorithm (10). For feature-

based algorithms to work efficiently, there needs to be an agreement on

what features are significant(10).

In LSD-SLAM, the global map consists of several key frames, which

are obtained from captured point clouds using a monocular camera. The

key frames are structured in a graph-like manner, so that each key frame

has some neighbours(10). Edges in the graph-model, represent the trans-

formation between two key frames. In addition to the image of the key

frame, an inverse depth map is also stored, as well as the variance of the

inverse depth map. (10)

LSD-SLAM provides robustness against different camera setups, in

that it builds a complete map of the environment. Even with differing

camera equipment and other conditions, the produced representation of

the global map will be fairly similar. There may however be differences in

the produced quality of each contribution, but these could be mitigated by

imposing quality requirements for updating the map.

It is unclear how robust this method is against changing environmen-

tal conditions, like weather. As the model uses 3D-depth-map data to

produce position estimates, it should be fairly consistent against differ-

ent lighting conditions. However, snow may disrupt the textures of the

surrounding environment, which could, unless mitigated by other means,

reduce the model quality.

Key frame quality can be improved by using better sensory equipment,

such as stereo cameras and LIDAR. We will not delve deeper into this in

this paper.

3.2 Image Enhancement Techniques

For many problems, relatively simple techniques can be utilized for achiev-

ing robustness. Especially problems related to varying light conditions

can in many cases be mitigated using image filtering.

7



Image exposure

There are several techniques to correct over/under exposure. One way is

to use a trained neural network, which has been trained on large dataset

of images(11). For marker based pose estimation, one could train a large

dataset to identify markers in various conditions. In SLAM, this is usually

not a problem, as

Identifying regions of interest

In a scenario where we need the position in relation to the road, there are

several ways of refining the training data, to remove obscured or other-

wise irrelevant parts of the image. Hillel et al. lays out several methods

used in the context of autonomous driving. (12) The difficult part is often

to identify precisely what identifies an obscuring object. In autonomous

driving it is usually anything that is not the road, or a sign, but depending

on the environment it could be subjected to a wide range of requirements.

4 Discussion

Clearly, camera based pose estimation is a very broad field. From this

follows that there is a multitude of different scenarios in which this form

of pose estimation is needed. Each of these methods have vast differences

in underlying conditions and requirements, and it can be difficult to com-

pare performance of different methods. Additionally, the way in which the

different methods attempt to add robustness is very different. For exam-

ple, with methods such as RobustLoc, we have very different conditions,

compared to a scenario using camera based pose estimation for some aug-

mented reality project.

As briefly mentioned earlier, marker based methods require highly

controllable, unchanging environments. While it may not work very ef-

ficiently in certain environments, such as large road networks, marker

based methods offer flexibility, in that we can completely control what

parts of the image the model uses for pose estimation. It is also compar-

atively easy to construct filters that detect AR markers, and reduce noise

in images in which they occur, as they are constructed to be specifically

easy to detect for cameras.

Some SLAM methods are computationally complex, and it is unlikely

that many of them would work well on a large road network. Especially

methods that use point clouds as a means to map the environment, may

8



struggle with computation of the environment. Recognizing what part of

the images are going to be part of the environment long-term is an area

that is going to be interesting in future studies.

5 Conclusion

In this article we have analyzed a variety of methods used in camera

based positioning. We started by discussing methods based on markers,

where we have a high control of the environment. These methods can be

extended to use other forms of markers, such as lines on objects of known

position. We also briefly discussed how any type of feature that can be

detected can be used as a marker.

Furthermore, we analyzed some recently introduced methods such as

RobustLoc and CNN-SLAM, which have shown promising results for de-

termining camera poses. We also looked into semantic slam, and dis-

cussed the prospects of using it in larger environments.

9
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Abstract

This paper explores the significant advancements in the domain of Neu-

ral Radiance Fields (NeRF), a pivotal technology in neural rendering and

computer graphics. The primary focus is on two notable developments: In-

stant NeRF and BakedSDF. This paper begin by detailing the key concepts

underlying NeRF and its implementation in creating hyper-realistic view

synthesis, essential for applications like virtual reality. Then the paper pro-

ceeds into presenting Instant NeRF and BakedSDF, highlighting the nu-

ances of each method in terms of training speed and image quality. A com-

parative analysis is presented, examining these techniques across three pa-

rameters: Peak Signal to Noise Ratio (PSTNR), Structural Similarity In-

dex (SSIM), and Learned Perceptual Image Patch Similarity (LPIPS). The

paper concludes with a discussion on the implications of these advance-

ments for the future of neural rendering, emphasizing the potential for

wider application and efficiency in real-time rendering scenarios. Through

this study, the paper aim to provide a comprehensive understanding of the

current state and future potential of NeRF technology in computer graph-

ics and virtual environment creation.

KEYWORDS: Neural Radiance Fields (NeRF), review, Instant NeRF, BakedSDF,

Neural Rendering, View Synthesis



1 Introduction

In computer graphics, there has been significant efforts to make view syn-

thesis look hyper realistic. These techniques are needed for example for

virtual reality applications to give users a realistic feeling of the virtual

reality. Mildenhall et al.[1] made a breakthrough in this field by intro-

ducing Neural Radiance Fields (NeRF) that could produce hyper realistic

view synthesis. Although that was a remarkable event the view synthe-

sis was relatively slow since training of the neural network takes several

days. A couple of years after the release of the original NeRF there have

been multiple steps to make the technology faster. One worth of attention

is Instant Nerf [2] that can produce same Neural Radiance Fields much

faster while the image quality preserves.

View synthesis is done from a set of images that captures an object

from different viewpoints. These images are given to the multilayered

perceptrons (MLP) that produce a model from the input data that. The

MLP is doing the rendering and the object creation for the output image.

This image can be rendered in diverse ways, for example by using classical

rasterization techniques or ray marching.

This paper goes through the key concepts of the NeRF and introduces

the original NeRF, Instant NeRF, and BakedSDF. After introduction there

is a comparison between Instant NeRF and BakedSDF with three differ-

ent quality estimators. There are three parameters: Peak Signal to Noise

Ratio (PSTNR), Structural Similarity Index (SSIM), and Learned Percep-

tual Image Patch Similarity (LPIPS) that are used to compare the NeRF

methods. Although there is a minor difference between those two methods

it is still significant, because if the context of application requires fidelity

image quality even the fraction of a difference is significant.

Finally, there is a discussion on how hashing affects the training time

and what rendering techniques should be considered when rendering neu-

ral volumes.

2 Key Concepts

2.1 Multilayer perceptron

Multilayer perceptron (MLP) is a perceptron-based neural network capa-

ble of learning nonlinear optimization problems. MLPs are simple fully



connected networks. Perceptron algorithms are based on feed forward

network backpropagation, which is used to optimize the parameters of the

neural network. MLP uses non-linear activation functions that produce

solutions on a continuous plane. [3]

This paper concentrates on MLPs that are coordinate based. This

means that the MLPs input is low-dimensional point. The coordinate

based MLP is trained to provide representation measurement such as im-

ages, volume density, signed distance or novel view synthesis. [4]

To produce state-of-the-art view synthesis that was produced in the

beginning of the neural radiance fields the input coordinates were mapped

as Fourier features before feeding it to the MLP [1]. This is referred to

as positional encoding. Positional encoding is used in log-linear spaced

frequencies for each dimension [4]. Tancik et al [4] has demonstrated this

method to be more effective than wrapping coordinates around the circle

or Gaussian encoding.

MLPs are good to learn higher dimensional frequency functions and

MLPs are biased when trying to use lower dimensional points as inputs.

This is why positional encoding is used in lower dimensional input data.

This kind of positional encoding maps the coordinates to a higher dimen-

sion so the MLP can learn higher frequency details.

3 Neural Radiance Fields

Figure 1. Overview of NeRF process. This picture is from the original NeRF paper [1].

Figure 2. Work flow of NeRF

Neural radiance fields (NeRF) is a method in neural rendering re-

search to produce state-of-the-art rendering results [1]. The name comes



from a neural network describing the scene’s radiance in a continuous

function. NeRF uses five-dimensional input (3 dimensions for a point

in space and 2 dimensions for viewing direction) for two ReLU activated

MLPs that produce volume density and directional emitted color [1].

The first MLP utilizes positional encoding to the 3D coordinate with

8 fully connected layers with 256 channels per layer and generates the

volume density and a 256-dimensional feature vector. The feature vector

is then linked together with the camera viewing direction that is also

positionally encoded and transmitted to a supplementary fully connected

layer that outputs the directional emitted color. [1]

One main technique to make NeRF work is to use positional encoding

when teaching the network. This technique has a significant effect com-

pared to the other methods for coordinate mapping [4]. This technique

maps coordinates, in this case 3D point and 2D point, to a hypersphere

that has a set of sine waves. The network that is trained in NeRF is

modeling low dimensional functions, this means that the MLP is a kernel

machine based around dot production of the inputs and the dot product of

Fourier map inputs is a stationary kernel.

A Neural Radiance Field represents a scene describing the volumet-

ric density and directional emitted radiance within a continuous spatial

domain. Then rendered color of any scene piercing ray with classical vol-

ume rendering. The volume density can be understood as the incremental

probability of a ray ending at an infinitesimal particle located at point in

space. [1]

In the original paper Mildenhall et.al. [1] compared NeRf to other

neural rendering techniques including Neural Volumes, Scene Represen-

tation Networks, and Local Light Field Fusion. In conclusion other tech-

niques were slower to render images, produced lower quality images or

is more space consuming for the neural models, for example Local Light

Field Fusion made a model that took 15GB of space, when compared to

NeRF that needed 5MB for the weights of the network [1].

4 Disadvantages of NeRF

The main disadvantage of NeRF is that it is slow to produce the neural

network needed for rendering. Mildenhall et.al. [1] states that all scenes

that were produced took about 12 hours of training even with a relatively

good graphics card. This means that NeRF is not ready for real time



applications.

Also, the original NeRF produces stationary scenes, this means that

the object that is modeled cannot be animated. This also reduces the

usability of the technique in hand. This does not mean that the model

is not interactive, in the scene you can move the camera around and the

specular artifacts alter according to the view.

The original NeRF lacks any parameter tweaking features such as

changing the color or size of the modeled object in the scene. Even if the

model were modifiable, the editing process would be cumbersome since

the final image that is rendered is not done in real time.

There has been an attempt to have NeRF-style rendering for consumer

grade hardware called Mobile NeRF [5]. This technique makes editing of

the object possible in real time. The main idea is to utilize the scene

in a traditional rendering pipeline. This way the renderer MLP can be

executed in a shader making the process massively parallelized. The final

image is made in real time, but it still lacks such quality as the original

NeRF can produce.

Mobile NeRF stores the produced model in OBJ-format. This enables

variety applications since OBJ-format is widely used. Also, by using fa-

miliar object representation format the threshold for useful applications

is lower.

One technique that this paper is going to review is Instant NeRF [2].

Instant NeRF is successfully reducing time used for training the networks

and rendering.

5 Instant NeRF

Intant NeRF was introduced by Müller et. al.[2] The difference between

NeRF and Instant NeRF is clear. The former produces neural network

and renders models in magnitude of seconds. There still is a trade off

in produced quality. In Instant NeRF the training can be completed in

seconds or if necessary the training time can be increased to minutes [2].

This means that the training time is lowered by magnitude of hours com-

pared to the test data between the Instant NeRF and NeRF. The render-

ing of the final image is also significantly faster in Instant NeRF. The

rendering of final image is done in magnitude of milliseconds making this

technique real time application.

The increment in training speed is done with hash tables in positional



encoding with fewer parameters. Müller et. al. uses multiple hash ta-

bles with distinct resolutions and trainable encoding parameters. This

ensures that there is no hash collision since the encoding has different

emphasis in each resolution level as long as the resolution is high enough.

This technique anticipates on the neural network to learn hash collisions.

This method reduces the complexity of the network while improving the

performance. [2]

These hash tables also make the memory layout more predictable [2],

so the utilization of GPU is much better, since there is no need to wait for

fetching data from outer levels of caches.

Parametric encoding comes with a tradeoff between quality and train-

ing speed. With sparce encoding the quality might get better but then

there is going to be an unoptimized number of parameters. Unoptimized

in a way that if the input picture has empty background and the object

in the middle there is going to be as many features in the background as

in the object itself. On the other hand, without any encoding the quality

of the final image is poor. Müller et. al.[2] overcame this problem with

multiple separate hash tables and relaying that the learned has tables

are optimal. The performance is even more increased because in Instant

NeRF you can set the cache size for the hash tables.

6 BakedSDF

Yariv et. al. [6] took a different approach to accelerate NeRF-like volume

rendering. Instead of optimizing the MLP’s they made a high-quality tri-

angle mesh out of the volume rendered surface reconstruction. This en-

ables consumer grade hardware to utilize NeRF in real time since common

hardware is made for triangle rendering rather than neural rendering.

BakedSDF first constructs neural radiance field representation from

the input images. This is done in three stages. First the surface of the ob-

ject to be rendered is reconstructed using volume rendering. The volume

rendered surface is then baked to triangle mesh and used for appearance

model trained with spherical Gaussians.[6]

The triangle mesh is made by the volume rendering representation to

ordinal 3D grid which is then run through Marching Cubes [6]. While

marching cubes the 3D points are sampled from training data along the

ray. The samples give the rendering weight for each sample. Then there is

decided a threshold for weights to be added to the final grid. This prevents



Outdoor Scenes Indoor Scenes

PSNR ↑ SSIM ↑ LPIPS ↓ PSNR ↑ SSIM ↑ LPIPS ↓
BakedSDF (offline) 23.40 0.619 0.379 30.21 0.888 0.243

BakedSDF (real time) 22.47 0.585 0.349 27.06 0.836 0.258

Instant NeRF (offline) 22.90 0.566 0.371 29.15 0.880 0.216

Table 1. Section of results that is produced by Yariv et. al. [6]

noise artifacts from the final mesh.

The triangle mesh representation is widely used graphics primitive

that allows consumer grade hardware to accelerate rendering. The trian-

gle mesh also enables modifications as well as simulation for the object

to be rendered [6]. This makes NeRF more useful for computer graphics

applications. There are still limitations for this technology. Because the

final representation is made with triangle mesh the common problems of

high detailed surfaces are still apparent. Also, the renderer is not suited

for transparent and semi-transparent materials. [6]

7 Comparison between Instant NeRF and BakedSDF

Yariv et. al. [6] did not mention neural network training time so the

comparison between Instant NeRF and BakedSDF is going to be lim-

ited in rendering time, Peak Signal To Noise Ratio (PSTNR), Structural

Similarity Index (SSIM), and Learned Perceptual Image Patch Similarity

(LPIPS). In the table 1 Outdoor Scenes and Indoor Scenes are scenes that

are made of pictures of the object in either outdoor environment or indoor

environment. The main difference between these scenes are that the out-

door scenes have more complicated background textures than in indoor

scenes.

In offline BakedSDF outperforms Instant NeRF in all but one param-

eter: LPIPS. In other words, BakedSDF produces outputs that are more

similar to the ground truth than Instant NeRF. Instant NeRF has lower

LPIPS in indoor scenes indicating that in a less noisy environment the

Instant NeRF captures textures and shapes well.

One interesting result is that the real time BakedSDF outperforms

in some parameters the offline BakedSDF. This is likely because the of-

fline BakedSDF is taken from intermediate volume rendering step that is

before the "baking" step that is included in the real time renderer.



Yariv et. al. did another test to compare the frame rates between In-

stant NeRF and BakedSDF. The test was made in 1920 × 1080 resolution.

BakedSDF had on average 72.21 fps and Instant NeRF had 3.78 fps. [6]

This proves that the BakedSDF is faster to render than Instant NeRF.

This is likely because the BakedSDF utilized triangle mesh that can be

accelerated easier than other neural rendering methods. Also, BakedSDF

uses more memory than Instant NeRF. [6]

8 Discussion

There are multiple ways to increase performance of the Neural Radiance

Fields. In every part of the process there is room for speed ups and qual-

ity enchantments. One enchantment possibility for the NeRF is the posi-

tional encoding. It is one of the most crucial parts since this step makes

the complexity of the model. The complexity comes from the feature vec-

tors stored in suboptimal data structure. To increase training speed In-

stant NeRF [2] uses hash table data structure to store feature vectors.

Another way to increase performance is to utilize triangle mesh in

rendering phase. Since triangle meshes are widely used in the computer

graphics community, the industry has made improvements in the hard-

ware side that is meant to accelerate triangle mesh structures.

Marching cubes are preferred way to render final image since it uses

volumetric data. There is hardware accelerated designs for ray tracing,

but since the input data is volumetric ray tracing would not fit for in the

purpose of NeRF. Relying only on hardware acceleration could be deemed

a less suitable strategy to increase performance.

One limitation of the NeRF is that it requires fine quality photos to

reconstruct the model. This restricts usability in sensor data picture re-

construction. For example, if there is only sensor data that is from a wider

spectrum than visible light, these NeRF methods introduced in this paper

are not suitable for this kind of data representation.

There is promising ongoing research to construct NeRF models for var-

ious kinds of data that was represented in this paper. Wysocki et. al.

[7] has been researching NeRF for constructing images from ultrasound.

This proves that the NeRF is versatile technique to produce images and

videos from different data than visible light in RGB format.

Finally, NeRF is a way to bring scenes to a virtual environment. This

enables a more interactive way to represent real life objects and scenes.



NeRF can be utilized in many fields from architecture to video games. It

enables interactive ways to display and document historical sites.

9 Conclusions

This paper introduced the beginning of NeRF research [1]. and presented

two NeRF based techniques: Instant NeRF [2] and BakedSDF [6]. One

of the key techniques to get meaningful results from NeRF is paramet-

ric encoding. Parametric encoding maps low dimensional data to higher

dimensions and using Fourier features in this step gives higher quality

output from NeRF. Training time can be decreased by implementing hash

tables for the feature vectors and rendering time can be decreased by bak-

ing the model to triangle mesh.
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Abstract

As password-based authentication has solidified its status as the most

commonly used authentication method, the number of attacks against pass-

words has increased. Service providers often require passwords to follow

predefined entropy criteria to create more attack-resistant passwords. Ad-

hering to these criteria can complicate password utilization and thus neg-

atively affect their usability. This paper is a literature review on pass-

word usability and security, discussing both password memorization and

password entry, two common issues in modern-day password usage. The

results showed that users could adopt techniques, such as mnemonic mem-

orization and password managers, to increase password usability, while

service providers can implement additional password verification during

password creation to increase password memorability and thus usabil-

ity. Additionally, further research into mobile password managers and the

usability and security of other platforms, such as smart televisions, were

identified as important subjects for future research.

KEYWORDS: password, usability, security, password manager, mnemonic

memorization



1 Introduction

Since the introduction of computers, users have used passwords to au-

thenticate themselves. A user had between 2 and 200 password-protected

accounts already in 2010 [1]. Since then, password-based authentica-

tion has solidified its status as the most commonly used authentication

method, meaning that the number of accounts per user has also likely

risen. As password-based authentication has increased in popularity and

computers have become more powerful, the number of attacks against this

form of authentication has also increased. One of the most common and

widely used methods to protect against these attacks is to create pass-

words with high unpredictability, or entropy. This makes it harder to

perform common attacks, such as brute-force and shoulder surfing [2].

Currently, when creating a new password for an account, it has to

often fulfill predefined entropy criterion. This criterion can include pass-

word length and different character classes. Additionally, some sites might

impose wordlist-based and pattern-based checks, prohibiting the use of

easy-to-remember patterns or words. It is also well known that passwords

should not be re-used on multiple accounts, as this can result in multiple

accounts becoming compromised if a password is leaked.

While adhering to the password entropy criterion creates stronger pass-

words, it can complicate their utilization. Shay et al. [3] showed that

additional requirements can make it difficult for users to remember their

passwords. Additionally, special character requirements make it more

complicated to enter passwords on devices other than computers [4].

This paper summarizes the main difficulties with modern-day pass-

word usage and reviews currently available solutions and techniques for

utilizing them in a user-friendly and secure way.

Section 2 discusses password use and usability issues, while Section 3

presents both potential and already existing solutions to solve password

usability problems. Section 4 discusses the advantages and disadvantages

of different approaches, while Section 5 concludes the paper.

2 Issues with modern day passwords

Password-based authentication is currently the most commonly used au-

thentication method. As mentioned above, one of the most common ap-

proaches to protect against attacks on password-based authentication is



to increase password entropy and use multiple different passwords. While

these are effective methods to protect against attacks, password usability

can become a problem [3].

Section 2.1 highlights problems with password creation and recollec-

tion, while Section 2.2 discusses password entry issues when using differ-

ent devices.

2.1 Creating and memorizing passwords

While it is essential to ensure that passwords can withstand attacks, it is

also important that even strong passwords remain usable. Shay et al. [3]

studied the effects of requirements on password strength and usability.

They found that only increasing the length resulted in users predictably

filling the required characters. Although it is a poor and insecure habit,

users create predictable passwords to help reduce the cognitive task of

having to remember multiple passwords over a long period [5]. Imposing

additional pattern and blacklist checks result in stronger passwords, but

further compromise the usability as users are more likely to forget their

password [3].

Although a user might be able to retain one or a few strong passwords

in their memory, it has been shown that attempting to remember multiple

passwords causes users to require more guesses to recall the correct one

[6]. This can be an issue since many sites allow users to try their pass-

words only a few times before locking the account or issuing a cooldown.

While this does protect accounts against brute-force attacks, it also neg-

atively affects real users who use strong passwords and require a few

attempts to recall them.

2.2 Password entry

Complex passwords can also introduce new usability issues on mobile

platforms. Greene et al. [4] studied the effects special characters and

length have on the usability of passwords on mobile devices. The research

showed that both aspects negatively affected the usability, although it was

much more apparent with special characters. This was linked to mobile

devices not allowing users to enter special characters from the first key-

board screen. Instead, the keyboard view has to be changed once or twice,

depending on the character used. Melicher et al. [7] showed that mobile

users used fewer special characters, capitalized letters and numbers when



creating passwords. The study also found that passwords mainly intended

for mobile platform use often had special characters bundled together, re-

ducing the amount of times a user would have to switch between different

keyboard views. While this does make the password more usable, it also

introduces a pattern that can be easier to guess. Furthermore, passwords

created on mobile platforms were 32% easier to guess when an attacker

had more than 1013 tries [7]. This could be a security concern if attackers

are able to execute an offline brute-force attack, which is likely to happen

when password hashes leak.

In addition to password entry being harder on mobile devices, there

seems to be differences between different mobile platforms. Schaub et al.

[2] studied password entry times on mobile platforms. They found that

typing on an iOS virtual keyboard was slightly faster than on Android

keyboards, while the more complex Symbian keyboard was considerably

slower and more error prone. Although the study was done 10 years ago,

the keyboards have remained similar. Virtual keyboards could possibly be

additionally improved, patricularly on devices that utilize harder to use

variants.

3 Overcoming password usability issues

This section highlights strategies for improving password usability while

also analyzing the possible impact on password security. As one of the

main issues was recollection, increasing password memorability is an ap-

propriate approach to improve usability. In addition, there exists different

software based solutions, such as password managers, which can be used

to keep track of multiple accounts.

Section 3.1 explores ways to increase password memorability and Sec-

tion 3.2 discusses the use of different software-based solutions, mainly

password managers.

3.1 Remembering passwords

Linguistic and phonological difficulty, or pronounceability, have been sug-

gested for creating more memorable and thus more usable passwords [8].

A common strategy to approach pronounceable passwords is the Modify

Until Not Guessed Easily (munge) method, which replaces alphabetical

characters with special characters [9]. While munge does create easy-to-



remember passwords, it does not necessarily offer any additional protec-

tion against attacks, as character conversions are well-known and can be

incorporated into attacks [9]. Gasser [10] introduced another well-known

method for creating pronounceable passwords in 1975. The method uses

34 different phonemes to create randomized strings. A phoneme is a

small, one or two-character, element that produces a sound [10]. Com-

bining these phonemes creates a string, such as "queshquo", that is easy

to pronounce, but means nothing. While this might make passwords

more memorable and resistant against dictionary attacks, it also limits

the character set and the combination of characters that can be utilized.

Thus, the length would play a critical role in creating a pronounceable

password that also has high entropy.

Another proposed method to help with password memorability is mne-

monic memorization. Mnemonic memorization utilizes a piece of informa-

tion, such as phrases [11] or images [1], to compose passwords.

Phrase-based mnemonic passwords are commonly constructed by se-

lecting a memorable sentence and substituting each word for a letter, sym-

bol or number. The idea is that the sentence can then be used to recall the

password. Yan et al. [12] found that phrase-based mnemonic memoriza-

tion made passwords both more memorable and stronger. The study com-

pared mnemonic passwords to both randomly generated passwords and

user chosen passwords. The researchers found that the mnemonic pass-

words were as secure as randomly chosen passwords, while being nearly

as memorable as normal user created passwords.

While mnemonic passwords are effective against normal dictionary

and user information attacks [12], some specialized attacks can be made

to target mnemonic passwords. Kuo et al. [11] found that many users use

common phrases, that can be found online, when choosing their mnemonic

phrase. The researchers compiled a dictionary using song lyrics, slo-

gans and quotations, which was then used to try and crack mnemonic-

based passwords. The study found that 11% of normal passwords could

be cracked with a regular dictionary attack, while 4% of mnemonic pass-

words were cracked using the dictionary they compiled. Although this

seems promising at first, the researchers found out that 65% of the stud-

ied mnemonic passwords were based on phrases that could be found on-

line. They note that their dictionary was relatively small in size and a

highly effective dictionary could be built for phrases found online. In-

structing users to only use personalized sentences that are not widely



known could prove to be an effective strategy to construct unique sen-

tences and thus stronger passwords.

Image-based mnemonic passwords are created with the help of infor-

mation gathered from an image. Nelson and Vu [1] compared the memo-

rability of phrase-based, image-based and regularly created passwords.

The methods all used the same password criterion. The image-based

technique associated a phrase with an image and created a password

based on it, similar to phrase-based mnemonics. The main differences

between the three approaches were the number of attempts needed, the

number of passwords forgotten and password complexity. The number of

attempts required to recall the password was significantly higher for the

phrase-based method compared to the two other methods. The phrase-

based group also had more forgotten passwords than the image-based

group. However, password complexity was significantly higher with both

mnemonic groups compared to the control group. In addition, the re-

searchers note that the control group created passwords in highly pre-

dictable ways. These results correspond to the ones by Yan et al. [12],

indicating that utilizing mnemonic techniques helps to create strong and

memorable passwords.

In addition to user actions, service providers can also help users with

password usability. Woods and Siponen [13] studied the effects of pass-

word verification during password creation. They found that requiring

verification multiple times during password creation increased both first-

time recollection accuracy and long-term recollection accuracy. The study

showed that requiring verification twice, as opposed to just once, increased

password recollection by 17% while requiring verification three times in-

creased recollection by 28%. The researchers also conducted a user con-

venience survey, which showed that users found verifying the password

twice to be more convenient than once or three times. Thus, it seems

that adding an extra verification into password creation prompts would

increase password memorability significantly, while not lowering the user

experience.

3.2 Software-based solutions

Password managers are a popular software-based solution to overcome

password usability problems. As some users can have more than 200 ac-

counts [1], remembering and creating a unique and strong password for

each account becomes impossible. Password managers try to overcome



this issue by securely storing all the passwords with the help of one strong

master password. A study by Ion et al. [14] showed that most security ex-

perts would recommend using a password manager. However, the same

study also noted that only 24% of non-expert users use password man-

agers, while 73% of experts use them. This raises the question: Is there

something wrong with password managers?

Ion et al. [15] focused on determining how usable password managers

are on computers. The researchers conducted a study where participants

used LastPass, a popular password manager, for a short period and then

answered questions regarding its usability. They found that a majority

of the participants thought the manager to have high usability. However,

many participants found the password manager untrustworthy as they

were not familiar with how the passwords were stored. Additionally, the

researchers found that even many password manager users avoided in-

putting all their passwords into the manager. These observations suggest

that the poor adaptation of password managers has to do with not un-

derstanding the working principles of a password manager and a lack of

transparency from the providers.

In addition to the already mentioned benefits, password managers

are able to help users with password entry issues on mobile platforms.

As previously discussed, users use fewer character groups when creating

and using passwords on mobile devices because the keyboards require at

least one view change before allowing number and special-character entry

[7]. Auto-filling passwords could prove as a solution to this issue. Seiler-

Hwang et al. [16] studied the usability of four popular mobile password

managers in 2019. The researchers used a standardized 10-question test

to grade each password manager on the System usability scale [17]. The

questionnaire results determined that only two of the managers could be

considered as having adequate usability, while the two others were ranked

average or below average. The researchers highlighted application inte-

gration and user instructions among the most crucial factors in the future

development of mobile password managers.

Little to no recent research has been done on mobile password man-

agers, making it difficult to estimate how much updates have focused on

these areas. However, one recent study by Oesch et al. [18] reported the

usability experiences of password manager users. The study found that

many avoid using mobile password managers as they work inconsistently

and have issues with even some of the most important features, such as



auto-fill. It is still safe to assume that at least some advances have been

made in mobile password manager usability, shifting the experience to-

wards good, very good and excellent.

4 Discussion

As there are many approaches to increasing password usability, choices

have to be made between the solutions. While the highlighted solutions

work on their own, a combination of different solutions could provide ad-

ditional security and increase usability.

For example, combining an effective and secure memorization tech-

nique, verification and a password manager could promote stronger pass-

words and better usability. The memorization technique can be used to

create a strong and memorable master password, while the password

manager can be used for storing and creating strong passwords. Pass-

word manager providers could incorporate an additional verification for

the master password during creation, which would further improve the

memorability of the master password [13]. This approach would eliminate

the need for additional password verification in other services because the

password manager would store the passwords instead of the user. While

the usability of mobile password managers is not excellent [16], password

managers do also offer auto-filling, which can help users with password

entry issues on mobile platforms.

While the above-mentioned combination of approaches solves the men-

tioned usability issues, a majority of users are currently not using pass-

word managers [14]. Another approach could be to only combine password

verification with memorization techniques to help passwords to become

more memorable. However, this approach fails to address password entry

issues.

Researching the usability of modern password managers is important

as they tackle many password usability issues present in modern-day us-

age. Requiring more transparency from password manager providers and

educating the public on safe password storage could help to encourage

more people to utilize password managers. While password managers

can aid computer and mobile device users with password entry and se-

curity, other devices might still face these issues. Thus, it is important

to research password usability and security on other increasingly popular

platforms, such as smart televisions.



5 Conclusion

This paper summarized the main difficulties with modern-day password

usage and reviewed solutions and techniques for utilizing passwords in

a user-friendly and secure way. The main summarized difficulties were

password memorability and password entry on mobile platforms. Pro-

nounceable passwords and mnemonic memorization were identified as po-

tential techniques for increasing password memorability, while the more

popular technique, munge, raised crucial security concerns. Password

managers were found to be a convenient software-based alternative to the

already mentioned solutions while also assisting mobile users with pass-

word entry. Password manager usability, especially on mobile devices,

and usability and security on other popular platforms, such as smart tele-

visions, were identified as important topics for future research.
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Abstract

Neural radiance fields is a state of the art view synthesis method that uti-

lizes neural networks. This seminar paper reviews latest articles and lit-

erature on the subject and explores the extensions and applications that

have been created using this technology. For example, the technology has

been extended to feature variable lighting conditions, and it has been used

to create 3D-textures. It is a heavily studied subject and new articles are

published constantly. Some of the latest applications using the technology

are limited to offline rendering due to the high cost of the neural network

querying and many computations.
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1 Introduction

In computer science, view synthesis aims to create new views of a scene

when supplied with a set of images and their corresponding camera poses.

Neural radiance fields (NeRF) is a state-of-the-art method for achieving

view synthesis using multilayer perceptrons[1]. As NeRF is one of the

most researched methods currently in view synthesis, finding comprehen-



sive information about the topic can be difficult.

This paper is a literature review that compiles some of the latest liter-

ature and research on the subject with a focus on the derivatives of NeRF

and its applications in computer graphics. This means explaining what

NeRF is, along with the research built on top of it. Technical details of the

introduced techniques are also discussed briefly.

The structure of this document is as follows. In chapter two, previous

research on view synthesis is discussed briefly. Chapter three describes

the basic operation of Nerf. Chapter four elaborates on some of the exten-

sions built on top of NeRF and chapter five expands on the other computer

graphics applications that NeRF can provide. Lastly, chapter six ends the

paper by providing conclusive statements and discussing the future of the

technology.

2 View synthesis

As mentioned in the introduction, view synthesis, or novel view synthesis,

is the act of creating new views from a scene based on existing ones. Nu-

merous techniques have been used for view synthesis in the past. Most

of the original work involved establishing a correspondence of shapes and

points between two images. This was often done by a human and not by

computational methods. Then, an algorithm is deployed to find a mapping

for the rest of the images[2]. Optical flow information is, however, difficult

to obtain and relies on certain conventions, such as diffuse reflectance in

order to establish the mapping. A 1996 paper, the Lumigraph[3], sug-

gested sampling the full plenoptic function. This technique was not re-

stricted by the reflectance of the properties of the scene. In addition, the

5D plenoptic function could be presented as a 4D lightmap of the radiance

leaving the scene, due to radiance being constant along a ray. [3] However,

both of these techniques require dense sampling resolution in order to be

effective.

Mesh-based representations are also a popular class of techniques for

scene representation. They are optimizable using gradient descent either

by differentiable rasterizers or path tracers. Difficulties arise when opti-

mizing the mesh: Local minima can easily trap the optimizer, and there

is not a simple and efficient loss function available[4].

Another class of techniques for creating views are volumetric methods.

Early approaches represented the scene as a voxel grid or a point cloud [1].



These representations have also recently been paired with convolutional

neural networks that try to predict the volumetric representation of the

scene[5]. However, sampled representations are fundamentally limited in

their ability to scale to a higher resolution, due to the discrete sampling

of the scene space. NeRF avoids this problem by representing the scene

as a continuous volumetric representation that is encoded as parameters

of a neural network[6, 1].

3 NeRF

Neural radiance fields represent the scene as a continuous function in the

form of a multilayer perceptron (MLP). This MLP takes in a 3D position,

and a viewing direction for a combined 5D vector, similarly to a plenop-

tic function. The vectors represent coordinates along camera rays tracing

the scene. These vectors are then fed as an input to the network, which

outputs a color and a volume density. Figure below provides a visual rep-

resentation of the technique (figure 1).

Figure 1. Overview of NeRF[1].

These are compiled into an image by numerically approximating mul-

tiple scattering of light in a medium[7]. The expected color is calculated

using the following formula:

C(rrr) =

∫ tf

tn

T (t)σσσ(rrr(t))ccc(rrr(t), ddd)dt (1)

Here the parametric ray rrr(t) = ooo + tddd has its origin at ooo and direc-

tion points to ddd. Volume density is σσσ(xxx) at point xxx. Function T (t) is the

accumulated transmittance acquired among a ray from tn to t[7].

The integral above needs to be numerically estimated using a quadra-

ture. Stratified sampling is used to uniformly sample from evenly spaced

bins along t[1].
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Just feeding the parameters to an MLP results in poor performance in

areas where there are large deviations in color and geometry. This can be

alleviated by mapping the inputs to a higher dimensional space[1].

The dataset for optimizing the network consists of captured images of

the scene. At each iteration of the optimization algorithm, a random mini-

batch of camera rays from the set of all pixels is used, and for each ray, a

random amount of points along the ray is queried. The loss function be-

comes the squared error between the actual pixel color, and the estimated

pixel color[1].

4 Extensions of NeRF

While standard NeRF improved upon the previous view synthesis work,

it struggles when the scene is no longer static, or it features refractive

mediums. After its release, NeRF has been a subject to numerous studies

that aim to improve upon the original paper[8, 9].

4.1 NeRF and refractive medium

As mentioned previously, NeRF uses volume rendering techniques involv-

ing ray casting to output the density and radiance along a ray. However

it is not possible to use viewing direction and parameterization t to uni-

formly sample the bins when the ray path curves inside the medium due

to refraction. Therefore the sampling technique used needs to be extended

to take this into account. One such extension is introduced by Pan et. al

[8]. In this paper, the refraction paths are constructed using the following

derivation of the Eikonal equation:

xxxi+1 = xxxi +
∆s

n
vi, vi+1 = vi +∆s∇nnn (3)

Here, ∆s is the step size, n is the refractive index and ∇nnn is the gradi-

ent index. Some preprocessing is required before a path can be traced us-

ing the piecewise linear approximation above 3. A proxy geometry of the

refractive object is constructed, and noisy components are removed manu-

ally. Aforementioned equation is used to bend the path at each step when

collecting the samples. A subset of these samples are fed to the coarse

network for processing. The loss function consists of three components,



weighted by their corresponding hyperparameters. The first component

is the squared error between the ground truth pixel values and the fine

and the coarse pixel values. It is called the re-rendering error. The second

part is a boundary regularizer that is a masked re-rendering error. The

third is an L2 gradient penalty to boundary[8].

This extension improves on the visual quality of NeRF when faced

with refractive geometry. However even with this extension, foggy arti-

facts may appear on refractive surfaces, and using the extension requires

a manual step of removing noisy components[8].

4.2 NeRF-W

NeRF in the wild (NeRF-W) is a collection of extensions built on top of

NeRF to enable the handling of real-world uncontrolled images[10]. One

of the most central limitations of regular NeRF is its poor performance

when presented with moving objects, or with variable illumination. This

is due to the fact that it assumes that the given images are from a static

scene, and therefore the density and the radiance are constant for a given

view direction. For example, in outdoor photography the time of day di-

rectly affects the illumination of the scene, violating NeRF’s requirement

for constant radiance along a set ray[10].

Adapting NeRF to account for a variable like this involves making a

latent embedding out of the variance in the emitted radiance. Now the

latent embedding are optimized and the model uses these embeddings to

guess the image-dependent radiance[9, 10].

Transient objects are dealt with introducing a separate estimator for

transient color and density. In addition, this estimator also outputs a

field of uncertainty, which can be used to mask off pixels when calculating

reconstruction loss. Each pixel color is modeled as a normal distributed

variable, and the variance of that distribution is rendered using the same

methods as NeRF[9].

The model is optimized similarly to NeRF, with two volumetric density

representations: a coarse and a fine one. The coarse model uses only the

latent appearance model, excluding the transient object model. Along-

side the models, both the transient and the appearance embeddings are

optimized. One advantage of modeling and optimizing the appearance

separately is the fact that the lighting can be modified without altering

the base geometry[9].

NeRF-W is able to address many of regular NeRF’s weaknesses. How-



ever it remains susceptible to poor camera calibration and it suffers qual-

ity degradation when details appear sparsely in a training set or when

they are viewed from heavily slanted angles[9].

5 Applications of NeRF in computer graphics

Even though NeRF is a new method, it has already been used in some

applications with great success. In this section three such applications

are reviewed.

5.1 NeRF relighting

Neural Reflectance and Visibility Fields for Relighting and View Synthe-

sis, also known as NeRV, is both an application and an extension. As men-

tioned in the previous chapter, NeRF assumes constant radiance along a

ray, meaning that it does not separate the scene lighting condition from

the scene itself. NeRF relighting changes the network querying logic:

instead of querying the network for color and volume density, the net-

work is queried for bidirectional reflectance distribution function (BRDF)

parameters[11]. This means that instead of assuming the scene as a field

of particles absorbing and emitting light, the field absorbs and reflects

light that is emitted by an external light source. This changes the volume

rendering integral in the following way:

L(ccc,ωωωo) =

∫ ∞

0
V (xxx(t), ccc)σ(xxx(t))Lr(xxx(t), ωo)dt (4)

Lr(ccc,ωωωo) =

∫

S
Li(xxx,ωωωi)R(xxx,ωωωi,ωωωo)dωωωi (5)

However, this change poses a challenge: since the lighting is not as-

sumed to be a part of the scene anymore, each quadrature sample of

the integral also needs samples from each light source. This renders

brute force solutions unusable, due to the sheer amount of computations

involved, as computations of direct lighting and indirect lighting scale

quadratically and cubically per ray, respectively. This is illustrated in

(Figure 2)

For this reason, another MLP is introduced that produces an approx-

imation of the lighting visibility for any input direction at a given point,

along with the expected ray termination depth[11]. Using the visibility

queried from the MLP reduces the complexity of computing direct light-

ing from quadratic to linear per ray. Two approximations are required



Figure 2. Computational cost of querying external light sources scales poorly if not
approximated[11].

to accelerate indirect lighting calculations. Firstly, accumulated radiance

is reduced to a single point evaluation by treating the volume as a hard

surface at the termination depth. This termination depth is not the one

queried from the visibility MLP. Secondly, indirect recursion is limited to

a single bounce with the same hard surface approximation. This single

bounce is approximated with the depth received from the visibility MLP.

This also reduces the complexity to linear[11].

Similarly to the regular NeRF networks are trained by tracing rays

into the scene and querying the parameters from the network. These pa-

rameters are used to calculate the shading at each point. The loss is a

sum of three mean squared losses. The first one consists of the calculated

color compared to the ground truth image color, similarly to NeRF. The

visibility MLP is optimized by comparing the visibility and depth predic-

tions to estimates given by the actual shape MLP, so it is not compared

to any ground truth value. This is to match both MLP’s estimates of the

scene geometry[11].

NeRV is able to create very convincing scenes that can be relit with dif-

ferent lighting configurations[11]. This technology could be used to solve

global illumination problems in video games. However there is a notice-

able error when compared to the ground truth scene renderings.



5.2 Virtual reality and NeRF

While NeRF is able to produce high quality views of the scene, query-

ing the network for high resolution stereoscopic images features a sub-

stantial rendering cost. This makes real time rendering using NeRF

unfeasible[12].

However, a recent paper by Rolff et al.[12], suggests grouping pixels

in 16 by 16 pixel groups to be queried once and sharing this value be-

tween the pixels. The technique is called variable rate shading NeRF

(VRS-NeRF)[12]. Rolff et al. [12] improved upon the original VRS-NeRF

by introducing further optimizations, such as choosing the shading rate

based on different heuristics. Three different methods are used to deter-

mine this shading rate. The first is to render in high resolution at the

center of the view and in lower resolution when image area is in periph-

eral vision. The second is to render high edge and color frequency areas in

higher resolution. Lastly, a mapping can be created from a pre-rendered

image to determine prominent areas of the actual image[12]. An addi-

tional optimization method is to increase the step size depending on the

shading rate.

These optimizations allow for a 20-30 frames per second real time vir-

tual reality experience. This was achieved on a high end mobile graphics

card.

5.3 NeRF texture synthesis

NeRF is not limited to synthethizing image data. Traditionally, meth-

ods for synthethizing textures were limited to two dimensions. Multitude

types of different geometry require more structure than what is provided

by a regular 2D texture. For example, grass, fabric or leaves consist of

fine detail in three dimensions, and are therefore poorly represented by a

two-dimensional image.

Huang et al. [13] synthesized meso-structure textures from real-world

images. Additionally, the model learns the base shape of the object in

question. The first step of this technique is to extract the base shape of

the object. This step is done in 3 separate actions. Base shape extraction

uses a result of Müller et al. [14] to obtain the coarse mesh of the object.

Then the mesh is transformed into union of convex hulls containing the

mesh, and finally the mesh is subdivided and re-meshed to obtain the base

shape.



After base shape determination, query points are projected onto the

surface of the coarse mesh using ray casting along the negative normal.

This allows for getting the signed distances from the points. Unfortu-

nately, this ray cast makes the projected coordinates non-differentiable

at the input point. This requires constructing a differentiable projection

layer[13].

The latent features of the texture presentation is stored into a hashmap

for constant access complexity. This helps with overcoming the overhead

from querying the latent codes. The texture is applied in patches to the

mesh using a patch matching algorithm[13].

Regular NeRF does not learn to disentangle shading properties like

material and lighting from the base representation of the object. This

texture synthesizing technique encodes illumination and materials into

spherical basis functions. This encoding into basic function is known as

spherical harmonics[13]. The resulting synthesized textures look convinc-

ing and they qualitatively outperform 2D textures.

6 Discussion

This paper compiled results from the latest research in NeRF. It is clear

that neural radiance fields are the focus area in view synthesis with nu-

merous articles written in recent years. As explored in chapter five, the

trained networks can also be useful outside pure view synthesis for ap-

plications such as texture synthesis, or even in real time rendering. The

amount of research done on the topic is large, with new papers being con-

stantly published. This makes it difficult to predict what can and will be

done with the technology in the future. However, one of the key abilities

of the deep neural networks are their adaptability for different functions.

Perhaps NeRF could be leveraged to solve traditionally hard problems in

computer graphics space, such as global illumination. NeRV was already

able to create convincing scenes with variable lighting conditions. This

could be used, for example, in video games for more realistic lighting when

complex geometry is present in the scene. This however requires faster

querying for parameters from the network than what can currently be

done. NeRF can also create realistic textures, as seen in chapter five. This

could also be used to create variable quality 3D-textures based on users

hardware capabilities for more realistic surface presentation in games.
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Abstract

In today’s digital landscape, safeguarding user privacy is crucial, partic-

ularly in user interface design and under the General Data Protection

Regulation (GDPR). This article delves into the interplay between GDPR

and dark patterns - deceptive design tactics that compromise user privacy

by manipulating behavior and decision-making. Through analyzing dark

patterns in e-commerce, gaming, and UX design, the paper reveals their

impact on privacy and exploitation of cognitive biases.

The research evaluates GDPR’s effectiveness in countering these prac-

tices, noting the limitations of current regulations and stressing the need

for a comprehensive approach. This includes developing protective tools,

enhancing regulatory measures, offering economic incentives, and educat-

ing users about such practices.

In conclusion, the study highlights the need for evolving regulatory

frameworks and stakeholder collaboration to ensure a digital future that

values user privacy and autonomy. It advocates for a transparent, trust-

based, and empowering digital environment, ensuring that technological

advancements do not undermine user freedom and privacy.



1 Introduction

Data has become increasingly important in todays society. Protecting user

privacy is now a priority, in the European Union. Over time, it has be-

come clear that strict regulations are necessary to safeguard data. The

General Data Protection Regulation (GDPR), which was introduced by

the European Union in 2018, is a testament to these efforts. Since its im-

plementation, the GDPR has given users control over their data, allowed

them to set limits for those who handle their information. However, de-

spite having the GDPR in place, there are still design tactics called dark

patterns that persist. These tactics use psychology to obtain information.

Such manipulative approaches can intrude on user privacy by influencing

behavior and choices often resulting in consent and disclosure of informa-

tion. This article explores the connection between GDPR and dark pat-

terns,evaluates how effective current legal frameworks are at addressing

these practices and protecting user privacy. Through this examination,

we aim to shed light on the mechanics of patterns identify the limitations

of existing regulations and suggest ways to strengthen data protection

measures.

2 Environment: Privacy Protection and User Interfaces

2.1 Studies on GDPR

Several researchers have dissected the GDPR from both theoretical and

practical perspectives. Voigt and Von dem Bussche [1] provided an in-

depth analysis of the GDPR, examining its foundational principles, scope,

and its impact on both organizational and individual data processing dy-

namics. In contrast, Kuner [2] explored data flows in the context of data

protection and privacy laws. This exploration is pivotal as it offers a

deeper understanding of the influence of GDPR on global data exchange

paradigms, emphasizing its implications beyond Europe. In ’Regulation

of Transborder Data Flows under Data Protection and Privacy Law,’ the

authors call for a nuanced approach to data privacy regulation. They ad-

vocate for a balance between geographical and organizational factors, en-

hanced regulatory efficiency, and transparency. Additionally, they empha-

size the need for continuous evaluation of underlying policies and their

impacts, recognizing the complexities of transborder data flow in the mod-



ern digital landscape.

2.2 Exploration of Dark Patterns:

Dark patterns have been subjected to rigorous scrutiny. Brignull [3], who

is credited with coining the term, highlighted numerous instances where

design strategies were employed to mislead users, prompting them to act

against their best interests. His groundbreaking work has paved the way

for subsequent research into these deceptive design strategies and their

implications on user autonomy and informed decision-making. Mathur

et al. [4] further illuminated the topic by analyzing real-world data, re-

vealing the prevalence of dark patterns across thousands of e-commerce

platforms. Their findings underscore the pressing need for more strin-

gent regulations to counteract these manipulative designs. Additionally,

several studies have delved into the psychological underpinnings of dark

patterns, illustrating how these tactics exploit inherent cognitive biases,

sometimes leading to inadvertent data sharing or privacy breaches [5].

2.3 GDPR and Dark Patterns: Navigating the Interplay

It is essential to grasp how dark patterns can bypass the safeguards set

by the GDPR. This article endeavors to fill the existing knowledge void

by examining the interplay between these deceptive design tactics and

data protection regulations. Through this exploration, the objective is to

identify potential enhancements to legal frameworks that can effectively

combat such misleading online strategies.

3 Examples of Dark Patterns

Dark patterns have become a concern, in the world particularly in re-

lation to user experience and interface design. These deceptive design

techniques are intentionally implemented to deceive users leading them

to make decisions that may not be in their interest. In this section we will

explore instances of patterns drawing from recent research and real life

examples.



3.1 Deceptive User Experience (UX) Design

One common form of dark patterns is deceptive user experience (UX) de-

sign. These designs often manipulate users into making choices, such as

subscribing to newsletters making purchases or sharing personal infor-

mation [5]. An illustration of the prevalence of these patterns across vari-

ous websites can be seen in Figure 1. This figure shows the distribution of

dark patterns discovered over the Alexa rank of the websites, indicating

that a significant percentage of popular shopping websites employ at least

one dark pattern.

Figure 1. Distribution of the dark patterns discovered over the Alexa rank of the web-
sites. Each bin indicates the percentage of shopping websites in that bin that
contained at least one dark pattern [5].

3.2 E commerce Manipulation

E-commerce platforms are notorious for using dark patterns. A com-

prehensive study analyzing than 11,000 shopping websites revealed that

many of these platforms employ deceptive tactics to influence user behav-

ior including hidden charges misleading countdown timers and bait and

switch strategies [4]. However, it is not just the E-commerce that employs

these tactics. Another prevalent category of dark patterns is "Misdirec-

tion." This category encompasses design strategies that intentionally di-

vert users’ attention away from certain actions or information, leading

them to make unintended choices. Figure 2 showcases four distinct types

of the Misdirection category, it illustrates how these patterns can be sub-

tly integrated into user interfaces to mislead or confuse users



Figure 2. Four types of the Misdirection category of dark patterns [4].

The study ’Dark Patterns at Scale: Findings from a Crawl of 11K Shop-

ping Websites’ by Mathur et al. [4] sheds light on the extensive use of dark

patterns in e-commerce platforms. The authors reveal that a significant

percentage of shopping websites employ deceptive tactics such as hidden

charges, misleading countdown timers, and bait-and-switch strategies.

Their findings emphasize the pressing need for more stringent regula-

tions to counter these manipulative designs and protect user privacy.

3.3 Dark Patterns in Gaming

Even the gaming industry does not shy away from employing dark pat-

terns. Certain games utilize design strategies to encourage in game pur-

chases or retain players, for durations—sometimes at the expense of the

users well being. In ’Dark Patterns in the Design of Games’ by Zagal et

al. [6], the authors highlight the ethical concerns surrounding the use

of dark patterns in the gaming industry. They emphasize the need for

greater awareness and understanding of these patterns and their impact

on the player experience. The study concludes with a call for a more con-

scientious approach to game design, focusing on ethical considerations

and the well-being of players

3.4 Strategies to Protect Privacy

The issue of privacy patterns is quite alarming because they have an effect

on user data and personal information. These patterns are designed to

deceive users into sharing more information than they actually want to or

make it difficult for them to comprehend the consequences of their choices

when it comes to sharing their data [5].



3.5 Real-world Instances

Several real-world examples highlight the pervasive nature of dark pat-

terns. These instances range from misleading subscription models to con-

voluted opt-out processes, all designed to exploit the user’s cognitive bi-

ases and influence their decisions [7].

4 Impact on Privacy

The evolution of the online world has brought about benefits, such as im-

proved connectivity and streamlined services. However, along with these

advancements come challenges, specifically, when it comes to safeguard-

ing user privacy. Dark patterns, which are design tactics, have emerged

as a threat to maintaining privacy. Their strategic implementation in in-

terfaces carries implications for data protection and individual rights.

4.1 Coercive Data Collection

Dark patterns often employ techniques to coerce users into sharing more

personal information than they originally intended. These tactics take

advantage of biases causing users to inadvertently disclose their data.

Such practices not breach user trust, also expose them to potential misuse

and breaches of their data [8].

4.2 Misleading Consent Mechanisms

Consent banners and pop ups are used tools to obtain user consent for

data collection purposes. However, dark patterns can manipulate these

mechanisms by making them confusing or misleading. Users may believe

they are opting out of sharing their data when, in reality, they are grant-

ing permission unknowingly. This deceptive approach undermines the

concept of informed consent, which is a cornerstone of privacy regulations

[9].

4.3 Privacy Paradox

The privacy paradox refers to the discrepancy between users expressing

concerns, about privacy and their actual online behaviors. Dark patterns

worsen this paradox by taking advantage of the way our minds work caus-

ing users to make choices that go against their privacy preferences. This



situation highlights the importance of user friendly design approaches

that prioritize user control and informed decision making [10].

5 Possible Solutions

With the increasing prevalence of patterns and their impact on user pri-

vacy, it is important to explore remedies to counteract these deceptive

tactics. Dealing with the challenge of patterns requires an approach that

combines technological advancements, regulatory measures and educa-

tional initiatives. In this section we will delve into solutions that could

mitigate the effects of dark patterns on user privacy.

5.1 Tools

One way to address patterns is by integrating tools that promote con-

sumer privacy as an initial defense. For example browser extensions or

applications that alert users about patterns on websites can empower

them to make informed decisions [4]. A practical example of such a tool is

depicted in Figure 3. This mockup showcases a possible browser extension

developed using researcher dataset. The extension is designed to flag in-

stances of dark patterns with a distinct red warning icon. By simply hov-

ering over the icon, users can gain insights into the specific pattern, fur-

ther enhancing their online browsing experience and safeguarding their

privacy.

Figure 3. Mockup of a possible browser extension that can be developed using our data
set. The extension flags instances of dark patterns with a red warning icon. By
hovering over the icon, the user can learn more about the specific pattern [4].

5.2 Regulatory Measures

Regulatory solutions can play a key role in reducing the prevalence of

dark patterns. Governments and regulatory bodies can establish guide-



lines and penalties for websites and platforms that employ design tactics.

By this organizations will be encouraged to prioritize user design instead

of manipulative strategies [9]. In the context of regulatory measures, the

insights from ’Tales from the Dark Side: Privacy Dark Strategies and

Privacy Dark Patterns’ by Christoph et al. [9] are particularly relevant.

The study delves into the manipulation of privacy through dark patterns,

highlighting the need for regulatory frameworks that specifically address

these privacy-invasive tactics. The authors advocate for guidelines and

penalties for platforms that exploit user data and privacy, underlining

the role of regulatory bodies in ensuring digital environments prioritize

user autonomy.

5.3 Economic Incentives

Employing economic incentives can encourage organizations to adopt pri-

vacy friendly solutions. For instance providing tax breaks or other finan-

cial benefits to companies that prioritize user design may motivate them

to avoid using dark patterns [11].

5.4 User Education and Awareness

It is crucial to educate users about the existence and implications of pat-

terns in order to combat them effectively. Users can gain the knowl-

edge to recognize and navigate patterns through awareness campaigns,

workshops and online resources. This empowers them to retain control

over their personal data. In ’What makes a dark pattern... dark? De-

sign attributes, normative considerations, and measurement methods’ by

Arunesh et al. [12], the authors discuss the importance of user educa-

tion in recognizing and navigating dark patterns. The study provides a

framework for understanding the design attributes and normative con-

siderations of dark patterns, offering insights that can empower users in

their digital interactions. This emphasizes the critical role of user educa-

tion and awareness in combating deceptive design strategies.

6 Discussion

Exploring the relationship between patterns and user privacy is crucial

due to its complexity. As the digital world evolves, manipulative tech-

niques used to influence users have become more sophisticated. In this



section we delve into the implications of dark patterns the difficulties in

tackling them, and potential ways forward.

6.1 The Widespread Use of Dark Patterns

The extensive utilization of patterns across digital platforms emphasizes

the urgency of addressing this matter. While these deceptive strategies

may provide short term benefits for businesses, they undermine user trust.

This can have lasting consequences on brand reputation and user loyalty.

6.2 The GDPR Paradox

The implementation of GDPR marked an advancement in protecting user

privacy. However, the persistence of patterns after GDPRs enforcement

reveals gaps in regulations and raises questions about their effectiveness

in genuinely safeguarding users from deceitful online practices.

6.3 Balancing User Experience and Privacy

One challenge in combating patterns lies in finding a delicate equilibrium

between creating captivating user experiences while ensuring adequate

privacy protection. Although it is important for digital platforms to prior-

itize user design, it should not be achieved by compromising user auton-

omy and the ability to make decisions.

6.4 The Importance of Industry and Regulatory Involvement

Both the technology industry and regulatory bodies have responsibilities

in minimizing the influence of dark design techniques. By working they

can establish guidelines and best practices that focus on transparency and

empowering users.

6.5 Future Research Directions

Further research, into the workings of patterns and their practical con-

sequences is urgently needed. This research can provide insights to cre-

ate solutions implement regulatory measures and educate users on how

to combat these deceptive tactics. In summary it is important to under-

stand that the issue of dark patterns extends beyond design or technology

challenges; it encompasses wider societal concerns. To address this is-

sue effectively, a comprehensive approach involving stakeholders from all



sectors is necessary. This approach ensures that our digital future is built

upon principles of transparency, trust and empowering users.

7 Conclusion

In this age we have witnessed advancements and conveniences. However,

along with these benefits come challenges that put user autonomy and

privacy to the test. Dark patterns, which are design tactics that exem-

plify these challenges as they manipulate users and often lead them to

make decisions that may not be in their best interest. Despite the im-

plementation of regulations like the GDPR, these dark patterns persist,

highlighting the complexity of the issue. Our exploration into dark pat-

terns, their impact on privacy, and potential solutions has shown that

while there are measures in place to counteract these tactics ,there is still

work to be done. Addressing this multifaceted problem requires an ap-

proach that combines innovation, strict regulations, educating users and

fostering collaboration within industries. Moreover, the GDPR paradox

emphasizes the necessity for evolution in frameworks. As digital strate-

gies evolve over time, regulations must also adapt accordingly. It is not

about creating laws; it is about ensuring their effectiveness in the chang-

ing digital landscape. The significance of user education cannot be empha-

sized enough. Empowering users with knowledge to identify and navigate

around patterns is a defense against these deceitful tactics. However, it is

important to note that the responsibility should not rest on the user. The

technology industry, regulatory entities and other parties involved must

collectively assume accountability, for establishing an ecosystem based

on principles of openness, equity and consideration, for user freedom. In

closing, while the challenges posed by dark patterns are significant, they

are not insurmountable. With concerted efforts from all stakeholders, a

digital future that prioritizes user privacy and autonomy is achievable.

The journey towards this future requires continuous vigilance, collabora-

tion, and a commitment to placing user interests at the forefront of digital

innovation.
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Abstract

Stance detection is a method that allows for the automated analysis of

opinions on a large scale, by determining if a text is in favor of, neutral,

or against a certain topic or statement. Many approaches exist, with this

paper dividing them in three groups: classical approaches, deep learning,

and large language models. We find that especially GPT-4 performs well

on semEval 2016, but takes significant time to run. It is however easier to

setup than classical or deep learning approaches. Deep learning methods

in turn generally outperform classical approaches.

KEYWORDS: stance detection, large language models, natural language

processing, neural networks

1 Introduction

With the increasing amount of information being shared online, being

able to determine the opinions towards subjects of interest can be im-

mensely valuable. Stance detection is one of the most powerful methods

to accomplish this with. It takes in the text that is to be analysed, which

will be referred to as the item. This could be a tweet, a review, or a news

article amongst others. The object that this item may be expressing an



opinion towards is referred to as the target. This could for example be

a politician, a feature of a product, or a political statement. The output

is the stance label, which is often restricted to be either against, neutral,

or in favour, with some variations not using the neutral label or adding

an option for when the item and target are unrelated. Such systems could

help governments to better understand public opinions, or help companies

find elements of their service that could be improved.

This paper will map out and analyse three main categories of stance de-

tection systems. The first being the traditional approaches, under which

we find systems that use features such as TF-IDF, keywords, and N-grams

that are often combined with support vector machines (SVM). The second

category consists of deep learning approaches, such as long short-term

memory (LSTM) and convolutional neural networks (CNN). Lastly, we

have the most recent approach, using large language models such as GPT-

4.

1.1 Uses of stance detection

Stance detection has many use cases, ranging from political applications

to commercial uses. Bergam et al. [3] for example used it for the analy-

sis of opinions expressed by the US Supreme Court. Karande et al. [13]

made use of it to determine the credibility of information shared on social

media, similarly Hardalov et al. [12] describes applications for misinfor-

mation identification. Another popular application is the analysis of on-

line discussions [14]. As an example of a commercial use-case, Wang et al.

[23] used it for predicting stock prices based on the opinions that were

expressed by experts on social media.

Some potential use cases that have not yet been extensively reported

on in research would be analysing reviews to find which part of a prod-

uct could be improved, using stance as a signal for recommending more

diverse news content, and seeing how people’s opinions change over time.

1.2 Difference between stance and sentiment

Stance detection and sentiment analysis are closely related, but it is im-

portant to understand their differences. Sentiment analysis aims to cap-

ture the tone used by the item, with it ranging from being negative to

positive, but not being in relation to a target. An example to illustrate

this difference would be “Policy x would be an awful idea”, which has a



negative sentiment, but depending on the target could have a positive

stance. If the target would be a government that wants to end policy x,

then the item would be in favour. In case the target would be the policy

itself, then the stance would be against. It has been shown that senti-

ment on its own is not a good predictor for stance, although it may be an

additional feature that could be used.

The correlation between sentiment and stance on the SemEval 2016

task 6b dataset is a good example. In the cases where the stance was

in favor, the sentiment was negative 56% of the time, neutral for 9%, and

positive for just 35% of cases [1]. When the stance was against, this was

67%, 3%, and 30% respectively.

2 Methods of stance detection

The first group of stance detection approaches that we analyse consists

of classical machine learning approaches. These are approaches that do

not make use of deep learning both for their pre-processing as well as

classification algorithms. They commonly use inputs such as: n-grams,

sentiment, TF-IDF, part of speech (POS) tags, and hashtags. Such in-

puts are generally not able to capture the full meaning of the text and

the relations between words within a sentence as well as between sen-

tences, but are however easy and quick to generate. As their main clas-

sification algorithms, SVMs are particularly commonly used. Others in-

clude random forests, k-Nearest Neighbours (kNN), decisions trees, Hid-

den Markov Models (HMM), and Naïve Bayes (NB).

The second group consists of deep learning approaches. Here we see

that common inputs are embeddings, both on the word and sentence or

even full text level, along with the inputs earlier mentioned for the first

group. Many flavours of classification algorithms are used, popular ones

being convolutional neural networks (CNNs) and long short term memory

(LSTM), with many variations such as gated recurrent units (GRU) and

bidirectional LSTMs.

The final group consists of large language models. Because of the wide

range of applications without requiring many context-specific modifica-

tions, they can be promising methods that can quickly be deployed with-

out the need for additional adaptions. Popular examples include: GPT-3.5,

GPT-4, and Llama2. They are capable of taking in a natural language

representation of the classification task and directly return the predicted



classification.

3 Performance comparison

To give context to the kind of data that these algorithms could be used

on, as well as possible sources of training data, and benchmarking op-

tions, we present several datasets. We shall then perform a comparison

to understand the characteristics of the groupings presented earlier.

3.1 Datasets

The field of stance detection has a variety of datasets, however, these do

not share a common format making it difficult to find the right bench-

mark data. Therefore, we shall present a list of some of the most famous

datasets and their characteristics in tables 1 and 2.

Name # stance

samples

Classes Input for-

mat

Notes Availability

Argmin [20] 24430 opposing

24.3%, no

argument

56.2%, and

supporting

19.5%

topic, sen-

tence

Focuses on fake

news detection

Can be requested

from the Technis-

che Universität

Darmstadt

Arc [10] 1 4448 agree

40.0%,

disagree

45.8%,

no stance

24.3%

comment,

topic

Focuses on argu-

mentation and only

has stance as a sub-

task

https://github.c

om/UKPLab/argume

nt-reasoning-com

prehension-task

Fnc1 [8] 99261 unrelated

55.3%,

discuss

5.6%, agree

13.5%, dis-

agree 1.5%

article body,

title

It labels the stance

of an article’s body

towards its own ti-

tle and focuses on

fake news detection

https://github.c

om/FakeNewsChall

enge/fnc-1

Table 1. A selection of available datasets for stance detection, part 1

1Based on exported-4448-comments-incl-no-stance.tsv



Name # samples Classes Input for-

mat

Notes Availability

Ibmcs [2] 2394 pro (55.3%),

con (44.7%)

debate

topic, claim,

target

Can be requested

from IBM [No re-

sponse obtained]

Perspectrum

[5]

5095 support

51.6%,

opposing

48.4%

claim, per-

spective, ev-

idence

It is based on de-

bates and uses a

nested json format

instead of being

row based

https://github.c

om/CogComp/persp

ectrum

Semeval

2016 task

6A [16]

4163 favor 25.3%,

against

50.7%, nei-

ther 23.9%

target,

Tweet

https://alt.qcri

.org/semeval2016

/task6/index.php

?id=data-and-too

ls

RumourEval

2019 task

7A [9]

8574 supporting

13.8%,

denying

7.1%, query-

ing 7.1%,

commenting

72.0%

source

message,

conversa-

tion thread

It focuses on ru-

mour evaluation,

but contains stance

elements. It has

both Twitter and

Reddit data.

https://competit

ions.codalab.org

/competitions/19

938#learn_the_de

tails

Snopes+

[11] 2

16508 3 support

40.8%, re-

fute 13.7%,

no stance

45.5%

claim, ev-

idence

snippets

The paper focuses

on fact checking,

but contains stance

data

Can be requested

from the Technis-

che Universität

Darmstadt

WTWT [6] 51284 support

13.0%, re-

fute 8.2%,

comment

40.7%,

unrelated

38.1%

Tweet id,

merger

Focuses on finan-

cial data (mergers

and acquisitions)

for rumour verifica-

tion, but contains

stance

https://github.c

om/cambridge-wtw

t/acl2020-wtwt-t

weets

Table 2. A selection of available datasets for stance detection, part 2



There are some significant limitations of these datasets. Firstly, they

do not share a common structure. Their set of possible labels is not uni-

form, as well as the structure in which the data is recorded being very

different. This makes preparing the files for benchmarking difficult and

limits their use. It also makes it difficult to compare methods tested on

other datasets. Secondly, the range of content covered by them is nar-

row. Most datasets only cover a few, often related, topics and especially

political statements are overrepresented. Additionally, stance datasets in

multiple languages are scarce, making it difficult to see how stance detec-

tion systems would perform on languages other than English. Then there

is also the issue of most of the texts being very short, partially because of

the prevalence of Twitter data. Performance on large texts therefore re-

mains unclear. The number of entries per dataset is also limited, making

it hard to see how methods would compare on larger real-world applica-

tions where more data is available. Finally, the agreement between la-

bellers is also limited. Therefore it can become unclear whether the more

powerful methods are limited by the quality of the data, or other factors.

It is therefore generally recommended to have 5 or more labellers per

item [10], with Walker et al. [21] noting that humans achieve an accuracy

of 77% on average while Habernal et al. [10] reports 80%.

3.2 Performance comparison

In order to compare these models, we first need a shared metric and task

definition. The most commonly used metric to measure the performance

of stance detection algorithm is the F1-score.

F1 =
2× (Precision × Recall)

Precision + Recall
(1)

Where:

Precision =
True positive

True positive + False positive

Recall =
True positive

True positive + False negative

The F1 score is the harmonic mean between precision and recall, being

in the range of [0, 1]. This makes it particularly useful when working with

2The dataset was not named in the paper, but is based on Snopes and therefore
refered to as Snopes+
3Based on evidence text snippets ’ETS’



imbalanced datasets. In case of multiple topics, the macro F1 score can be

used:

Macro F1 =

∑N
i=1 F1i
N

(2)

3.3 Model type comparison

As the scope of this paper is limited, we shall focus on the Semeval 2016

task 6A dataset as it is the most popular in research, widely available,

uses a clear format, and is made specifically for stance detection. As the

results for this task are generally reported with an F1-score for the FA-

VOR and AGAINST classes, even though the algorithms were also classi-

fying for the NONE class, we shall report them in the same way. For each

category we shall demonstrate a small selection of models to understand

their general performance and the types of inputs that they use.

Classical methods

Firstly, the baseline model created for the competition is an SVM using

ngrams [16]. It managed to score 0.69, using a separate classifier for each

target.

Zhang and Lan [27] uses a two-step approach, first classifying if a tweet

is relevant before then deciding if it is in favor or against. This is a com-

mon setup that can be beneficial in cases where the main classifier has

difficulties dealing with the NONE class as a third option. It uses a com-

bination of n-grams, POS tags, clustering, whether a word is in the top 20

highest TFIDF scores for a topic, punctuation, latent Dirichlet allocation

(LDA), non-deep learning based similarity measures, sentiment, and sev-

eral other features based on classical methods. Having two classifiers per

topic, as described by the two-step approach, they obtained a score of 0.66

with logistic regression as the classification algorithm.

Wojatzki and Zesch [24] made us of n-grams, syntactic features, stance-

lexicon, concept features, and target transfer features. Like the previous

methods, it has a separate classifier trained for each of the topics. It man-

aged to achieve a score of 0.62 using a SVM.

Deep learning

Schiller et al. [19] reached an F1-score of 0.70 using their MT-DNNMDL

model. This model was trained on a collection of 10 datasets. When train-

ing their model on semeval only, we see that it reached 0.69 instead (MT-



DNNSDL). The system is based on the BERT transformer architecture

[7], extended with a classification layer in the form of a stochastic answer

network. The initial weights used for BERT were obtained from a model

that was fine-tuned on the GLUE Benchmark [22]. Without using these

previously fine-tuned weights, a score of 0.68 was achieved (BERTSDL).

LSTMs (Long Shert-term Memory) are also a popular method, with

Zarrella and Marsh [25] using an input based on word2vec and word2phrase.

They managed to achieve a score of 0.68 when training a separate classi-

fier on each topic.

The use of multi-task learning and attention can result in even stronger

performance as shown by Li and Caragea [15] which got a score of 0.72

using Bidirectional Long Short-Term Memory.

GPT

Performance for GPT is heavily dependent on the prompt used and can

be strongly improved by providing an example. We therefore test two

prompts. The first one using the system prompt

“Given a text and a target, return the stance of the text towards the tar-

get. 0 means against, 1 is neutral, and 2 means in favor. Only return the

number. An example would be text: SpaceX Starship launch from South

Texas will happen soon - The Washington Post target: SpaceX return 2"

with the user prompt being constructed as "text: [’body’] target: [’target’]"

where [’body’] refers to the tweet and [’target’] to the topic.”

Zhang et al. [26] obtained promising results using chain-of-thought prompt-

ing, we therefore also test such a prompt. This prompt is as follows

“Q: What is the stance of the tweet: "I bet Hillary Clinton is the best

choice for President in 2016, she’s the next best one for the people." to the

target "Hillary Clinton" select from FAVOR, NONE, AGAINST.

A: Let’s think step by step. The tweet uses positive language to describe

Clinton, stating that she is the "best choice". Therefore the stance belongs

to the FAVOR class.”

Performance can also be strongly improved by fine-tuning the model on

a small data set. For the GPT 3.5 Fine Tuned model, as suggested by

OpenAI [17], we used 50 samples. These samples were randomly selected

from the training set of all topics and the model was trained for 3 epochs.

As we do not have chain-of-thought example answers, only prompt 1 could

be tested for fine-tuning. The results in terms of F1 score, inference time,

and costs can be found in table 3.



Model F1 Score Time (seconds) Cost

GPT 3.5 Turbo prompt 1 0.43 2752 $0.35

GPT 3.5 Turbo prompt 2 0.68 6065 $0.66

GPT 3.5 Fine Tuned 0.68 544 $2.79

GPT 4 prompt 1 0.74 1457 $6.72

GPT 4 prompt 2 0.68 7700 $14.03

Table 3. Comparison of GPT Models

Overview

To get a clear overview of how the F1 scores for these models compare,

table 4 can be used.

Model F1 Score

Baseline SVM [16] 0.69

Two-step logistic regression [27] 0.66

SVM [24] 0.62

MT-DNNMDL [19] 0.70

BERTSDL [19] 0.68

LSTM [25] 0.68

Bi-LSTM with attention [15] 0.72

GPT 3.5 Turbo (prompt 2) [4] 0.68

GPT 3.5 Turbo Fine Tuned (prompt 1) [4] 0.68

GPT 4 (prompt 1) [18] 0.74

Table 4. This table gives a short overview of how the models from this section compare
on their F1 score

4 Advantages and disadvantages per model type

For the classical methods we can see that they often require extensive

manual tuning to find suitable input features for the specific task. They

do however still show quite strong performance compared to the other op-

tions and can be more computationally efficient. However, their ability to

generalise across datasets and tasks is quite limited, with them generally

requiring training for each topic individually to achieve the best results.

Deep learning methods on the other hand can lead to better performance

when including data from sources other than the exact topic from the

benchmark. They also allow for more general inputs, such as embeddings



instead of a large range of (task) specific features. The performance of the

deep learning methods is strong, being generally better than the classical

methods.

Lastly, we have the GPT models. The default GPT-3.5 Turbo can give

strongly varying results depending on the prompt used. Fine-tuning it

can deliver vastly better results for some cases, on par with some of the

deep learning methods and the best of the classical methods, although it

is still rather slow. GPT-4 gave the best score from the methods tested

and from what we could find elsewhere in the literature, although it is

a very slow and a rather expensive model. The main advantage of the

GPT models is their ease of use, GPT-4 can give extremely strong results

without even requiring any training data and can be setup with minimal

effort. It is also interesting to note that the prompt that worked best for

GPT3.5, gave worse results for GPT4, and vice-versa.

5 Conclusion

Our findings indicate that traditional algorithms can still offer robust per-

formance, but at the cost of extensive manual parameter tuning. By con-

trast, deep learning methods generally yield superior outcomes with less

manual intervention. Among the evaluated models, GPT-4 emerged as the

most effective, slightly outperforming the deep learning methods, while

also being the simplest to configure. However, this advantage comes with

the trade-offs of slow inference speed and high costs. Future work could

focus on the variability of performance between datasets and the use of

other languages.
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Abstract

With the continuous emergence of new technologies that depend on net-

work connectivity, the development of the Internet of Things(IoT), and the

increased amount of available software, the amount of devices being tar-

geted by malicious parties is continuously increasing. That is why it is

more important than ever to have effective firewall rules to protect the in-

frastructure from possible intruders. Despite these firewall rules being

human-defined and error-prone, few tools are publicly available for effi-

ciently testing the effectiveness of the firewall rules. This paper introduces

a hybrid software solution that allows to effectively test the aforementioned

firewall rules. This software is compounded from a low-level Extended

Berkeley Packet Filter(eBPF) program which runs in the kernel space and

a higher-level Python program which processes the output from the C pro-

gram. The solution is intended to fill in the gap of firewall testing software

solutions that can run on low-end hardware. The abstract rule here is that

if the hardware can handle the interfaces, it can run the software to test

the firewall for those interfaces.

KEYWORDS: eBPF, firewall, IPTables, kernel, kernel hooks, network, net-

work policy



1 Introduction

There are many advantages to living in a connected society, such as be-

ing able to communicate with anyone, anywhere and at any time, auto-

mate factories, buildings, production lines, utilize cloud computers both

for professional and personal use. However, there is a significant amount

of complex networks involved to ensure that this is feasible. This complex-

ity opens doors for attackers that want to steal data and/or gain control

over the desired device. This can be prevented with network policies and

firewalls.

The network policies are rules that govern the network traffic flow or

it can be said that the network policies define what is allowed, who is al-

lowed and dictate how something is allowed. Most of the network policies

are designed and implemented by humans, which means they can be error

prone or not effective enough. A simple approach is needed to test this.

Monitoring, benchmarking and observations are significant part of the

testing process, for which some tool that allows monitoring the effective-

ness of the network policies is used. Such tool is the Extended Berkeley

Packet Filter (eBPF).

The eBPF is a technology developed for running low-level applications

in a privileged manner interacting directly with the core of the operat-

ing system without the need to rebuild the core itself. Therefore, eBPF

applications can extend capabilities of the system at runtime [1]. This is

combined with Just-In-Time (JIT) compiler and verification engine that

ensures that the kernel will not be compromised by the application at any

time. Typical eBPF applications include network policies enforcement,

load-balancing on various scales, tracing applications in the user-space,

and network traffic monitoring. The main motivation for this paper is the

error-prone network policies defined by humans and the lack of tools that

enable to efficiently test them on low-end hardware.

This paper is organized as follows. Section 2 presents the technologies

that are generally used for defining network policies and the technologies

used in this research paper. Section 3 discusses the setup, structure, and

design of the eBPF software solution. Section 4 discusses the results and

effectiveness of the solution and finally, Section 5 briefly summarizes the

whole paper and presents the conclusions. The complete software solution

can be found in this repository1.
1The repository is based off [2]



2 Background

2.1 Network Policies

Formally, as specified in [3], a network policy represents a collection of

rules. Each rule is a set of conditions and respective sets of actions. The

relation is that conditions define when the set of actions is in effect. When

a rule is activated, one or multiple actions from that policy can executed.

The execution of an action can be triggered by meeting or rather not meet-

ing a set of conditions. These actions are in most cases defined by network

administrators, which essentially means that they are defined by humans

and are error-prone.

2.2 Firewalls & IPTables

The aforementioned network policies with one word can be called a fire-

wall. Two general types of firewalls exist, i.e., network firewalls and host-

based firewalls, as demonstrated in [4]. Network firewalls provide secu-

rity between networks. However, host-based firewalls are used to filter

traffic within a network between the hosts [5]. The main difference is

that the network policies specified in the network-based firewalls are uti-

lized to conclude whether a packet should be accepted in the network or

not, and the network policies in the host-based firewalls are used to decide

whether a packet that is already in the network should be accepted by the

destination or it should be dropped. As demonstrated on Figure 1. the

host-based firewall rules are triggered after the packet has been accepted

by the network-based firewall. In this paper, only the host-based firewall

is relevant. Hence, from this point on, the term firewall references the

host-based firewall.

IPTables is a software tool in UNIX-like operating systems which helps

to manage the network policies or more precisely, rules [6]. As the name

suggests, the rules are organized in multiple tables. Our paper utilizes

the so-called "Filter Table", which contains rules for packet filtering. How-

ever, the rules are further organized in so-called "chains", where each pol-

icy rule or network policy, which arguably at this point are interchange-

able, has it’s own order and the filtering is done based on this order. How

the order of the rules affects packet filtering is out of the scope of this



Figure 1. Firewalls and network structure

paper. Generally, there are three chains, INPUT, OUTPUT, and FOR-

WARD, each containing rules that apply to incoming packets, outgoing

packets, and forwarding packets, respectively. These tables offer different

kernel hooks, which can be used by eBPF to analyze events/packets. Such

hooks are used in this paper to test the network polices whether they are

having the effect that we expect them to have.

2.3 Extended Berkeley Packet Filter eBPF

The predecessor of eBPF is Berkeley Packet Filter (BPF) whose roots can

be traced back to McCanne and Jacobson’s analysis and description in [7].

Per their analysis, BPF is a kernel architecture for packet capture whose

primary objective is to manage and handle packet copying from kernel

space to userspace. However, eBPF has increased the amount of func-

tionalities to the point where, as stated in [1], the packet filter relation is

deprecated, and it does not accurately represent what eBPF can do. Cur-

rently, Linux kernels run only eBPF. The original BPF is translated to

eBPF.

The eBPF is a small virtual machine(VM) in the kernel that allows the

use of kernel hooks and interaction with almost any sub-process running

in the kernel without the need to rebuild the kernel or even restart the

system. An important feature of eBPF is that it can be injected in various

places in the system, such as between the hardware and kernel space, the

kernel itself, on the passage between user space and kernel space, and

even in a user space application. In our research, the eBPF application is



running in the kernel space, and it is used as a testing tool to test firewall

policies by utilizing IP tables kernel hooks. This means that the program

intercepts network packets when they arrive and monitors the rules that

get triggered from the IP Tables.

3 Testing network policies with eBPF

Despite network policies being around for a few decades now, few publicly

available tools exist for testing them efficiently. This is not an issue when

the hosts in question are powerful machines, such as personal comput-

ers and servers, because they have the resources, but it becomes an issue

when the machines in question are low-powered IoT devices. Recent years

have seen increased use of low-powered hardware as a network gateway,

which means that this low-powered hardware simply has insufficient re-

sources to run such tools directly. We decided to create such tool using

eBPF and document it in a paper that contributes to the IT community by

filling in a software gap.

We try to create software that utilizes eBPF to test network policies

by monitoring the IPTables. The output of this software is a feedback to

the user whether the network policies were set up correctly or not purely

based on whether a network packet is dropped or accepted. In this section,

first we elaborate on the used infrastructure, continue with the firewall

rules that were utilized for testing and finalize by elaborating on the tech-

nologies used for development of the software, and the software structure

itself.

3.1 Structure

In our development environment, we utilized Vagrant to set up a vir-

tual machine that has predefined firewall rules in the INPUT chain2.

The virtual machine itself uses the ubuntu/focal64 image offered by Va-

grant, and has attached three IPv4 addresses to the enp3s0 interface il-

lustrated on Figure 2. The interface is specified to have the following IP

address range 10.10.0.0/16. There are four http Node.js servers running

on 10.10.0.10, 10.10.0.11, 10.10.0.12 and 10.10.0.20. The explanation of

Vagrant, Node.js and the other tools used to create this development en-

vironment are outside the scope of this research paper. Hence, they will

2Modified version of [8]



Figure 2. Vagrant Ubuntu VM and network configuration

not be explained.

3.2 Firewall Rules

Between the addresses on the virtual machine, which in our case repre-

sent virtual hosts, are set certain firewall rules. The firewall rules are set

with the following commands:

$ sudo iptables -A INPUT -s 10.10.0.10 -d 10.10.0.11 \

-p tcp --dport 8080 -j DROP

$ sudo iptables -A INPUT -s 10.10.0.10 -d 10.10.0.11 \

-p udp --dport 8080 -j DROP

$ sudo iptables -A INPUT -s 10.10.0.20 -d 10.10.0.12 \

-p tcp --dport 8080 -j DROP

$ sudo iptables -A INPUT -s 10.10.0.20 -d 10.10.0.12 \

-p udp --dport 8080 -j DROP

These firewall rules block incoming TCP and UDP traffic from 10.10.0.10

to 10.10.0.11:8080 and from 10.10.0.20 to 10.10.0.12:8080. If we take

the first firewall rule as an example, this means that if the initiator of

the communication is 10.10.0.10 to 10.10.0.11:8080, the packets will be

dropped and the communication will fail, but if the communication is

from 10.10.0.11 to 10.10.0.10 then the packets will be accepted. The next



Section elaborates on what technologies we used to create the software,

testing procedures, kernel probes, and technologies.

3.3 eBPF program

The eBPF program is composed of two parts, the C program which at-

taches to IPTables kernel probes and monitors crucial metrics, such as

network packets, actions taken by the IPTables, and the rules that are

taking place. Terminologically speaking, this is the whole eBPF program.

The second part is Python application which is used to attach the C pro-

gram to the kernel and parse the eBPF output. The Python program re-

quires two arguments, source and destination. Based on these arguments

and the parsed output from the C(eBPF) program, which includes taken

actions and made decisions for a network packet, a simple boolean value

that represents the final verdict is outputted. This boolean value indi-

cates whether the packet from the specified source can reach the specified

destination.

Python & C

As mentioned, the technologies used to develop this software are Python

and C. To be more specific the Python version used is 3.x (x indicating

minor version which is irrelevant in our case). The Python program uses

only one external module, bcc. This module enables the Python program

to attach the eBPF program to the kernel and capture the output. The

program itself is very simple, however, only the function used to deter-

mine the final verdict will be shown. No explanation will be provided

since that is out of scope of this paper. The next code block is the part of

the code that parses the output from the eBPF program and determines

whether the destination is reachable from a specified source or not:

def is_reachable(cpu, data, size):

event = ct.cast(data, ct.POINTER(TestEvt)).contents

if event.flags & ROUTE_EVT_IF != ROUTE_EVT_IF:

return

if event.ip_version == 4:

saddr = inet_ntop(AF_INET, pack("=I", event.saddr[0]))

daddr = inet_ntop(AF_INET, pack("=I", event.daddr[0]))

else:

return



if event.flags & ROUTE_EVT_IPTABLE == ROUTE_EVT_IPTABLE:

verdict = _get(NF_VERDICT_NAME, event.verdict, "~UNK~")

hook = _get(HOOKNAMES, event.hook, "~UNK~")

if(f'{saddr}' == BPF_SOURCE and f'{daddr}' == BPF_TARGET and hook):

if(hook == 'INPUT'):

global final_verdict

if(verdict == 'DROP'):

final_verdict = False

else:

final_verdict = True

The next code block is part of the eBPF program written in C. The

functions shown are used to attach to the IPTables kernel hooks and read

specifics from IPTables, such as network packets, IPTables chain(s), and

route of these packets.

int kprobe__ipt_do_table(struct pt_regs *ctx, struct sk_buff *skb,

const struct nf_hook_state *state, struct xt_table *table)

{ return __ipt_do_table_in(ctx, skb, state, table); };

int kretprobe__ipt_do_table(struct pt_regs *ctx)

{ return __ipt_do_table_out(ctx); }

4 Results

We performed two tests. In the first test the previously described Vagrant

VM was allocated only 512MB of Random Access Memory(RAM), and in

the second test, the same VM was allocated 2048MB of RAM. In these two

tests, two metrics were measured. The first metric, shown on Figure 3.,

measures what is the execution time of the whole program in seconds(s),

and the second metric, shown on Figure 4. measures the amount of time

it takes to make the final verdict about the policy in microseconds(µs).

In addition to these measurements, the output from each iteration was

captured and compared to an expected value.

Both of tests were performed over 1000 iterations, where the source

and destination addresses were randomized with each single iteration to
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Figure 3. Policy test program running

ensure variations. The tests achieved 100% success rate which means

that each of the final verdicts matched with the expected value.

On Figure 3. is shown the time it takes for the Python program to

run, i.e. start the C program in the kernel space, generate http packet

using "client for URL(cURL)", process the output buffer from the eBPF

program, conclude the final verdict, return the output and stop the C pro-

gram. When the VM was configured with 512MB RAM, the mean exe-

cution time of the Python program was 3.407s, with minimum of 2.020s

and maximum of 6.394s. The standard deviation in this case was 0.8680s.

However, when the VM was configured with 2048MB RAM, the mean ex-

ecution time dropped by 1.364s, which results in mean time of 2.043s, with

minimum of 2.018s and maximum of 2.237s. Furthermore, the standard

deviation dropped to 0.0247s which is substantial difference. Moreover, it

is interesting to see that the difference between the minimum times is

2ms. However, the mean time and maximum time differ by substantial

amount.

On Figure 4. can be seen the second metric, i.e. the execution of is_reachable

function which makes the final verdict, whether the destination is reach-

able from the source. In the first test, the mean execution time of this

function was 10.89µs, with minimum of 0.477µs, maximum of 458.2µs, and

standard deviation of 20.56µs. The average performance in the second
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Figure 4. Final verdict execution time

test was better, with mean execution time of 6.091µs, minimum of 1.669µs,

maximum of 634µs, and standard deviation of 33.02µs.

The relevance of these measurements depends on the scenario that

this program is used in. If the user wants to test firewall policy without

going through the complexity of constantly running a custom eBPF pro-

gram in the kernel space, then the first measurements of whole program

execution would be more relevant. However, if the scenario is that the

eBPF program is running constantly and only the buffer from it is read

on demand and based on that a final verdict is made, the second measure-

ment is more relevant.

5 Conclusion

The presented results are excellent indicator of how effective is this so-

lution. Due to the nature of the software, almost any machine that uses

Linux OS distribution is able to run this solution, thus reducing costs

and efficiency. Furthermore, this software solution allows the users to ef-

fectively test any firewall policy, or multiple policies, within seconds on

devices that are not able to run any of the existing solutions.
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Abstract

WebAssembly (WASM) is a portable bytecode language designed to address

the performance issues of JavaScript. With its near-native speed, portabil-

ity and security features, WASM has a lot of desirable traits for non-web

applications too. This paper explores the prospects of WASM outside the

web.

The main use cases can be identified as desktop and mobile applica-

tions, embedded systems and IoT-devices as well as server and cloud envi-

ronments. Various runtimes already exist for running WASM on the desk-

top, while on mobile the selection is more limited. For embedded systems

and IoT-devices, the conclusion is that the current tools and libraries are

insufficient to create a full WASM-based stack, but the technology can still

be applied to individual modules. In server and cloud environments, the

most significant benefits can be gained by replacing containers in simple

serverless functions with WASM to reduce cold-boot times.

While WASM is currently not widely used either inside or outside of

the web, the technology shows promise and is bound to improve in the

future. Even in its current state, it is a worthwhile alternative, and a

significant part of its unpopularity can be attributed the dominant position

of its competitors.

KEYWORDS: WebAssembly, bytecode, security, portability, performance



1 Introduction

WebAssembly (WASM) is a relatively recent bytecode format developed

for the web to address some of the shortcomings of JavaScript [1]. The use

of JavaScript as the de facto language of the web has made it outgrow its

original design intent. As a result, it is not surprising that the language

has significant issues in several areas, such as performance. There have

been several attempts at creating a more efficient, lower-level alternative

to JavaScript, but none have gained as much traction as WebAssembly

has in recent years [2, 3]. It maintains the cross-platform compatibility

and safety of JavaScript while providing a performance boost close to that

of lower-level languages [1], which makes it seem like an ideal language

for the future of the web.

As a bytecode format, WASM shares the same basic principles with

the likes of Java [4] and Common Intermediate Language [5] (used for

languages like C#). This means that WASM has potential for use in ap-

plications other than just the web browser. This could be beneficial, since

the problems WASM aims to solve are fairly ubiquitous across environ-

ments. The purpose of this paper is to study current and potential future

applications of WASM outside the browser.

We begin with a general overview of WASM in section 2 to provide

a sufficient background of its security and performance benefits. Then,

in section 3 we go through the individual use cases one by one. We then

discuss and compare the utility and prospects of these use cases in section

4 and finally summarize our findings in section 5.

2 Overview of WebAssembly

In WASM, code from a higher-level programming language is compiled

into a binary format [1]. This compiled bytecode then gets executed by a

virtual stack machine. The stack machine, in contrast to a register ma-

chine, operates by pushing the operands of instructions to a stack instead

of registers and then popping them from the stack and pushing the result

when executing the instruction.

In terms of the web, this bytecode-based approach has two main ad-

vantages over the interpreted JavaScript: the pre-compiled code is faster

to execute and more compact as the compilation phase performs various

optimizations, removing the overhead of the interpretation process [1]. An



additional two properties present in JavaScript are also desirable: Cross-

platform compatibility and memory safety. As a bytecode format, WASM

is naturally cross-platform compatible, but the safety implementation is

more novel, as it does not rely on a trust mechanism, such as ActiveX [6],

or a garbage collector, such as Java [4]. Instead, it uses a linear memory

model, where the memory of a program is separated from its code and

other modules, even when sharing the address space, using in-process

isolation [1]. Logically, the memory is just a continuous array of bytes.

This memory model, however, does not come without its security flaws.

Despite being able to provide protection against memory corruption be-

tween modules in the same process address space, it cannot enforce strong

memory safety within the sandbox [7]. Therefore, it is susceptible to the

traditional memory safety vulnerabilities that are present in the language

that gets compiled to WASM [8]. In other words, the isolation is sufficient

to prevent bad actors from taking over the system through memory ex-

ploitation, but insufficient from the application developer’s point of view,

because the application itself can still be exploited to behave in undesired

ways. Using a memory-safe language like Rust [9], would overcome this.

Alternatively, a memory-safe extension, MS-WASM, has been proposed in

[7].

Several studies have been conducted on the performance of WASM.

The current consensus is that WASM is generally faster than JavaScript,

but still considerably slower than native code written in C [10, 2]. On

top of performance, [10, 11] show that these results extend to energy ef-

ficiency. The performance gap between WASM and JavaScript shrinks

as the input size of the program grows, to the point where at large in-

put sizes the differences become indistinguishable in a large proportion

of the test cases [12, 10, 11]. The stated reason for this is the lacking

optimization of the novel WASM compared to the significantly more ma-

ture JavaScript. This means that there is a lot of remaining potential

in the technology, and the results will improve in the future as advance-

ments are being made in the compilers and runtimes. Additionally, [11]

finds that a significant part of the less convincing results were micro-

benchmarks – heavy computational tasks that tend to be quite repetitive.

These types of computations can often be heavily optimized using tech-

niques such as Just-In-Time compilation in interpreted languages. The

study finds that real world applications have more noticeable gains when

using WASM.



3 Use Cases Outside the Browser

As stated, WASM aims to solve three major challenges. First, it has to

provide a safe isolated environment in which it can execute untrusted

code. Second, it has to provide one compilation target that works across

different platforms and programming languages. Lastly, it should offer

performance that is comparable to native code.

Looking at these properties, it is clear that their benefits are not sim-

ply limited to the web. Spies and Mock [3] provide an overview of the

current use cases of WASM outside the web environment. Additionally,

various works exist that explore the use cases of WASM in different en-

vironments. This section is divided into 4 subsections, each giving an

overview of the prospects of WASM in a specific non-web environment.

Before looking into these use cases, it makes sense to investigate how

WASM is run outside the browser in the first place. While it can run in

virtually any environment, it cannot do anything meaningful, unless it

can interface with the system resources, such as the file system and de-

vices [3, 13]. Requiring the compilation target to be platform-independent

leaves it up to the target itself provide this access. In the web space, the

browser takes care of this. But trying to take the WASM virtual ma-

chine out of the browser and running it as a standalone poses a bit of

a challenge. Instead of relying on the runtime of another language, a

more elegant solution is the WebAssembly System Interface (WASI) [13].

This interface acts between the virtual machine and the operating system

of the physical machine, providing the required system call implementa-

tions. It is also modular, with the core module only containing the most

essential features for every program. More features can be added when

relevant to the platform, or fewer modules can be used to keep the system

more secure.

Source code
(using stdlib)

WASM code
(with WASI

calls)

System calls

WASM compiler
(cross-platform)

System resources
OS kernel

Native binary
Traditional compiler
(for target system)

WASM runtime
(with WASI support,
for target system)

Makes

Figure 1. Difference between WASM with WASI [13] and native code in terms of compila-
tion and execution on the target platform as well as accessing system resources.



3.1 Desktop and Mobile Applications

The first use case we explore is perhaps the most obvious one when con-

sidering application development. These are the applications that run

on our everyday devices, such as desktop computers and mobile devices.

Typically, cross-platform compatibility is highly desired in these systems

and JavaScript frameworks are already commonly used [3]. WASM run-

times, such as Wasmtime [14], WAVM [15] and Wasmer [16], aim to of-

fer a higher performance alternative to these. These runtimes provide a

concrete implementation for the aforementioned WASI, allowing WASM

applications to be run as standalone. Out of these, Spies and Mock [3]

find WAVM to be the fastest, due to it taking more time optimizing the

Just-In-Time (JIT) compilation from the WASM bytecode to the machine

code of the target platform.

WAVM currently only supports the three major desktop operating sys-

tems, Windows, MacOS and Linux. This means that it cannot be used

to run WASM applications on mobile devices. Wasmer supports Android

though, and a dedicated Android runtime WasmAndroid has been pre-

sented as a prototype [17]. It features an Ahead-of-Time (AoT) compiler,

that aims to create an optimized native binary for the platform before run-

ning. The study shows promising results, but the technology currently re-

mains more of a proof of concept, as only a prototype is implemented, and

no further studies could be found at the time of writing. When it comes to

Apple’s iOS, generating executable code at runtime is not permitted, so a

slower interpreted approach is required, such as Wasm3 [18].

3.2 Embedded systems and Internet of Things devices

Characterized by their varying power, performance and security require-

ments, embedded systems and Internet of Things (IoT) devices are becom-

ing increasingly common. As they range from simple sensors to critical

security systems, WASM sounds like a perfect candidate when it comes to

performance, security and compatibility. Kotilainen et al. [19] assess the

prospects of WASM in IoT, while Wallentowitz and Kersting [20] analyze

the topic in the broader space of embedded devices.

The main advantage of using WASM in embedded systems lies in

portability and security [20]. These devices tend to be less standardized,

with various operating systems and instruction sets in use. In order to

reach sufficient performance, some of these operating systems might not



necessarily have the same level of security features as conventional ones,

and unsafe languages like C are often used. Using WASM in this context

would definitely pose challenges in terms of performance, but it may be

a worthwhile trade-off if the WASM implementations can deliver perfor-

mance close enough to native code.

The results in [19] show that at its current state, the available tools

are not sufficient to create a full IoT technology stack. The absence of

available libraries and lacking interfaces with WASI are the main reason

for this. As a result, libraries using other languages need to be included,

which not only defeats the purpose of a full WASM stack but is also im-

practical as a substantial amount of boilerplate code is required. Usage of

WASM for individual modules is however found to be useful in the same

sense that WASM is currently used in the web for performance-critical

routines.

Wen and Weber [21] propose a different approach to WASM in IoT,

with a full focus on performance. Instead of using an existing runtime for

WASM, they propose a complete operating system kernel designed for it.

Applications are compiled AoT from WASM and run natively. The com-

piler translates WASI calls to direct system calls supported by the OS,

saving a lot of the overhead that normally happens in the calls. The effi-

ciency is further optimized by taking advantage of the sandboxed nature

of WASM, allowing all applications to run as isolated kernel threads. Pre-

liminary results are indeed really promising, showing performance im-

provements of up to 11% over a traditional Linux kernel. Nevertheless,

this is yet another WASM implementation still in the prototype phase.

3.3 Server and Cloud Environments

Traditionally, developers have preferred using the same programming

language both on the server and the client. This has led to the popularity

of Node.js [22], a JavaScript runtime for non-browser environments, such

as the cloud. This would lead to the natural conclusion that a WASM run-

time for the cloud would be desirable as the usage of the bytecode format

grows in the browser.

However, there is a perhaps more notable application of WASM in the

cloud. Kjorveziroski and Filiposka [23] explore the ability to use WASM in

serverless functions and evaluate its advantages over a more traditional

container-based approach.

While the key properties of WASM, such as portability and modularity



are important in the serverless space, one of the key issues of the nor-

mal containerized approach is the long cold start times [23]. As the goal

of serverless is to provide seamless execution of functions by abstracting

everything about deployment and maintenance away, it is of paramount

importance that there is not a substantial amount of delay between a

function call and its actual execution. This is hard to provide, though, as

without a dedicated server for an application that is always running, some

overhead is bound to happen on startup. With containers, this overhead is

quite significant. WASM offers a more lightweight runtime, which would

alleviate this issue.

The results support this notion [23]. Using a WASM runtime instead

of containers cuts the startup times significantly. In terms of actual exe-

cution time, WASM is still slower than native, though. As a result, it ends

up being optimal to use WASM for smaller lightweight functions, leaving

the heavy computing tasks to containers.

A lot of attention is also spent on the various modes of compilation.

These are, again, AoT, JIT and interpretation. As expected, the study

finds AoT to be the fastest, followed by JIT, with interpretation being the

slowest [23]. A previously undiscussed runtime, WasmEdge [24], focuses

on the AoT compilation, leaving support for JIT out completely. The inclu-

sion of AoT compilation in all the other WASM runtimes is not something

that was brought to attention previously, as AoT was only used in the pro-

totypes for WasmAndroid [17] and Wasmachine [21]. Perhaps AoT is not

really treated as an option for most platforms, because it is hardly differ-

ent from just compiling directly from a programming language to native

machine code, producing a platform-specific binary. The isolation features

and inclusion of a common system call interface in WASI are still desir-

able, though. A remaining challenge in a serverless WASM deployment

is the current lack of orchestration implementations, something that nor-

mally goes hand-in-hand with container technology [23].

3.4 Other Uses

Spies and Mock [3] identify two miscellaneous use cases for WASM out-

side the browser: smart contracts and polyglot programming. The smart

contracts of Ethereum are already executed by a virtual machine, and it

is being proposed to replace this with the more efficient WASM VM. Poly-

glot programming, is the act of using multiple programming languages

in a single application. This can be advantageous, since each part of the



program can be written in the most fitting language. WASM already nat-

urally supports multiple languages, so it lends itself well to this.

4 Discussion

As it often is with new technologies, adaptation takes time due to the dom-

inant position of existing technologies. For something new to be adapted,

it has to be substantially better to provide sufficient incentive to overcome

the hurdles of switching technologies.

Despite the possibility to create high performance cross-platform ap-

plications being there, the usage of WASM outside the web currently re-

mains low. This can indeed be attributed to the technology being very new

and programmers already being used to other workflows offering simi-

lar results, such as .NET and JVM. In theory, the linear memory model

should be more efficient than a garbage collector, but with today’s hard-

ware the performance gains are often negligible compared to the extra

development overhead that porting existing applications to a new tech-

nology would cause.

Even in the wider scope, it is well-known that development time is

often considered more crucial than run-time. This manifests in the popu-

larity of interpreted languages, such as Python and JavaScript. Only in

performance-critical applications or constrained hardware does run-time

typically become a concern with modern hardware. Even in those situa-

tions, however, WASM struggles to provide a competitive alternative, as

it still suffers a performance hit compared to running a language like C,

C++ or Rust on bare metal without any virtualization layer in the middle.

As a result, in its normal bytecode form, WASM is in a narrow gap

in the trade-off between performance and development time. It is faster

and more complicated than interpreted languages, but easier and slower

than native code. Ease here refers to the discussed desirable properties,

such as cross-platform compatibility and safety guarantees. In this space,

WASM seems to have an edge with its linear memory and sandboxing

models when it comes to security and performance but has yet to gain

the momentum to overcome the popularity of competitors, such as Java

or C#. Perhaps comparing WASM to its closest alternatives could be an

interesting field of further research. Most published research so far seems

to focus on comparing WASM to interpreted languages or native code,

which are fundamentally different approaches to execution.



There could still be ways to increase the popularity of WASM outside

the aforementioned domain. An advantage to WASM is how it is not

bound to a specific programming language, but rather supports a wide

variety of ones. This on paper should mean that there is a low barrier

to entry for new developers. As such, most of the problems that WASM

encounters are currently related to lacking support in the environment.

This could mean that once these problems are sorted out, the popularity

of WASM could increase rapidly despite its current low rate of adoption.

This is especially true if the popular interpreted languages could reliably

be compiled to WASM, offering the same ease of development while also

bringing the speed benefits of WASM.

The prospects of AoT-compiled WASM on the other hand show promise

when it comes to the performance-critical applications. This would offer

the best of both worlds, as it would bring the features of WASM to na-

tive applications. However, out of the analyzed options these seem to be

in the earliest stage of the implementations. This makes sense, as it is

a difficult task that involves writing compatible compilers for various ar-

chitectures and operating systems, maintaining the WASI compatibility

while targeting the exact hardware.

One way for WASM to become more popular outside the browser would

be for it to become more popular inside the browser first. As one of the

dominant code execution platforms, the web defines a lot about the space

of software development. This can be seen in the popularity of Node.js.

If WASM were to become widely used on the web, it would increase the

number of developers familiar with the technology, making it easier for

them to develop non-web applications using it as well.

As it stands, the most practical use case of WASM is optimizing rou-

tines with heavy computations in applications made in high level lan-

guages. These routines are usually the defining factor when it comes to

the run-time of an application, making the other parts negligible to the

point where it does not matter even if a slower language is used. The rou-

tines typically require minimal interfacing with the other components of

the software. This makes it suitable for WASM, which at its current state

suffers from the lacking compatibility in its system interface. The high-

level components of the software can handle those parts, and then provide

the required data to the WASM component to perform the computations.

Perhaps the most promising short-term advancement would be the

wide-spread use of WASM as a replacement for containers in small server-



less functions. With serverless gaining popularity in web-development as

a way to abstract even more of the maintenance overhead away, the solu-

tion that WASM offers to the long cold-boot times tackles one of the major

challenges that the paradigm faces.

5 Summary and conclusions

This paper has explored the usage of WebAssembly outside the web browser

by reviewing its various use cases and the technological solutions that

they utilize. It has also discussed the practicality of these use cases along-

side other factors that affect the adoption of the technology.

The main use cases for WASM outside the browser were identified as

desktop and mobile applications, embedded systems and IoT-devices as

well as server and cloud environments. While the results show promise,

the technology is currently more at the level of theory and early imple-

mentations: various solutions exist for running WASM outside the browser,

but they suffer from issues with interfacing with the operating system and

have not gained mainstream traction yet. This in turn leads to a lack of

support in third-party libraries, making the situation even more difficult.

Despite its current low rate of adoption, the potential in WASM should

not be understated. What gives WASM an edge is the flexibility that

the technology provides in terms of programming languages and cross-

platform compatibility alongside the competitive speed and security. A

gradual increase in awareness and traction alongside improving imple-

mentations can be projected to lead to an ever-increasing rate of adoption,

making the future of WASM look quite promising.
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Abstract

This paper navigates the migration from monolithic to microservices

architecture through a comparative analysis of seminal studies. Firstly,

it introduces the primary concepts, highlighting the autonomy and scal-

ability of microservices. The review section surveys multiple migration

approaches, including semi-automatic, and case study-driven strategies

[1, 2, 3]. The conclusion summarizes findings, equipping practitioners with

a comprehensive understanding of this architectural transition.
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1 Introduction

In recent years, the architectural landscape of software systems has ex-

perienced a shift in direction, driven forward by the growing demand for

greater scalability, flexibility, and maintainability [3]. This change is best

exemplified by the transition from the conventional monolithic architec-

ture to the innovative approach of microservices. The pursuit of this ar-

chitectural change is fueled by the promise of improved agility, faster de-

velopment cycles, and enhanced resource utilization [4].

As organizations aim to embrace this new architectural paradigm, the



migration process from monolithic systems to microservices becomes a

pivotal endeavor. This paper explores this transition, exploring the mul-

tifaceted aspects of migrating from monolithic to microservices architec-

ture. Drawing on studies [3, 1, 2], each contributing a unique perspective

and approach to this migration, we conduct a comparative analysis. The

insights obtained from these studies will hopefully serve as guideposts for

organizations undertaking similar transitions.

The following section introduces the primary concepts, highlighting

the autonomy and scalability microservices provide. Section 3 analyzes

distinct approaches to the migration, each offering its own set of method-

ologies, tools, and strategies. The final section concludes this paper by

summarizing our findings, thereby equipping practitioners with a com-

prehensive understanding of this architectural transition.

2 Microservices and Microservice Architecture

This section provides a overview of microservices and their architectural

counterpart, exploring their definitions, characteristics, and distinctions.

This section begins by examining the essence of microservices, autonomous

units of functionality that operate independently, before discussing Mi-

croservice architecture (MSA), an innovative architectural design approach

that has redefined the way complex systems are constructed [4]. Lastly,

this section explores the traditional monolithic system architecture, set-

ting the stage for the comparative analysis.

2.1 Microservices: Autonomous Functional Units

Microservices are self-contained and independent components that en-

compass a specific function within a software system. They operate au-

tonomously within a system, separate from other services, while commu-

nicating with each other through light-weight protocols, such as REST

(Representational State Transfer) and HTTP [4]. This allows developers

the flexibility to construct, deploy and expand these components indepen-

dently, thus accelerating development even when system complexity in-

creases [5].



2.2 Microservice Architecture: Modular Scalability

MSA encapsulates a software design approach where an application is

structured as a collection of loosely coupled services, each responsible for

a specific aspect of the application’s functionality [4]. Unlike traditional

monolithic architectures, where the entire application is developed as a

single, tightly integrated unit, MSA decompose the system into smaller,

independently deployable services. Each microservice can be developed,

deployed, and maintained separately, resulting in increased development

agility.

2.3 Monolithic Systems: Integrated Entities

In contrast, monolithic systems represent a traditional architectural style

where all components of an application are tightly integrated and de-

ployed as a single unit [5]. In such systems, any changes or updates to

one part of the application necessitate the deployment of the entire sys-

tem. This approach, while simple to develop and deploy initially, can be-

come difficult to manage and hinder scalability as the application grows

in complexity. Monolithic architectures often face challenges in accommo-

dating evolving business requirements, as making alterations to one part

of the application may impact the entire system.

3 Literature review: Approaches to Monolithic to Microservices
Migration

There are two main steps when migrating a system from monolithic to

microservices architecture [1]:

1. Identify how to separate the existing monolithic system into separate,

independent entities (referred to later as the identification step).

2. Transform the separate parts of the monolithic application into inde-

pendent microservices (referred to later as the transformation step).

This section conducts a survey of notable studies, each contributing

unique perspectives and methodologies to this important transition. Each

selected paper provides a unique approach, shedding light on the multi-

faceted nature of monolithic to microservices migration.



3.1 Semi-Automatic migration approach: Selmadji A. et al. 2020

The first step (the identification step) in this migration, however, has

three main limitations [1]. Firstly, this identification procedure isn’t prop-

erly standardized and mostly follows informal guidelines due to the inher-

ent uniqueness and variability of any given monolithic architecture. Sec-

ondly, the identification does not account for all the microservices char-

acteristics. Thirdly, it may rely on experts, which can be limiting: these

experts are required for the approach to be applied, they need a profound

knowledge of the monolith, and they often require intensive intervention

for certain steps of the approach.

Selmadji A. et al. [1] have proposed an approach to overcome these

limitations. This approach identifies microservices from monolithic Object-

Oriented (OO) applications based on a quality function that measures the

quality (relevance) of each part of the applications code. This approach,

unlike existing ones, has been defined after an analysis of microservice

characteristics to ensure that the produced results are relevant and reflect

the semantics of the concept microservices. Furthermore, their approach

is able to utilize architect recommendations to guide the identification

process.

The novelty of this approach lies in how this quality function measures

the relevance of a monoliths source code. This quality measurement is

inspired by the ISO/IEC 25010:2011 model and divides the monolithic

source code into contextually relevant parts required for the migration to

MSA.[1].

This quality function has the following key characteristics [1]:

1. Granularity

2. Autonomous

3. Technology-neutral

4. Automatically deployed

Additionally, this quality function aims to identify microservices with max-

imized quality function values, resulting in a systematic and metric-driven

approach to the identification step, but without the three limitations men-



tioned earlier.

3.2 Industrial survey insights: Di Francesco et al. 2018

Di Francesco et al. [2] explore the migration practices towards microser-

vices architecture by employing a dual-phase research methodology in-

volving exploratory interviews and a comprehensive online survey, gath-

ering insights from 18 practitioners across various IT companies and pro-

fessional backgrounds by means of interviews and questionnaires. Through

this survey, Di Francesco et al. aimed to highlight both the activities and

challenges associated with this migration. This study provides quantita-

tive data, analyzes practitioner perspectives on migration activities and

challenges, and offers a foundation for future research directions.

The study summarizes its findings by gathering answers fed to it by

an online survey and grouping them by the survey questions. These sum-

maries provide the following key points when considering the migration

from a monolith to microservices architecture:

1. During the migration, the information about the pre-existing system,

predominantly the source code, is crucial and can be used for several

purposes, most commonly for understanding the system.

2. The most significant actions when designing a new microservice ar-

chitecture based on a pre-existing monolithic application are domain

decomposition (divide domain into smaller subdomains), service iden-

tification in the new architecture, application of domain-driven design

(DDD), and system decomposition (dividing the pre-existing system into

smaller components).

3. When beginning with system decomposition, choose components that

have the least dependencies in the pre-existing system.

As for the challenges gathered by this questionnaire, the data provided

by this survey clearly shows that the most common challenge is the high-

level coupling a pre-existing monolithic system may have as this makes

it very difficult to separate functionalities into autonomous microservices

[2] (Figure 2). Additionally, once the identification step has been com-

pleted, the transformation step brings its own set of challenges as well,

especially for developers [2]. This is due to the shear differential nature



Figure 1.

Table 12 summarizing responses gathered from the survey regarding the

main challenges associated with the migration from monolithic to MSA

[2]

of MSA compared to monlithic architectures. In monolithic architectures

a developer would normally house all of the data in one database, but

in the case of MSA this is not possible due to the autonomity of each mi-

croservice. This leads to developers having to adopt a completely different

mindset during the second step of this migration, which according to the

study’s findings, was also a major challenge.

3.3 A rapid review: Ponce et al. 2019

Ponce et al. [3] review the challenges inherent in this migration, particu-

larly in the context of systems with complex dependencies. Additionally,

it gathers, organizes, and analyzes 20 migration techniques from existing

literature based on key research questions to aid practitioners navigate

the migration from monolithic to microservices architecture. The study is

divided into 4 research topics: different migration techniques, the types of

systems these techniques have been applied to, validation the authors of

these techniques use, and the challenges associated with the migration.

The first research question explores different migration techniques

and summarized its findings as follows:

1. Model-driven (MD), an approach that use design elements as input



2. Static analysis (SA), an approach that requires the source code as input

3. Dynamic analysis (DA), an approach that uses a Graph-based microser-

vice clustering approach using static and evolutionary coupling between

software classes [3].

These methods are not mutually exclusive and can be implemented

into the migration with each other. However, the most common approach

is the Model-driven approach [3].

For the purpose of this paper, we neglect the second and third research

topics of this study, and move immediately to the challenges this paper

gathered through its findings. The challenges gathered by this study are

the following [3]:

1. Database migration

2. Divide business capabilities in sub-business capabilities.

3. Candidate microservices could still need expert judgment before being

developed in practice.

4. Distributed system development needs skilled developers.

5. Resources management.

4 Conclusion

It is evident that MSA brings many benefits from many different aspects,

such as development and business. However, the migration discussed in

this paper is seldom straightforward and with complex monolithic appli-

cations can be a great challenge, thereby incurring great costs.

One prominent challenge highlighted in [1] is the identification and

separation of entities within the existing monolithic system. Traditional

approaches to this task often rely on ad-hoc heuristics, which, as revealed

by Selmadji et al., may lack standardization and specificity to the con-

cept of microservices. The limitations of these heuristic-based approaches

include their informality, the omission of certain microservices character-



istics, and the reliance on expert knowledge, introducing potential bottle-

necks and knowledge dependencies.

To address these limitations, Selmadji et al. [1] propose a semi-automatic

migration approach that introduces a quality function to systematically

measure the relevance of each part of the monolithic application’s source

code. This innovative approach aims to overcome the challenges asso-

ciated with the identification step by providing a metric-driven method

inspired by the ISO/IEC 25010:2011 model. The quality function, char-

acterized by granularity, autonomy, technology-neutrality, and automatic

deployment, offers a more systematic and standardized means of identi-

fying microservices.

Furthermore, insights from an industrial survey conducted by Di Francesco

et al. [2] shed light on the practical aspects and challenges faced by prac-

titioners during the migration. The survey emphasizes the significance of

understanding the pre-existing system, employing domain-driven design

(DDD), and carefully decomposing the system into smaller, independently

deployable components. Challenges identified include the high-level cou-

pling in monolithic systems and the mindset shift required from develop-

ers during the transformation step to microservices architecture.

Ponce et al.’s rapid review adds depth to the discussion by categoriz-

ing migration techniques into model-driven, static analysis, and dynamic

analysis approaches. The prevalence of model-driven techniques is no-

table, reflecting a common preference for utilizing design elements as in-

put for migration.

In conclusion, while the benefits of transitioning to MSA are substan-

tial [4], the migration journey demands careful consideration, strategic

planning, and the application of innovative approaches to reduce the com-

plexity and cost of this migration. The integration of systematic, metric-

driven identification methods, insights from industrial practices, and a

comprehensive understanding of various migration techniques collectively

contribute to navigating the complexities of migrating from monolithic to

microservices architecture.
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Abstract

Hierarchical reinforcement learning (HRL) methods have recently en-

abled higher sample efficiency in high-dimensional and long reinforcement

learning (RL) problems. Goal-conditioned HRL (GCHRL) approaches con-

cretize these hierarchical ideas by providing reachable sub-goals and con-

sidering a chain of policies that model the actions required to reach them,

which are either less abstract sub-goals or the agent’s native actions. This

paper analyses and compares the current state-of-the-art GCHRL meth-

ods. Additionally, it discusses the current and future key challenges of the

area, including efficient state space exploration, meaningful sub-goal gen-

eration and representation, the non-stationarity of policies and the transfer

of skills learnt for one problem to solve another. Finally, it contributes to

the current discussion on future directions and key focus points within the

field of GCHRL.

KEYWORDS: goal-conditioned, hierarchical, reinforcement learning, ma-

chine learning, artificial intelligence



1 Introduction

Reinforcement learning (RL) has been proven a successful paradigm to

solve a wide range of decision-making problems, such as robotics tasks

[1, 2], navigation [3, 4] and games [5, 6, 7]. Hierarchical approaches strive

to solve longer and higher-dimensional problems in a divide-and-conquer

manner by abstracting the time space of the environment [8, 9, 10, 11].

Goal-conditioned methods have been developed to construct such hierar-

chies [12, 13, 14, 15]; these methods generate sub-goals in higher lev-

els of the hierarchy as the milestones to achieve for lower levels [16, 17,

18]. Several challenges remain unsolved in the area, including ineffective

and inefficient exploration, the non-stationarity and instability of low-

level policies, producing transferable skills and the generation of diverse

and meaningful sub-goals. However, solutions to these issues seem to be

within theoretical bounds, and progress in this field could help to solve a

new set of more complex real-world problems.

This paper serves as a survey into goal-conditioned hierarchical rein-

forcement learning (GCHRL) methods and the challenges faced by this

area. Section 2 overviews the preliminary background required for the

central topic of discussion. Section 3 reviews recently published goal-

conditioned hierarchical reinforcement learning (GCHRL) methods and

contrasts their differences, advantages and weaknesses. It also describes

the current challenges addressed by these methods. Section 4 compares

the performance of such methods under different tasks and baselines.

Section 5 discusses the state-of-the-art and current lines of research, as

well as general schemes to pursue new solutions for the aforementioned

challenges. Finally, Section 6 summarizes the state of the GCHRL field

at a higher-level and provides an outlook into future lines of work on the

topic.

2 Background: reinforcement learning methods

Throughout this paper, we consider a reinforcement learning setting in

which an agent interacts with an environment modelled as a Markov

decision process (MDP) ⟨S,A, P,R⟩. At time t, the environment is in a

state st ∈ S, and the agent performs an action at ∈ A following a policy

π(a|s) ∈ [0, 1]. Then, the agent receives a reward R(s, a) ∈ R, and the

environment transitions to a next state st+1 sampled from the transition



function P (st+1|st, at). In its deterministic form, the policy chooses the

action yielding the highest probability; if acting non-deterministically, an

action is sampled from the probability distribution produced by π instead.

The goal of reinforcement learning methods is to find a policy which

maximizes the expected discounted rewards over the time horizon:

E

[
T−1∑

t=0

γiR(si, ai)

]
, (1)

where γ is a discount factor hyperparameter. Nonetheless, calculat-

ing the expected discounted reward through this formulation requires

knowing in advance the rewards obtained throughout the full trajectory

(s0, s1, ..., sT−1). To avoid this, we can define a Q-value function Q(s, a) ∈
R, which can be learnt to approximate the expected discounted reward for

a state and action pair [19, 5]; it can be recursively expressed as

Q(st, at) =
∑

st+1

P (st+1|st, at)
[
R(st, at) + γmax

at+1

Q(st+1, at+1)

]
. (2)

Hierarchical reinforcement learning (HRL) is rooted at the idea of de-

composing a RL task into smaller sub-tasks in a divide-and-conquer fash-

ion [8, 10]. This division enables a temporal abstraction [9, 11]. Given the

sequential nature of a RL setting, hierarchical approaches allow for the

higher levels to consider actions executed over a larger number of time-

steps. Furthermore, it is also appropriate to consider lower-dimensional

action spaces in higher levels of the hierarchy [12, 14], since the informa-

tion needed to operate at more symbolic levels can be summarized. These

higher-level action spaces correspond to the sub-goal spaces in lower lev-

els of the hierarchy, which can be either a subset of the state space or a

learnt lower-dimensional latent space.

3 Goal-conditioned hierarchical reinforcement learning methods

As proposed in previous literature [9, 20, 12], we can consider a goal-

conditioned HRL (GCHRL) setting in which we extend our MDP to be

⟨S,G,A, P,R⟩, where ψ : S → G is the mapping of states to goals, which

constitute meaningful intermediate states for a given task. Without loss

of generality, we can define a two-layer structure: a high-level policy

πhi(g|s), which proposes a sub-goal g ∈ G given a state s ∈ S; and a

low-level policy πlo(a|s, g), which selects a native action to take for a given



combination of state s and sub-goal g. The high-level policy attempts to

maximize the rewards R when proposing sub-goals, while the objective of

the low-level policy is to minimize some distance D : S ×G 7→ R between

the sub-goal chosen by πhi and the attained next state. The combination

of sub-goals and chained policies enable a hierarchical structure, in which

the high-level policy chooses a more reachable target for the low-level pol-

icy to achieve via native actions.

The following sections review the current state-of-the-art in the field of

HRL, particularly focusing on goal-conditioned approaches. While gener-

ating and representing sub-goals along the path towards the main objec-

tive of a task enables its breakdown into smaller problems hierarchically,

it also creates obstacles in the route to make GCHRL methods viable;

Section 3.2, Section 3.1, Section 3.3 and Section 3.4 present the major

challenges currently hindering progress in the field.

3.1 State space exploration

Most RL approaches encourage exploration using naive heuristics, such

as a diminishing constant describing the percentage of instances in which

the agent explores instead of exploiting the best found action. In contrast,

goal-conditioned methods guide the agent to explore towards promising

areas of the state space using more elaborate strategies. Other reinforce-

ment learning paradigms do not offer a sense of exploration directionality.

A particular issue arising during exploration in goal-conditioned ap-

proaches is the reachability of sub-goals. To address it, Li et al. [14]

propose a slowness regularization which incentivizes goal representations

that minimize the distance between contiguous goals. To avoid trivial so-

lutions, they balance the slowness objective with a contrastive objective

which encourages ψ to maximize the distance between sub-goals appear-

ing in the same trajectory. This balance is achieved by combining both

objectives using a triplet loss [21], as shown in equation 3. Other recent

methods apply a reachability regularization to the learning objective as

well [18, 16]; reachability constraints improve exploration efficiency, as

the higher-level policies only need to search for appropriate sub-goals in a

subset of the goal space. Zhang et al. [16] suggest using an adjacency-

constrained substitution technique for distant sub-goals: an adjacency

network is used to model the distance (in terms of steps) between states

and sub-goals, which is used to replace distant sub-goals with reachable

ones that would direct the low-level policy towards the same direction.



min
ψ

E(st,st+1,st+c)∼D [∥ψ (st)− ψ (st+1)∥2 +max (0,m− ∥ψ (st)− ψ (st+c)∥2)]
(3)

Li et al. [14] also expose the importance of the reduction of dimension-

ality applied to the resulting latent sub-goal space, induced by ψ. With-

out doing this, the lower-level policies would need to explore in still large

spaces, which would result in not leveraging the advantages that a hier-

archical paradigm offers.

3.2 Sub-goal generation and representation

A major challenge currently obstructing the advancement of the GCHRL

field is the process of generating and representing both diverse and mean-

ingful sub-goals, an issue which is also related to effective exploration.

Another desirable property of sub-goals is that they should be reachable

by the lower-level policies. Existing literature attempts to formalize these

requirements by providing quantifiable and unambiguous measures with

which to evaluate the goodness of goals. Li et al. [18] propose two mea-

sures for the aforementioned purpose: a novelty measure and a potential

measure. The novelty measure makes use of visit counts to assess the

newness of a given goal; a discounted sum of the visit counts of future

goals is added to the visit count of the current goal. In order to regu-

larize the novelty measure (which is prone to mislead exploration, as the

representation of goals ψ is non-stationary), the authors also suggest a

potential measure, which encourages the minimization of the distance be-

tween the ending state and an imagined sub-goal. This imagined sub-goal

is an extension in the direction of the proposed sub-goal with a magnitude

approximated by the expected distance to the final state. By combining

these two measures, we can obtain both novel and attainable sub-goals.

Kim et al. [17] propose the usage of landmarks to generate appropri-

ate sub-goals. In this context, landmarks constitute "promising states to

explore". With a similar intent as Li et al., they describe a novelty-based

sampling process to obtain landmarks; however, in order to measure the

novelty of a state, they employ Random Network Distillation (RND) [22]

instead of a visit-counting-based method. RND approximates the novelty

of a state using the prediction error given by a neural network. Addition-

ally, Kim et al. integrate a second landmark sampling method to maxi-

mize coverage: they sample states maximizing the distance to each other



(in the optimal scenario, we would obtain a lattice of landmarks in the

state space). The closest landmark to the current state along the shortest

path to the final goal is selected for sub-goal generation. Then, a sub-goal

is proposed in the direction of the chosen landmark and at a reachable

distance from the current state.

3.3 Non-stationary policies

A major issue inherent to goal-conditioned hierarchical approaches is the

non-stationarity of the actions taken by hierarchical policies during train-

ing. This happens because the higher-level policies are trained with the

assumption of stable state distributions and transition functions, yet the

concurrent training of the lower-level policies creates such instabilities

(that is, distributional shifts). An additional cause of non-stationarity in

high-level policies is the non-determinism of lower-level policies, which is

allowed for exploration purposes. In other words, this phenomenon causes

high-level policies to pursue a moving target. This problem has been ad-

dressed in recent literature.

Nachum et al. [12] devised HIerarchical Reinforcement learning with

Off-policy correction (HIRO) to alleviate this issue. HIRO re-labels goals

gt in the replay buffer used for offline learning to a new goal g̃t, which max-

imizes the log-likelihood of producing the same low-level action given the

current low-level policy πlo (in practice, the log-probability is evaluated

for a small number of diverse candidate goals g̃t). In contrast, Levy et al.

[13] devised a greedier method known as Hierarchical Actor-Critic (HAC),

which eliminates the computational cost of finding and evaluating candi-

date goals. They propose using hindsight action transitions, which replace

the originally proposed sub-goal in each observation by the achieved sub-

goal and reward the agent if the original sub-goal was achieved. Levy

et al. also use two other types of transitions. Firstly, they employ hind-

sight goal transitions, which improve the performance of the system in

sparse reward scenarios by replacing the goals in the observations with

observed states that are reached later in the trajectory. This guarantees

a dense updated reward. Secondly, they describe sub-goal testing transi-

tions that, similarly to other methods mentioned in Section 3.1, reward

the agent based on the reachability of the proposed sub-goals.

Lee et al. [15] propose Decoupling Horizons Using a Graph in Hier-

archical Reinforcement Learning (DHRL), a method which maintains a

graph structure of sub-goals. This graph is used to calculate the shortest



path between the projection of the current node ψ(st) and the proposed

sub-goal sgt. The proposed sub-goal sgt is then replaced by the first way-

point wpt,1 across the shortest path sequence (where, for a path sequence

of length k, we consider that wpt,0 = ψ(st) and wpt,k−1 = sgt). DHRL also

employs the hindsight action transitions introduced by HAC [13].

3.4 Transferable skills

Designing and engineering general-purpose intelligent systems is one of

the ambitions that is common to all paradigms in artificial intelligence.

GCHRL systems also share this ambition. However, transferring skills

learned in one domain to a different domain is particularly difficult when

the representation of state and action spaces are tailored to a given prob-

lem. GCHRL methods additionally have to succeed at representing goals

generically. Mnih et al. [23] use raw pixels as the state representation in

order to train an agent using RL to learn to play a wide range of games.

Li et al. [14] show that their GCHRL method, LEarning Subgoal repre-

sentations with SlOw dyNamics (LESSON), is able to learn transferable

skills between different tasks performed by the same robot. Their system

displays such transferring capabilities thanks to the general nature of the

latent sub-goal space, which in turn implies that the raw actions given by

the low-level policy are also task-invariant.

4 Empirical comparison of current methods

This section compares the methods described throughout Section 3. The

key metric to assess the performance of the algorithms is the rate at which

the agent succeeds in a given task as a function of the number of environ-

ment steps taken during training. This metric provides an insight into the

sample efficiency these methods are able to achieve, that is, the number

of data points needed to converge to optimal behavior. The evaluation is

performed under different MuJoCo tasks [24] (MuJoCo is a physical sim-

ulation engine thoroughly used in RL research). The experiments shown

in this section have been collected from the works of the authors of such

methods. For reproducibility purposes, one can refer to the original works,

in which implementation details are included.

In Figure 1, we can observe that DHRL converges faster than other

methods in all tasks. We can also observe that DHRL, HIGL and HRAC



Figure 1. A comparison plot of test success rate as a function of environment time-steps
for the methods DHRL [15], HIGL [17] and HRAC [16]. These experiments and
summary graphics were created by Lee et al. [15].

display faster convergence to optimal behavior than the earlier methods

HESS and LESSON, as observed in Figure 2 for tasks that are also re-

flected in Figure 1. We can also observe that DHRL can solve some prob-

lems that other methods cannot solve in any capacity under the given

time-steps constraints, namely AntMazeComplex and UR3Obstacle; this

is also the case for HESS in Ant FourRooms. All tasks are too complex

for the non-hierarchical method (SAC) to solve them satisfactorily. Figure

2 also compares hierarchical variants of methods employing an Intrinsic

Curiosity Module (H-ICM) [25] and successor representation bonus re-

wards (H-SR) [26]. These two methods improve exploration by employing

the prediction error of states as an intrinsic reward (in the case of H-ICM)

and formulating the successor representation norm as a reward that en-

courages exploration towards less visited states (in the case of H-SR).

Figure 2. A comparison plot of test success rate as a function of environment time-steps
for the methods HESS [18] and LESSON [14], as well as for a non-hierarchical
RL approach based on Soft Actor-Critic (SAC) [27]. The methods H-ICM [25]
and H-SR [26] are also included. The experiments and summary graphics were
developed by Li et al. [18].



5 Discussion

State-of-the-art hierarchical methods have exhibited higher sample effi-

ciency than non-hierarchical systems. For complex problems, the earlier

methods provide solutions that the latter do not find, given reasonable

constraints on time and resources. GCHRL methods provide a simple

formulation based on goal states to enable a hierarchical decomposition

of problems. A key drawback of GCHRL approaches is the scalability of

the system: increasing the amount of levels of abstraction requires more

policy networks, which exacerbate non-stationarity issues and strain com-

puting and memory requirements. A second challenge is their dependency

on well-defined goals; in many tasks, it is difficult to define goal states that

represent successful trajectories.

Another limitation of most hierarchical approaches, including goal-

conditioned methods, is the computational complexity of their algorithms.

These techniques involve data structures that are computationally expen-

sive to traverse and employ, such as graphs [16, 15], as well as inner loops

and additional procedures, which may be performed during the processing

of every batch of observations. Previous research on the GCHRL area em-

phasizes the ability of the proposed methods to increase sample efficiency,

but often fails to report the time it takes for them to process the given

data. However, the computational complexity of these systems and the

empirical time needed to run them are valuable points for analysis; feasi-

ble run-times are a necessary condition for the successful applicability of

these methods to real-world problems. A study of memory complexity can

also be of value to assess the scalability of these systems. A key direction

of work in this sense is the parallelization of data processing; particularly,

parallelizing the training of each policy level. If different levels of the hier-

archy can be trained independently in parallel and asynchronously, hier-

archical methods can achieve computational complexities similar to those

of regular RL systems. Furthermore, this type of parallelization could

enable deeper hierarchies with a higher amount of policy levels, whose

training could be performed under reasonable computational constraints.

While hierarchical ideas are applicable to any problem in nature, goal-

conditioned approaches are suitable only for scenarios where goals are

meaningful. Nonetheless, GCHRL methods are a sensible choice for these

scenarios. Particularly, these methods should be considered for highly-

dimensional and extended problems; for simpler tasks, non-hierarchical



methods can achieve optimal performance within reasonable time bounds.

Goal-conditioned hierarchical methods can also yield superior performance

in settings with sparse rewards: the directional guidance these approaches

provide during exploration can be exploited particularly when high-reward

areas are rare.

6 Conclusion

This paper has described the goal-conditioned approach to hierarchical

RL, reviewed and compared the major state-of-the-art methods in the

field, listed the key challenges faced and tackled by such methods and

discussed the strengths, weaknesses and applicability of GCHRL sys-

tems. Overall, these systems offer a promising direction to solve rein-

forcement learning problems involving large state spaces and prolonged

tasks. While several challenges remain open, recent progress in the area

has demonstrated the potential and feasibility of these ideas.

Hereafter, this area of research can benefit from focusing on reducing

the computational complexity attached to increasing the number of ab-

straction layers; this would enable GCHRL methods to tackle more com-

plex real-world problems. An additional necessity on this front is to devise

training techniques that mitigate the distributional shifts occurring due

to the hierarchical structure of the policy networks. Model-based RL ideas

could be explored: non-stationarity issues may be alleviated if policies at

each level consider a more stable model of the environment. In systems

of larger scales, we would also expect to observe a higher capability for

generalization and, hence, diverse policies that are transferable from one

task to another.

The hierarchical paradigm offers an avenue for the applicability of re-

inforcement learning systems to the real world, and goal-conditioned for-

mulations are a robust and well-defined approach to materialize these

ideas in suitable scenarios. With current and future research focusing

on the challenges presented in this paper, the area of GCHRL provides

promising ideas with which to tackle new sets of more complex and larger

problems.
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Abstract

Understanding the query-creation process and bridging gaps is crucial

for elevating user prompts and achieving desired outcomes. This research

delves into user query formation and result correlation in search engines

and AI models to enhance insights into user interactions. The study uti-

lizes a comprehensive methodology, measuring key query formation met-

rics, and conducting semi-structured interviews to explore thoughts and

strategies of participants.By addressing these aspects, the research aims to

optimize user experiences related to queries and their outcomes in artificial

intelligence (AI) model interactions.
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1 Introduction

The digital age has revolutionized information retrieval methods, bring-

ing challenges that impact both conventional web search engines and ad-

vanced artificial intelligence(AI) - driven systems. Central to this trans-



formation is the influence on user experience and the efficacy of query

creation. Proficient query formulation, critical for refining search engines

and enhancing AI-driven models, relies on understanding user intent and

their information needs [1].

The emergence of web search engines, AI-powered chatbots, and lan-

guage models such as Generative Pre-trained Transformer-3 (GPT-3) has

empowered users with a versatile toolkit for extracting information from

the internet. Yet, this technological evolution has also given rise to ’in-

formation overload,’ a phenomenon where users struggle with efficiently

navigating vast volumes of online data [2]. While basic web browsing

skills demand minimal training, achieving proficiency in query-based search-

ing and inter-site navigation requires more substantial experience, high-

lighting the necessity of understanding user strategies [2].

To unravel the intricacies of information-seeking behavior, it is crucial

to delve into the objectives and strategies users employ. Rosie Jones’ study

[1] provides insights into the nature of user interactions with search en-

gines within web browsers, emphasizing the influence of users’ goals on

query formulation. Furthermore, the advent of AI models such as GPT-3

and AI-driven chatbots is expanding the dynamics of query formation be-

yond traditional web search engines. These AI models offer a unique per-

spective for examining the complexities of query formation and human-

technology interaction due to their ability to understand and generate

natural language with a high degree of contextuality, enabling conversa-

tional interactions between users and AI systems[2].

This paper aims to explore people’s interactions with search engines

and AI models such as GPT-3, with a primary focus on query formation in

search. In the following sections, we will discuss query formation. More-

over, we will investigate areas for future research, including the creation

of prompt generators guided by user behavior and preferences.

The paper is organized as follows. Section 2 explores the historical evo-

lution of search engines and AI models, addressing their challenges and

information retrieval methods, with a focus on query formation. Section 3

covers methodology and data analysis. Section 4 discusses the outcomes

of the user study, exploring query formation and the correlation between

queries and search results. Finally, Section 5 summarizes key findings

and discusses their implications.



2 Background

2.1 Evolution of Search Engines and AI Language Models

The evolution from web search engines to AI language models reflects a

shift driven by the changing needs and expectations of users in the digital

landscape. Several key trends have pushed this transformation, address-

ing the limitations of conventional approaches and ushering in a new era

of more personalized and efficient information retrieval.

S. Brin’s work [3] outlines the historical development of web search en-

gines, emphasizing the challenges users faced in obtaining relevant and

contextually meaningful information. The transition towards AI language

models has been motivated by a growing demand for enhanced user ex-

periences. Users now seek more than just keyword-based search results;

they crave natural and context-aware interactions with digital platforms.

GPT-3, an example of this evolution developed by OpenAI, addresses

the desire for more human-like interactions with technology. Explored

in OpenAI’s work, GPT-3’s natural language understanding and genera-

tion capabilities allow for a more intuitive and conversational interaction,

transforming the way users engage with information retrieval systems.

This shift is not just about finding information; it’s about creating a dia-

logue between users and AI systems[4].

BERT (Bidirectional Encoder Representations from Transformers) has

furthered this transformation by significantly improving natural language

understanding, as documented in related research. Users today expect

search engines and language models to comprehend complex queries, un-

derstand context, and provide responses. BERT’s contributions address

this need, ensuring that users receive more accurate and relevant infor-

mation in response to their queries [5].

The shift from web engines to AI language models is driven by the

user’s demand for a more tailored and efficient information retrieval pro-

cess. Search engines often struggled with understanding user intent and

context, delivering results primarily based on keyword matching and lack-

ing depth. The evolution to AI language models responds directly to

expectations of users for personalized interactions with technology. In

conclusion, this shift signifies a user-centric approach to information re-

trieval, where users now anticipate systems capable of understanding

context, providing relevant information, and engaging in natural lan-



guage interactions.

2.2 Challenges in Search: Web Search Engine vs. AI-Driven
Queries

Effectively formulating queries and retrieving relevant information poses

significant challenges for both conventional web search engines and so-

phisticated AI-powered systems. These challenges directly impact user

experience and the effectiveness of query crafting. Proficient query for-

mulation relies on comprehending user intent and their specific informa-

tion needs. This understanding is crucial for enhancing search engines

and AI-driven models. D.E. Rose and D. Levinson [1] have delved into the

complexities users face when expressing their information needs.

When examining challenges in web search [3], we gain a foundational

understanding of web search engines, which includes the difficulties in

relevance ranking and organizing vast web content. Furthermore, there

has been significant progress in natural language understanding, exem-

plified by Devlin et al.’s work on pre-training deep bidirectional trans-

formers for AI language models [4].

Challenges with AI queries involve the details of regular language and

making sure the responses fit the context. While advanced models excel

in natural language understanding and generation, they are not immune

to limitations, such as language generation precision and the need for en-

hanced user intent comprehension, as outlined in [5]. These challenges

are relevant to both conventional web search and AI-driven queries, high-

lighting the dynamic nature of information retrieval.

A comprehensive understanding of user intent, query formulation, and

technological capabilities is essential for addressing these challenges and

advancing the field of search. As we strive to address these challenges in

both web search and AI-driven queries, it becomes evident that compre-

hending user intent and alleviating ambiguity are crucial for enhancing

the overall search experience.

2.3 Web Browsing vs. AI Models: Contrasting Information
Retrieval Approaches

To discern disparities between conventional web browsing and AI lan-

guage models for information retrieval, illuminating the shifting land-

scape of search and the inherent dichotomies in these methodologies. In

a comprehensive study [6], R. Xu directly compared ChatGPT and Google



in terms of search performance and user experience, revealing significant

differences. ChatGPT excels in understanding user queries within a con-

versational context, providing responses tailored to the specific conver-

sation. Google, on the other hand, demonstrates strength in delivering

concise and well-structured information. These distinctions highlight the

complementary nature of these methodologies, with ChatGPT flourishing

in interactive and exploratory searches, while Google remains steadfast

in providing straightforward facts.

Traditional AI systems operate on rule-based principles and excel in

specific, well-defined tasks, whereas language models such as GPT-3 rely

on extensive pre-training and adapt to a wide range of natural language

understanding tasks. This differentiation underscores the adaptability of

language models and their ability to handle a broader spectrum of infor-

mation retrieval tasks, as observed in ([7]). Y. Wu et al., while primarily

focused on machine translation, indirectly shed light on the technological

underpinnings of search engines, as discussed in ([8]). Their work reveals

the role of neural networks in search engines, such as Google, and how

these networks contribute to the quality of translations and search re-

sults. This insight highlights the reliance of web search engines on neural

network technologies to enhance information retrieval ([8]).

In conclusion, while web search engines excel at providing structured

and factual information, AI language models shine in conversational and

exploratory searches. Each approach possesses distinct strengths, and

comprehending these strengths is crucial for optimizing information re-

trieval strategies and elevating the quality of user experiences.

2.4 Query Making in Search Engines and AI Models

This section delves into the process of query formation in information re-

trieval, examining user interactions with both web search engines, such

as Google, and AI language models such as GPT.

2.4.1 How Users Form Queries in Search Engines

User query formation in search engines is a dynamic process influ-

enced by individual preferences, behaviors, and evolving search habits.

As users initiate searches, expressing their information needs in natural

language, search engines encounter challenges in interpreting ambiguous

terms and contextual details [9]. This difficulty highlights a critical as-



pect where the user’s intent and the algorithm’s ability to decipher query

meaning may diverge.

The significance of context-aware search, which necessitates query

rewriting to capture meanings, is underscored [10]. This is particularly

relevant when dealing with words that have multiple interpretations,

highlighting the need for search engines to bridge this contextual un-

derstanding gap for accurate interpretation of user intent. Moreover, re-

search by White and Morris delves into the keyword-based query pat-

terns of users, showcasing their proficiency in tailoring queries with spe-

cific keywords to refine search results [11]. This reveals the diversity in

user search strategies and preferences, emphasizing a crucial area where

users’ approaches to query formation may significantly differ.

Furthermore, the impact of users on browsing behavior introduces an-

other layer to the user-query interaction. Users often engage in iterative

and exploratory search sessions, refining queries based on initial search

results [11]. The challenge lies in search engines supporting and adapt-

ing to these iterative behaviors, ensuring a seamless experience for users

refining their queries during the search process.

In conclusion, understanding and addressing challenges in user query

formation, such as interpreting intent, overcoming vocabulary disparities,

and adapting to diverse search strategies, are crucial for evolving search

engines. An understanding of user behaviors, especially the iterative na-

ture of query refinement, is essential for providing an optimal user experi-

ence that aligns with the dynamic ways users articulate their information

needs in the digital space.

2.4.2 How users form queries in AI Models

The evolution of AI models has transformed our interaction with dig-

ital information, extending beyond mere query understanding. Marcus’s

insights into broader AI challenges underscore the significance of robust-

ness, commonsense reasoning, and transparency in addressing the com-

plexities of user queries [7]. This collaborative approach, merging BERT’s

linguistic advancements with Marcus’s interdisciplinary vision, recognizes

the limitations of language understanding and emphasizes the need for

AI systems to expand their knowledge base across diverse contexts [4] [7].

Transparent AI models, advocated by Marcus, provide users with expla-

nations for recommendations, fostering trust and understanding in user



interactions.

As users engage with AI models such as ChatGPT, their interactions

are shaped by practical needs, expectations, and the tool’s capabilities.

Positive experiences often hinge on ChatGPT’s proficiency in providing

detailed, specific, and comprehensive information, enabling users to seek

swift and precise solutions. However, challenges arise as users encounter

difficulties in formulating queries that ChatGPT readily comprehends, ne-

cessitating rephrasing. This communication friction prompts the explo-

ration of prompt-writing support as a potential area for future research,

aiming to enhance the overall user experience [12].

Trust is paramount for user satisfaction in the AI querying landscape,

where inaccuracies or biases can undermine trust and overall experi-

ences. ChatGPT faces the challenge of consistently delivering accurate

and reliable information, distinct from intent-based chatbots that may

convincingly present misinformation. Addressing this challenge requires

extensive research to understand how users navigate inaccurate output

and develop effective preventive measures [12]. Additionally, as practi-

cal attributes take precedence, the inclusion of enjoyable elements sig-

nificantly contributes to positive user experiences. Users express delight

when ChatGPT exceeds expectations, creating a "wow" factor, particularly

during initial interactions. Designing for both practical utility and user

delight ensures a holistic and engaging user experience [12].

In summary, users actively shape their interactions with AI models

such as ChatGPT to fulfill practical needs, seeking immediate and effec-

tive solutions to real-world challenges. However, challenges in query for-

mulation and the delicate balance between trust, accuracy, and delight

highlight areas for improvement and further research in the ongoing evo-

lution of AI-driven conversational interfaces.

3 User Study: User Query Formation and Result Correlation in
Search Engines and AI Models

This study aims to explore user query formation, understand interactions

with platforms, and examine the correlation between user queries and

results in search engines and AI models.



3.1 Methodology

The methodology comprises two main components: the measurement of

query formation metrics and a semi-structured interview.

3.1.1 Measurement of Query Formation Metrics

To to quantify and analyze the structure and content of user generated

queries, several metrics will be considered:

Query Length (QL): The length of queries will be measured to under-

stand the users’ preference for concise or detailed queries.

Complexity Index (CI): Low, Moderate or High.

a. Low Complexity: Involves simple language without technical terms,

easily understood by all.

b. Moderate Complexity: Involves incorporating some technical terms

with limited jargon while remaining broadly understandable.

c. High Complexity: Involves extensive technical terms and complex jar-

gon, requiring expertise for full understanding.

Relevance Score (RS): Participants will provide a numerical rating,

ranging from 1 (very dissatisfied) to 5 (very satisfied), to assess their

satisfaction with the relevance of search results or AI responses.

3.1.2 Semi-Structured Interview

A semi-structured interview approach will be employed to delve deeper

into users’ thoughts, strategies, and perceptions during the query forma-

tion process.

3.2 Data Collection and Analysis

The data collected for the study includes demographics, query lengths,

relevance scores, and complexity indices, providing insights to analyze

how users form query and interact with search engines and AI models.

Table 1. Demographic Information of Participants

Participant Gender Occupation Education
P1 Male Machine Learning student Master’s Degree

P2 Male Industrial Engineering student Master’s Degree

P3 Male Sustainable Industry Analyst Master’s Degree

P4 Female Technical Consultant Bachelor’s Degree

P5 Male Security and Cloud Computing student Master’s Degree



3.3 Query Length Analysis

The study measured query lengths to understand preferences for concise

or detailed queries across various tasks. Table 2 displays the observed

query lengths for both Google and ChatGPT tasks.

Participant QL (Google-1) QL (Google-2) QL (ChatGPT-1) QL (ChatGPT-2)

P1 5 8 31 23

P2 6 17 33 19

P3 6 20 50 38

P4 4 13 21 23

P5 9 6 20 18

Table 2. Query Length (QL)

• Participants tended to generate longer queries when interacting with

ChatGPT than with Google, suggesting a preference for more detailed

information or instructions in conversational settings.

• Query lengths varied among participants, with some favoring shorter

queries overall, while others preferred longer queries for specific tasks.

3.4 Complexity Index Analysis

The complexity index was assessed based on the presence of technical

terms or jargon in the queries. Table 3 categorizes the complexity indices

for both Google and ChatGPT tasks.

Participant CI (Google-1) CI (Google-2) CI (ChatGPT-1) CI (ChatGPT-2)

P1 Low Low Moderate Moderate

P2 Low Low Moderate Moderate

P3 Low Moderate High High

P4 Low Moderate Moderate Moderate

P5 Low Low Moderate Moderate

Table 3. Complexity Index (CI)

Participants generally maintained a consistent complexity level, with

some opting for more complex queries to attain personalized results.



3.5 Relevance Score

The participants were instructed to rate the relevance of search results or

AI responses using a Likert 5-point satisfaction scale (1 - very dissatisfied,

5 - very satisfied) as shown in Table 4.

Participant RS (Google) RS (ChatGPT)

P1 3 4

P2 4 3

P3 3 4

P4 4 3

P5 4 3

Table 4. Relevance Score (RS)

Majority of participants rated ChatGPT lower due to source trust con-

cerns, despite valuing its detailed answers. ChatGPT’s personalized queries

simplify retrieval, but the limitation of a single answer is noted. Google of-

fers reliable sources but requires navigating multiple links. The trade-offs

users face involve source trust, result personalization, and the breadth of

information paths.

4 Discussion and Implications

User interviews highlighted the strengths and limitations of search en-

gines such as Google and AI models such as ChatGPT. Participants val-

ued ChatGPT’s word-centric query formation, which allows an exploration

of concepts in a single query. The model’s time efficiency, analyzing the

whole part with one query, was seen as an advantage over Google’s need

for separate searches. Users adapted their queries in ChatGPT itera-

tively, showcasing a dynamic approach to information retrieval. A com-

mon strategy involved using Google for initial information gathering and

turning to ChatGPT for more detailed insights. Google’s proficiency in

delivering quick and verified information, especially with concise queries,

inspired trust. However, occasional reservations about ChatGPT’s relia-

bility surfaced, suggesting the need for improvements in accuracy.

Future development should optimize the strengths of Google and Chat-

GPT, addressing gaps identified by users. Enhancements for ChatGPT

should focus on improving source trust by validating information and

expanding response scopes. For Google, refining result presentation to



reduce the need for excessive link navigation is crucial. A user-centric

approach, accommodating personalized queries in ChatGPT and explor-

ing ways to introduce adaptability in Google, is essential. Integration of

conversational features into search engines could enhance the user expe-

rience and mitigate identified gaps.

5 Conclusion

In conclusion, this research delves into user interactions with search en-

gines and AI models, with a primary focus on query formation. Users

appreciate ChatGPT’s efficiency in handling detailed queries and trust

Google for quick information retrieval. Notably, concerns regarding Chat-

GPT’s reliability have surfaced. Users commonly adopt a dual-platform

strategy, utilizing Google for initial information and turning to ChatGPT

for in-depth insights. Future development should capitalize on the strengths

of both platforms, addressing user-identified gaps. Recommendations in-

clude enhancing source trust for ChatGPT, refining Google’s result presen-

tation, and introducing adaptability features. The potential integration of

conversational elements into search engines emerges as a promising av-

enue to enhance how users form query and get results.
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Abstract

CDN infrastructure plays a very crucial role in serving clients all over the

world. This infrastructure can be exploited by deploying the edge servers

to achieve DDoS attacks. While performing this attack can be considered

to be having to deploy heavy servers in the edges of CDN networks, this

paper has done a feasibility analysis on the pulsing convex idea of DDoS

attack in CDN Networks where the adversary can achieve the DDoS from

a single device with the time analysis of request and response time of the

server.
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1 Introduction

A Content Delivery Network (CDN) is a network of distributed servers

calculatedly placed in different geographical data centers around the globe.

The purpose of CDN is to increase the speed, accessibility, and depend-

ability of providing web content to end users. CDN attacks are a broad

term for numerous security risks that target CDN infrastructure. CDN

security challenges are categorized per CDN infrastructure components,

discuss possible countermeasures and their effectiveness, and delineate



future research directions [1]. The material delivered by the CDN may

be altered by adversaries. Injecting dangerous scripts, hacking websites,

DoS, or changing content can all be examples of this.

CDN (Content Delivery Network) technology plays a crucial role in

delivering content efficiently to users by distributing it across multiple

servers. However, DDoS (Distributed Denial of Service) attacks can pose a

significant threat to CDN infrastructure. DDoS attacks aim to overwhelm

the target network with a massive volume of malicious traffic, rendering

it inaccessible to legitimate users. These attacks can be implemented at

different layers of the network, including the application layer, transport

layer, and network layer. When a DDoS attack targets a CDN, it can dis-

rupt the delivery of content to users, leading to service unavailability and

degraded performance. The attack can overload the CDN servers, causing

delays in content delivery and potentially impacting the user experience

[4].

To mitigate the impact of DDoS attacks on CDNs, various defense

mechanisms and detection algorithms have been developed [6]. Mainly

to identify and filter out malicious traffic, allowing legitimate requests to

reach the CDN servers. However, designing an effective real-time detec-

tor with low computational overhead remains a challenge. Additionally,

the evaluation of new detection algorithms and techniques relies heavily

on the availability of well-designed datasets [6]. There has been work

going on developing comprehensive and reliable datasets to test and eval-

uate DDoS attack detection systems[5]. These datasets help in analyz-

ing attack patterns, identifying new attack types, and improving defense

mechanisms.

CDN-Convex Attack is a specific type of pulsing DDoS attack that

takes advantage of the CDN infrastructure as a converging lens. By ex-

ploiting the various network latencies provided by the distributed CDN

nodes, adversaries can schedule the arrival of requests in a way that they

converge as a series of intermittent pulses at the victim, causing severe

performance degradation and availability issues.

2 CDN-Convex Attack Strategy

To perform the CDN-Convex attack, the adversary needs to overcome

several technical challenges. One crucial challenge is to craft and syn-

chronize a maximum number of requests to arrive at the origin server



Figure 1. Sample example of Convex DDoS attack on CDN

simultaneously, achieving a high bandwidth concentration at the victim.

The attack strategy involves four techniques: the basic CDN-Convex at-

tack, CDN-Cascading Convex attack, DNS-hold on Convex attack, and

Request-pending Convex attack. These techniques aim to extend the

attack path, manipulate DNS resolution, leverage incomplete HTTP re-

quests, and exploit IP fragmentation to increase the number of attacking

requests and enhance the temporal convergence of the attack.

2.1 Basic CDN-Convex attack

As described in above introduction section the basic CDN-convex attack

is a way where the destination server is overwhelmed by the multiple

requests an adversary server is sending. Here in the analysis section, we

will experiment with a time delay response in the destination server and

see how it can conclude to DoS attack.

2.2 Environment of Attack

In this environment, we are considering Nadversary to be the adversary

node, Ndestination be the destination node. Let m1, m2, m3 ..... mn be n

requests that the adversary sends to the destination node.

So, we can achieve DoS if the destination node receives all n messages

at the same time which means:

request(m1) (1)

sleep (t1) seconds (2)

request(m2) (3)

sleep (t2) seconds (4)



.... (5)

request(mn) (6)

sleep (tn) seconds (7)

From above, we can see that analysis of t1, t2, t3... tn helps adversary

to achieve Denial of Service attack.

2.3 Time Study to perform attack

By studying the server request and response time, the adversary can per-

form the attack. If we have n CDN multiplex that responds to the victim,

the adversary can perform a DDoS attack by adjusting the correct sleep

time. For example, we have three CDN networks that serve the destina-

tion node. CDN-1 node has a request time of 3 seconds and a response

time of 10 seconds. Similarly, CDN-2 has 2 seconds and 3 seconds respec-

tively. Also, CDN-3 has 4 seconds and 1 second. Now the above environ-

ment of attack becomes:

request(m1) (8)

sleep 0 second (9)

request(m2) (10)

sleep 4 seconds (11)

request(m3) (12)

sleep 5 seconds (13)

3 Time Analysis Experiment to achieve the attack

This analysis neglects the multiple buffer time it requires for the request

to do intra-network travel and only considers the round trip time it re-

quires for the request to travel to the CDN server and to come back.The

experiment doesn’t perform the DDoS attack but only reflects upon the

time study that the adversary have to do to achieve it. It also assumes

that the response trip and request time will be equal hence calculating

the request/response time as:

(timerequest) = (timeresponse) = (RoundTripT ime)/2 (14)



.

Figure 2. Time study to perform the DoS attack

IP address Server Location Round Trip Time Request/Response Time

172.217.21.174 Stockholm 24.210 12.105

172.217.25.175 Osaka 306.962 153.481

172.217.27.175 Delhi 477.061 238.530

172.217.30.175 São Paulo 263.641 131.821

172.217.40.175 Las Vegas 167.102 83.551

Table 1. Time analysis in 5 geolocated CDN server of google

Table 1 presents the time analysis of above explained experiment.

The setup of the experiment is provided as:

i) Finding the destination node.

ii) Locating the five CDN node multiplex

iii) Time measurement.

This experiment is performed from Espoo, Uusima, Finland in 18th

Nov 2023 and hence holds the data of the stated date and time.



4 Conclusion

This paper has done a feasibility analysis on the study of Convex attacks

on CDN networks. Through above above-defined strategy we can conclude

that the Convex idea of the attack is feasible and DDoS attack is now

simpler than big infrastructures in edge servers.

5 Reference

[1] M. Ghaznavi, E. Jalalpour, M. A. Salahuddin, R. Boutaba, D. Mi-

gault and S. Preda, "Content Delivery Network Security: A Survey," in

IEEE Communications Surveys Tutorials, vol. 23, no. 4, pp. 2166-2190,

Fourthquarter 2021, doi: 10.1109/COMST.2021.3093492.

[2] Guo, Run, Jianjun Chen, Yihang Wang, Keran Mu, Baojun Liu, Xi-

ang Li, Chao Zhang, Haixin Duan, and Jianping Wu. "Temporal CDN-

Convex Lens: A CDN-Assisted Practical Pulsing DDoS Attack." In *32nd

USENIX Security Symposium (USENIX Security 23)*, pp. 6185-6202

[3] Li, Zihao, and Weizhi Meng. "Mind the amplification: cracking content

delivery networks via DDoS attacks." In *Wireless Algorithms, Systems,

and Applications: 16th International Conference, WASA 2021, Nanjing,

China, June 25–27, 2021, Proceedings, Part II 16*, pp. 186-197. Springer

International Publishing, 2021

[4] Sharafaldin, Iman, Arash Habibi Lashkari, Saqib Hakak, and Ali A.

Ghorbani. "Developing realistic distributed denial of service (DDoS) at-

tack dataset and taxonomy." In *2019 International Carnahan Conference

on Security Technology (ICCST)*, pp. 1-8. IEEE, 2019.

[5] Q1’23 DDoS Threat Landscape Report, CloudFlare

[6] How Modern Security Teams Fight Today’s Cyber Threats, eBook Cisco

Public© 2022



OT vs IT Cybersecurity Management

Venla Kuosa
venla.kuosa@aalto.fi

Tutor: Mikko Kiviharju

Abstract

Operational technology (OT) has unique characteristics in its cyberse-

curity management due to the interaction and effects OT can have on the

physical world. This paper explores the differences in traditional informa-

tion technology (IT) cybersecurity management to that of OT. Specifically,

the cybersecurity aspects are reviewed by comparing CIA (confidential-

ity, integrity, availability) paradigm in IT to the corresponding paradigm,

CAIC (control, availability, integrity, confidentiality), in OT, reflecting on

the NIST Cybersecurity Framework and a supporting document for imple-

menting the framework in an OT context, the NIST Guide to Operational

Technology (OT) Security.

The main differences in OT and IT cybersecurity management relate

to the control and availability principles. OT organizations need a heav-

ier emphasis on risk management and protective measures against cyber

attacks as their impact on the safety of physical devices and systems can

be damaging. This combined with unexpected downtime in OT systems

may have significant consequences to safety, society, the economy and the

environment.

KEYWORDS: operational technology, information technology, cybersecu-

rity, safety, security



1 Introduction

Cybersecurity has gained popularity as a topic as digitalization continues

to expand. The discourse on cybersecurity has primarily revolved around

traditional information technology (IT), focusing heavily on data breaches,

ransomware and privacy issues. However, the threat profile of many crit-

ical systems differs from the topics in general discussion. Specifically, op-

erational technology (OT) has dimensions often overlooked in discussions

of securing critical infrastructure.

Operational technology refers to systems and devices which have an

effect on the physical world [1]. These systems and devices can be found

in most critical infrastructure sectors. Examples of OT systems include

power grid supervisory control and data acquisition (SCADA) systems in

the energy sector, safety systems in chemical manufacturing, and physical

access control systems (PACS) in different facilities.

This paper reviews two documents by the National Institute of Stan-

dards and Technology (NIST) in the context of OT cybersecurity and out-

lines the unique characteristics of OT systems which should be regarded

in an organization’s cybersecurity management when OT is present.

This paper is organized as follows. Section 2 presents the latest ver-

sion of the NIST Cybersecurity Framework (CSF). Section 3 describes

the NIST Guide to Operational Technology (OT) Security and how the

general-purpose Cybersecurity Framework can be applied in an OT con-

text. Section 4 discusses how the CIA (confidentiality, integrity, avail-

ability) paradigm in IT compares to the corresponding paradigm, CAIC

(control, availability, integrity, confidentiality), in OT, and how the differ-

ences can be observed in cybersecurity management. Finally, Section 5

concludes the observations.

2 NIST Cybersecurity Framework

This section briefly covers the history of the NIST Cybersecurity Frame-

work and summarizes principles of the latest draft of the framework.

2.1 History

In 2013, Barack Obama, the president of the United States, issued Ex-

ecutive Order 13636, which assigned NIST to compose a framework for



improving the cybersecurity of critical services [2]. The initial draft was

published in 2013, and the first version of the NIST Cybersecurity Frame-

work was released a year later [3]. In 2018, the framework was updated

to version 1.1, aiming to enhance user-friendliness and usability of the

framework, and incorporating guidance on authentication and vulnera-

bility disclosure [4].

The draft for Cybersecurity Framework 2.0 was published for public

comments in 2022 [5]. The scope of the framework has been broadened to

cover all organizations instead of targeting only organizations in critical

sectors. Although the target scope has been expanded since the initial ver-

sion, the framework has been presented as a model that should be modi-

fied and applied based on each organization’s unique needs throughout its

history; it was not intended to be a "one framework fits all". Thus, NIST

has published several supporting documents for using the framework in

different contexts [1] [6].

2.2 Content

The NIST Cybersecurity Framework 2.0 [5] is intended for all organiza-

tions for creating or improving the cybersecurity management processes

in the organization. The framework presents three main tools: core, which

consists of the main functions in cybersecurity management, profiles for

identifying current and target states for the maturity of cybersecurity

management, and tiers to help organizations understand the required

maturity of cybersecurity management their type of organization might

need.

The framework core outlines six functions in cybersecurity manage-

ment. This includes IDENTIFY, PROTECT, DETECT, RESPOND and RE-

COVER, as well as a new addition since the previous version, GOVERN.

GOVERN binds together the rest of the functions, describes their outcomes

and defines actions needed to achieve them. The GOVERN function keeps

evolving as the organization and its risk profile are changing. The GOV-

ERN function is a part of the organization’s risk management strategy,

covering cybersecurity strategy and policies.

The rest of the functions give instructions for handling cyber threats

that the organization may face. While some functions are defined for the

purpose of acting on an actualized threat, others are continuously ongoing

processes within the organization.

The IDENTIFY function stands for the phase of determining the orga-



Figure 1. The NIST Cybersecurity Framework functions [5]

nization’s assets and possible risks related to them. This function also

includes conducting risk assessments in cybersecurity aligned with the

risk management strategy in the organization, while updated on new vul-

nerability discoveries as they arise.

PROTECT refers to the actions taken to prevent or decrease the risks

outlined in the IDENTIFY function. This might include identity and ac-

cess management, firewalls, network segmentation, patching or limiting

physical access. Maintaining and improving these security measures is a

continuous operation. Protective measures are often taken immediately

after making new discoveries stated in IDENTIFY.

Protecting the systems will not be able to stop all cyber attacks. Thus,

the next function, DETECT, aims to find all cyber attacks against the or-

ganization as soon as they appear. Detecting the attacks may involve

monitoring of networks, physical premises and logs from data, software

and other runtime operations. When an attack is detected, the organi-

zation starts an incident management process, which is described by the

RESPOND function. The process includes inviting relevant people to fig-

ure out how to stop the attack and how to minimize its impact, as well as

communication and analysis about the attack.

The final function, RECOVER, outlines the process of cleaning up after

an attack that is successfully stopped and organizing ways to ensure busi-

ness continuity, reducing the impact of the attack. Communication about

the attack and its impact also continues in the recovery phase.

Each function can be divided into categories and their subcategories,

which contain more detailed descriptions of specific cybersecurity opera-

tions. These elements are useful for determining profiles: simply put, a

profile is a set of elements from each function. There are two types of

profiles: current profile, which helps organizations gain an understand-

ing of the current state of cybersecurity management, and target profile,

which describes the target level of maturity in cybersecurity management



and the actions needed to achieve this level. NIST has developed several

example profiles, which organizations can use as their target profiles, in-

cluding profiles for smart grids [7], hybrid satellite networks [8] and man-

ufacturing environments [9].

The level of maturity in cybersecurity can be further evaluated using

the framework tiers. The framework [5] provides descriptions for differ-

ent levels of cybersecurity management, from Tier 1 to Tier 4. Not every

organization needs to aim for the highest tier – this depends on the risk

management capabilities and decisions in the organization. Some organi-

zations are able to take larger risks than others, and thus, cybersecurity

operations do not need to be as strict in every organization. Tiers used in

combination with the organization’s current and target profiles may act

as an indicator for which tier the organization should aim for.

3 NIST Guide to Operational Technology (OT) Security

The need for an OT specific document for cybersecurity management has

been acknowleged by NIST, and the NIST Guide to Operational Technol-

ogy (OT) Security was published September 2023 [1]. The guide is ded-

icated specifically to OT organizations, assisting them in establishing or

enhancing their cybersecurity management. The preceding revision of the

guide was targeted at industrial control systems [10], which is a subcat-

egory of OT. The broadened scope led to major updates for most topics in

the document, including OT-related risk management, threats and vul-

nerabilities, as well as security capabilities and tools for OT [1].

The updated document describes the architecture of OT security and

offers a comprehensive guide for developing an OT cybersecurity program,

including a description of its business benefits. The renewed risk man-

agement section is based on other NIST frameworks and guides for risk

management, considering the OT context and giving OT-specific advice

for managing security risk. From the perspective of this paper, it is most

interesting that the new revision builds upon the existing Cybersecurity

Framework, adding details and highlighting differences in traditional IT

and OT systems.

As mentioned in the previous section, the GOVERN function was intro-

duced in version 2.0 of the Cybersecurity Framework. Although the guide

is based on CSF 1.1 instead of CSF 2.0, it does not lack support for the

newly introduced GOVERN function: in earlier versions, most operations



related to GOVERN were categorized under the IDENTIFY function.

For the GOVERN function, the guide specifies that the OT context re-

quires cybersecurity training and understanding of a broader area among

all personnel: IT administrators and programmers in OT organizations

are required to take into account the OT specific characteristics, and con-

versely, OT engineers and operators must comprehend IT cybersecurity

principles. Moreover, the guide heavily emphasizes cybersecurity risk

management, which is a part of the GOVERN function in CSF 2.0 [5]. The

NIST guide to OT security [1] points out that in OT risk management,

it is important to consider the organization’s role in society affecting its

risk tolerance and consider the organization’s sector in the risk analy-

sis. Supply chain risk management also falls under the GOVERN function.

Hardware components must be purchased from an authorized source, and

the guide recommends organizations to review the reliability of manufac-

turers and authorized third-party distributors.

Within OT organizations, asset management is one of the most im-

portant categories in the IDENTIFY function. This means having unique

identifiers for each asset, and maintaining information about hardware,

firmware, software, personnel and facilities. This becomes even more cru-

cial for large or widely distributed systems, as it greatly improves vulner-

ability management by ensuring easy access to all necessary information.

In the context of the PROTECT function, NIST emphasizes that man-

aging physical access to OT systems is important. OT facilities are en-

couraged to implement layered security measures in order to enhance the

robustness of access controls and mitigating unauthorized entry. In addi-

tion, physical access control systems should log visits to the facility, and

alarm systems should be used to monitor the premises. Access manage-

ment may be challenging in OT systems due to the nature of OT, as ac-

cess controls may be distributed across multiple systems, making it more

prone to error when revoking or updating user’s access.

In addition to physical access control, ensuring the security of com-

ponents and tools in facilities is important. NIST suggests that wiring

and cabling should be shielded or embedded in floors or walls. This helps

avoid intended or unintended tampering of wires and cables. A lesson

learned from Stuxnet, arguably the most famous cyber attack against an

OT system, can also be found from the guide: all portable devices, such

as laptops or USB drives, should be scanned for malware before attaching

them to an OT system.



Overall, the guide emphasizes protective operations in OT systems.

Other OT specific guidance concerns network configurations and commu-

nications, user authentication, configuration changes and maintenance,

as well as backup procedures. The comprehensive advice related specif-

ically to the PROTECT function may be due to the risk profile of OT or-

ganizations; protecting OT systems requires a large amount of resources

and maintenance because it is highly important to avoid successful cyber

attacks against the systems.

When moving on to detecting cybersecurity events, it is important to

monitor the normal state in order to be able to distinguish anomalies from

the data flow. Monitoring is very similar to that of IT organizations, how-

ever, NIST recommends OT organizations to consider alert thresholds in

regard to their physical location – if a facility does not have personnel all

the time, the alert threshold could be lowered to compensate for the time

it takes to travel to the facility for a check-up.

For the RESPOND function, the guide gives some advice for the inci-

dent management process in OT organizations. OT organizations should

choose and train personnel who are involved in managing certain types

of incidents. This includes both internal personnel and external partners,

such as vendors, distributors and possible customers. For incident man-

agement, the organization should have a crisis communication strategy

in place for informing all necessary stakeholders about the situation on

different levels and inviting necessary persons to participate in the inci-

dent management process, as well as communicate the incident to end

customers in case of an outage or other issues in the services provided by

the organization. In addition, NIST reminds that incident management

for remote, non-staffed locations is challenging – good monitoring and re-

mote control capabilities help to minimize the impact of the incident.

Recovering from an incident in OT organizations requires more people

on-site, whereas in traditional IT organizations recovery actions can often

be carried out remotely. This means that recovering from incidents may

take more time in OT systems, especially if components or facilities are

damaged in a way that requires a large maintenance operation involving

the physical replacement of infrastructure and equipment, necessitating

for example the ordering of spare parts.



4 OT specific security considerations

The IT industry has a widely known paradigm called CIA (confidentiality,

integrity, availability), that describes three key elements, which together

function as the foundation of security; confidentiality stands for sufficient

protection against leaking information, integrity represents reliability of

data in terms of tamper-proofness and storage solutions, and availability

means that services are operational and accessible when needed.

Although exceptions exist, physical safety is rarely a major factor in

traditional IT systems development. Consequently, it does not possess

a significant role in cybersecurity management. However, the issue of

physical safety is crucial when it comes to OT: a cyber attack against OT

systems may result in significant financial losses, arising from damaged

equipment or lost production, while concurrently posing a substantial

threat to the environment and presenting the potential for severe harm

to both OT personnel or the larger public through injuries or fatalities [1].

Depending on the system attacked, these effects may occur very rapidly.

As a result, priorities for security are different in OT, and thus, the OT

industry has its own corresponding paradigm, CAIC (control, availability,

integrity, confidentiality) [11]. The CAIC paradigm adds control as the

highest priority and reverses the priority order for the principles in the

CIA paradigm. The reason why control holds a higher priority than the

other factors is the nature of OT and its safety perspective; all physical

operations must remain under control to avoid unexpected events leading

to possible emergencies. Thus, the physical functions require continuous

monitoring and control and maintaining their operation under any condi-

tions is a preeminent concern.

The physical aspect and the priority of control in OT systems affects

the cybersecurity management in OT organizations. It can be noticed

from the NIST Guide to Operational Technology (OT) Security [1] that the

OT system’s vulnerability to cyber attacks is very much dependent on the

inherent physical security features and safety design of OT installations.

On the other hand, OT systems may be geologically widely distributed so

that physically reaching a part of the system for maintenance and repair

may take a significant amount of time. This also links to the complexity

and the varied composition of these systems. It must be remembered that

the damage caused by attacks may take much longer to repair leading to

unacceptable downtimes unless redundancy is ensured.



Sometimes, conflict between security controls and physical safety mea-

sures may arise. OT installations and infrastructures should be equipped

with an array of safety-related systems that are designed to automatically

ensure safety in case of failures and malfunctions. These provide safety

from the most radical risks associated with cyber attacks on OT but may

themselves also pose a potential attack vector for attackers that are able

to penetrate and operate IT systems in the OT installation. It is thus

quite relevant that the NIST guide to OT security [1] points out a very

specific factor which requires considering the safety aspect in contrast to

security: in an emergency situation, direct access to a human-machine

interface (HMI) is essential. In this scenario, the HMI is used to force

stop a system or a device which is malfunctioning or otherwise has a role

in safety threat situation. The organizations must consider how they can

authorize access to HMIs so that operating them in an emergency situa-

tion does not take too much time but are not too easily accessible so that

they can be used for malicious intent.

One aspect where IT and OT systems differ is the prevalence and age

of legacy systems. As an example, industrial installations, characterized

by lifespans of several decades, often encounter increased complexity in

ensuring compatibility and up-to-dateness of systems. Thus, latent prob-

lems and vulnerabilities become more challenging to resolve. A resolute

attacker with intricate technical knowledge of the systems in question

may be able to find innovative avenues of attack. On the other hand, de-

pending on the type of system or installation, this may be mitigated by

confidentiality and security procedures designed to limit the availability

of critical information [12]. As the cost involved in replacing componenta

outside their designed lifecycle may be prohibitive, additional protective

measures and strategies might be needed to reach the desired level of se-

curity. This is why NIST emphasizes the importance of actions, such as

network segmentation and asset management, for OT organizations [1],

although these can be considered standard procedures in IT organizations

as well.

Finally, within OT organizations, there is a heightened need to ensure

that the personnel are aware and suitably proficient to execute the mea-

sures defined using the NIST Cybersecurity Framework [5]: depending

on the type of organization, the knowledge of cybersecurity issues may

be limited or obsolete and dismissive attitudes to cybersecurity practices

may still persist. There may even be a false sense of security regarding



systems that have traditionally been considered highly safe, leading to or-

ganizational inertia in implementing cybersecurity measures. The impor-

tance continuous of education, training and relevant exercises to assess

the impact of protective measures must be stressed. As traditional IT is

often evolving much more rapidly than OT, this demands both a cultural

shift and the allocation of enough resources to ensure security.

5 Conclusion

The differences in OT and IT cybersecurity management are heavily linked

to the CIA and CAIC paradigms, the element of control creating the great-

est difference between OT and traditional IT cybersecurity. Physical fea-

tures being the defining characteristics of OT systems, the NIST Guide

to Operational Technology (OT) Security [1] emphasizes risk manage-

ment and risk tolerance regarding physical safety and effects of disrup-

tion against physical operations. Although availability is a common fac-

tor between IT and OT security, it has a larger emphasis in the CAIC

paradigm, as unexpected downtime in OT systems may result in finan-

cial, physical, societal and environmental damage. To ensure availability,

the NIST guide highlights protective measures in order to minimize the

probabilities of successful cyber attacks. Confidentiality and integrity are

more stressed in the CIA paradigm, however, their less prominent roles

in the CAIC paradigm do not mean they are considered unimportant, but

instead, the greatest risks in OT are likely to be found elsewhere.

The new NIST Guide to Operational Technology Security is a good

starting point for OT organizations but only the practice of implementing

it in a wide variety of OT organizations will show how efficient it is as

a tool for improving security and safety. What is important, is however

the fact that OT security is finally being considered in a more systematic

manner in our ever-digitalizing world.
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Abstract

Bayesian optimization (BO) has emerged as a popular method for optimiz-

ing high-cost, black-box objective functions. In recent year, several meta-

BO architectures have been proposed, where neural networks learn surro-

gate models and acquisition functions across a set of related tasks. This

article presents a comprehensive overview of meta-BO, delving into its re-

cent advancements and summarising potential research directions within

this evolving domain.
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1 Introduction

The global optimization of black-box functions is a ubiquitous challenges

across scientific and industrial domains, encompassing tasks like hyper-

parameter tuning for machine learning models, drug design, and A/B test-

ing. Bayesian Optimization (BO) [1] has emerged as a sample-efficient

technique for optimizing such black-box objectives whose direct evalua-

tions are costly. When learning a task, BO proceeds in two stages: first,

fitting a probabilistic surrogate model of the objective function, then de-



ciding the next sampling point with an acquisition function (AF) based on

the probabilistic predictions.

While effective, traditional BO tackles new tasks in isolation and thus

often suffers slow convergence due to limited task-specific trials. To ad-

dress this, researchers have infused BO with the essence of meta-learning,

most commonly understood as learning to learn, which expedites new task

modelling by leveraging training episodes across related source tasks and

borrowing knowledge. By carefully crafting source tasks and training ob-

jectives, meta-BO also shows flexibility to address specific tasks where

conventional choice of surrogate models and AFs may fall short.

This paper aims to elucidate the the principle of meta-BO and high-

light recent application advancements. In addition, it discusses on the key

components of the recent methods, offering insights into current progress

and potential of this evolving field.

The subsequent sections are organized as follows: In Section 2, we

first introduce the principle and high-level problem formulation of related

concepts, including Bayesian Optimization and meta-learning paradigm.

Then we survey recent application developments in Section 3. Finally, we

investigate and discuss on promising directions for building new pipelines,

together with a conclusion in the end.

2 Background

Given a black-box objective function f : D → R, where D ⊂ Rd denotes the

d−dimensional input domain, the objective is to find the global optimum

x∗ ∈ argmaxx∈Df(x) as rapidly as possible [2]. The information available

about f is limited to the input xi and the observations yi = f(xi)+ϵ at each

optimization step t ∈ {1, 2, · · · , T}, forming the optimization history Ht ≡
{xi, yi}t−1

i=1. Here, ϵ ∼ N (0, σ2) represents independently and identically

distributed Gaussian noise, introducing randomness to the observations.

2.1 Bayesian Optimization

The Bayesian Optimization framework consists of two key components.

The first is a probabilistic surrogate model that encapsulates our prior

belief about f and updates the posterior based on the optimization history

Ht up to the current step t. Utilizing the prediction of surrogate model,

an acquisition function αt(·|Ht) : D → R is employed to output values for



each point in D, guiding the next iterate via argmaxx∈Dαt(·|Ht).

Surrogate Model

Gaussian Processes (GPs) [3] are commonly chosen as the surrogate model.

GPs assume a multivariate normal distribution for the collection of x at

any step t, leading to a cross-formed Gaussian posterior on f with mean

E(f(x)|Ht) and variance V(f(x)|Ht). While Effective in training, GPs nat-

urally suffer from cubic scaling inference cost. Even with the best-of-the-

art approximation methods, the inference cost scales quadratically [4].

To address this computational challenge, Neural Processes (NPs) [5]

have been proposed as one of the alternatives to GPs. NPs strike a balance

between training and inference costs by combining neural networks and

stochastic processes.

Acquisition Function

The acquisition function guides where to evaluate in the next iterate

based on posterior provided by the surrogate model. Conditioned on pos-

terior up to optimization step n, the acquisition function αn produces a

scalar value for any point in the searching space D, so that the next query

point xn+1 can be decided:

xn+1 = argmaxx∈Dαn(x)

The main challenge for AFs is to balance exploration (sample from uncer-

tain regions) and exploitation (sample in regions with potentially high ob-

jective values). There is a set of commonly employed acquisition functions,

including Expectation Improvement (EI) [6], Thompson Sampling[7] and

Gaussian Process Upper Confidence Bound (GP-UCB)[8].

2.2 Meta-Learning

In contrast to conventional machine learning paradigms, which primarily

focus on refining model predictions with multiple data instances, meta-

learning aims to enhance a learning algorithm through multiple learning

episodes from a set of source tasks [9]. This can be seen as learning an

inductive bias that effectively constraints the hypothesis space of model

parameters θ for learning efficiency while avoiding overfitting.

Tasks within the meta-learning framework can be defined by a com-

bination of a loss function and a dataset, denoted as T = (D,L). The



learning to learn process is then formulated as

min
ω

ET ∼p(T )L(D;ω) (1)

Here, across-task knowledge ω is optimized to improve the model’s perfor-

mance on a given dataset D as measured by the loss function L.

There is a wide range of choice for ω, such as parameter initialization

[10], optimizer choice [11], and feed-forward model [12] which directly pro-

duces the parameters required by target tasks. Notably, the feed-forward

model is often characterized as amortized, signifying that the training

costs for unseen tasks are pre-paid during the meta-learning phase.

Hierarchical Optimization View

As suggested by Hospedales et al. [9], meta-training step can be inter-

preted as a hierarchical optimization problem, characterized by an outer

and inner optimization loop formulated as follows:

ω∗ = argminω
M∑

i=1

Lmeta(θ∗(i)(ω), ω,Dval(i)
source) (2)

s.t. θx(i)(ω) = argminθLtask(θ, ω,Dtrain(i)
source ) (3)

where Lmeta and Ltask refers to the outer and inner loop objective respec-

tively. The meta-training objective Lmeta is crucial for pointing out what

to learn from the multiple training episodes.

3 Examples

In this section, we present two recently proposed amortized meta-Bayesian

Optimization methods, serving as illustrative examples.

3.1 Path-wise Smooth Bayesian Optimization via Meta-learning

In certain scenarios, the expense associated with measurements extends

beyond the measurement process itself to the cost of movement, which

tends to escalate with the distance between successive measurements. In

this case, the main optimization goal turns into minimizing cumulative

moving cost
T−1∑

t=0

C(xt−1,xt),

where C : D×D → R is the cost function for each movement from location

xt−1 to xt.



Figure 1. Trajectories generated by MONGOOSE and corresponding moving cost[17]

Essentially, the challenge is to traverse smoothly in small steps to-

wards the global optima, which can be intuitively addressed by utilizing

non-myopic AFs that look multi-step ahead. However, calculating these

AFs that require nested optimizations can be computationally expensive

as posited by González et al. [13]. This assertion has been substantiated

by [14][15][16].

Recently, Yang et al. [17] have proposed a novel algorithm MON-

GOOSE that encourages smooth optimization trajectories, as shown in

Figure 1. Sidestepping the need of non-myopic AFs, MONGOOSE learns

a non-myopic meta-learned policy by leveraging memory-based optimiza-

tion.

At the high level, MONGOOSE follows the principles of memory-based

optimization elucidated by Chen et al. [11]. The paper proposes a Recur-

rent Neural Network (RNN)-based optimizer meta-trained on synthetic

differentiable functions f generated by GPs. With the memory of previ-

ous queries and evaluations, the optimizer is allowed to capture the distri-

bution of given functions p(f) and generate new candidates by unrolling.

The meta-training objectives can be described with expected observed im-

provements on functions, i.e.

Lmetamemory(θ) = Ef [f(x1)− min
t=1,··· ,T

f(xt)] (4)

MONGOOSE distinguishes itself through incorporating this memory-based

objective with acquisition function Expected Improvement per unit (EIpu)

that encourages smooth trajectories, i.e.

Lmeta(θ) =
Lmetamemory(θ)

1 + α
∑T−1

1 c(xt, xt+1)
(5)

Furthermore, this distinctive objective is accompanied by adding a quadratic

bowl to the GPs prior to generate objective functions better aligned with

real-world scenarios.



3.2 End-to-End Meta-BO Framework

Most meta-BO approaches follow the traditional two-step strategy, where

the surrogate models and acquisition functions are separately implemented,

leading to a potential overlook of benefits from the entire pipeline. Re-

cently, Maraval et al.[18] have proposed an end-to-end differentiable meta-

BO framework which jointly learns the surrogate and acquisition. As

illustrated by the Equation (6), the model directly produces acquisition

values for x(pred) at locations where we would like to evaluate conditioned

on optimization history Hobs:

fθ(x
pred,Hobs) = α(xpred) (6)

Here f adopts a transformer-based NPs architecture.

Due to the lack of annotated acquisition data, the model is trained

with reinforcement learning (RL), seeking a policy πθ which performs well

across K source tasks. Additionally, this paper observes a logarithmic

sparsity pattern in trajectory lengths and augments the RL objective with

an auxiliary objective under supervision.

4 Discussion and Conclusion

4.1 Discussion

From the examples presented above, we can see some promising direc-

tions of using meta-Bayesian optimization, including transfer learning,

customizing for specific task scenarios, integration with RL, etc.

4.2 Conclusion

Bayesian Optimization has been a popular framework for solving black-

box objective optimization for years, along with researchers’ continuous

efforts to tackles its limitations such as slow convergence and high com-

putational complexity. Meta-learning has been recognized as a promis-

ing solution to benefit new BO task learning and amortize training costs

across source tasks. In this article, we have introduced the related con-

cepts and formulations of amortized meta-Bayesian Optimization, as well

as highlight influential approaches or applications, including a efficient

path-wise smooth BO algorithm and the first end-to-end meta-BO frame-

work. We hope this survey will help beginners acquaintance themselves



with the principles and advancements of this emerging field, as well as

reveal potential directions for future research.
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Abstract

This paper provides a detailed review of the latest developments in Neural

Radiance Fields (NeRF) and discusses the challenges currently faced in

the field. NeRF, an innovative model for representing complex 3D scenes,

relies solely on 2D images for supervision. Since its introduction in 2020

by Mildenhall and others, NeRF has been widely applied in multiple do-

mains such as graphic software development, scene rendering, 3D surface

extraction, and view synthesis.

The paper first begins by revisiting the background and theoretical

aspects of NeRF, illustrating the volumetric rendering process based on

Multi-Layer Perceptrons (MLP) and how NeRF learns to simulate vari-

ous aspects of the 3D world by studying numerous 2D images taken from

different camera angles and their corresponding poses.

Subsequently, the paper introduces several significant improvements

in NeRF in recent years. Variants like Mip-NeRF and Ref-NeRF have

made notable progress in the quality of synthetic views. For instance, Mip-

NeRF employs cone tracing and integrated positional encoding (IPE) to en-

hance the quality of synthesized views; Ref-NeRF focuses on improving the

simulation of reflective surfaces; and RegNeRF addresses the challenges

of training with sparse input views by introducing additional depth and

color normalization. MVSNeRF leverages pre-trained convolutional neu-

ral networks (CNNs) to extract image features, significantly reducing the



number of samples required for NeRF training. FastNeRF accelerates the

inference process by decomposing the color function, achieving an increase

in speed by over 3000 times.

Overall, despite significant progress in NeRF technology, challenges re-

main in handling extreme lighting conditions, high dynamic range scenar-

ios, and large-scale data. Future research may focus on further enhancing

the model’s versatility, optimizing algorithms, and reducing reliance on

high-quality training data.

KEYWORDS: Neural Radiance Fields, Novel View Synthesis, Neural Ren-

dering, Volume Rendering,

1 Introduction

A Neural Radiance Field (NeRF) is an innovative model to represent

complex 3D scenes using only 2D-posed images as supervision. It has

been proposed to learn about the 3D structure of scenes by utilizing multi-

view photos with a volume rendering based on Multi-Layer Perceptions

(MLPs). This model is trained with extensive 2D images and their corre-

sponding poses in different camera angles, enabling it to simulate all as-

pects of the 3D world, encompassing lighting, materaials, and geometry.

Mildenhall et al. [1] introduced NeRF in 2020, and it has inspired many

subsequent works since then. In recent years, NeRF has been widely used

in graphical software development, surround scene rendering, 3D surface

extraction, and view compositions.

Compared to traditional methods, NeRF provides important advan-

tages, such as a self-supervised model. It can be trained with only posed

images in 2D to understand a scene. These posed images can also be es-

timated through colmap software [2] or packages, which was also demon-

strated in the original NeRF paper. Additionally, the original NeRF model

has also been demonstrated to be of superior visual quality compared to

earlier novel view synthesis methods, such as [3], [4]. More recent models

have further improved upon its performance.

Currently, the NeRF model has become increasingly popular in the

field of computer vision, with a large number of derivative studies based

on the baseline NeRF model continuing to appear on various open-source

websites, many of which ultimately appear at top computer vision confer-



ences. However, with the large number of optimized NeRF models derived

from current research progress, it is difficult for beginners to understand

the overall development process of NeRF from scratch and clarify the re-

maining challenges.

To better assist beginners in understanding the overall development

of the NeRF model, this paper reviews the latest developments in NeRF

to assist computer vision practitioners in this emerging field. It also re-

searches the identified challenges in the present landscape.

The structure of this paper is as follows. Section 2 presents the ex-

isting surveys on NeRF and briefly elaborates on the core theory behind

NeRF. Section 3 introduces influential NeRF publications, mainly provid-

ing an introduction to the innovation of NeRF in recent years and the

latest applications in various fields. Section 4 discusses open problems

that have been identified and summarizes the current progress. Finally,

Section 5 provides concluding remarks.

2 BackGround

2.1 Previous research on NeRF

In 2019, the concept of volume rendering was first introduced by Lom-

bardi et al.[5], who developed regression equations for density and color in

3D volumes, albeit using a voxel-based representation. One of the main

points of this paper is that neural volume rendering methods have the

potential to be successful, partially explaining the subsequent achieve-

ments.

In 2020, NeRF was initially introduced by Mildenhall et al. [1] for

generating synthetic views of complex scenes. Remarkably, even with

its simple architecture, NeRF outperformed prior work quantitatively on

datasets comprising both synthetic and real images. However, NeRF still

presented opportunities for improvement, particularly in the realms of

performance and generalization.

In the six months following the proposal, many researchers worked to

address these challenges. Lindell et al. [6] improved the performance of

NeRF by directly learning the volume integral, speeding up the rendering

process. Park et al. [7] introduced a second MLP to apply deformation

to each video frame, addressing the limitations of NeRF in handling only



static scenes. Then, Srinivasan et al. [8] successfully used the arbitrary

ambient and indirect lighting with a second MLP, handling variations in

image appearance due to different lighting conditions. Subsequent im-

provements branched into various aspects, such as photometric and geo-

metric quality, composition, and pose estimation.

In May 2022, an updated and exhaustive report on neural rendering

and NeRF models was published [9], focusing on methods for combining

classical rendering theory with 3D scene representations. This compre-

hensive survey-style report summarized classic NeRF papers and other

neural rendering papers from recent years. In contrast, our survey pri-

marily concentrates on NeRF papers from 2021 to 2022, summarizing re-

search progress during this period and discussing the remaining relevant

issues to be resolved.

2.2 Theory of NeRF

The process of NeRF work can be divided into two parts: reconstruc-

tion of 3D scene and rendering. In the process of 3D reconstruction, 3D

coordinates, and 2D viewpoints are converted into color and volume den-

sities by a 5D vector-valued function

F (x, d) → (c, σ) (1)

where x = (x, y, z) is a 3D location of the a point in the scene, d = (θ,ϕ)is

a 2D viewing direction of the image, c = (r, g, b) represents the an emit-

ted output color and σ represents the output the volume density. The

5D vector-valued function is approximated by an MLP network, which is

sometimes denoted as Fθ and the weights θ were optimized to map from

an input 5D vector to the corresponding directional calculated color and

volume density. In the baseline NeRF model, to constrain the consistency

of multiple-view, the neural network is limited to predict the volume den-

sity ϕ only through the function of position x, while allowing RGB color

c to be predicted as a function of position and viewing direction. MLP re-

quires two steps to achieve this, first processing the input 3D coordinate x

as well as outputting it σ and a 256-dimensional feature vector. Then, the

feature vector is connected to the viewing direction of the rays of a camera

and transmitted to an additional fully connected layer that outputs RGB

colors.

Generally speaking, to obtain a novel view synthesis based on images,

we can use the NeRF model and proceed through the following steps:



• Emit camera rays from each pixel in the image to generate a set of

sampling 3D points.

• For sampling points, the NeRF uses the 2D viewing direction d =

(θ,ϕ) and the 3D point location x = (x, y, z) to output color and

volume density.

• Render novel composite views based on the output color and volume

density by volume rendering.

Figure 1. Volume rendering and training process of the NeRF. Image sourced (a) How
camera rays project and generate 3D sampling points from pixel points on an
image. (b) Use a NeRF model to generate the colors and densities at the specific
sampling points. (c) explains the generation of a single image pixel along the
camera ray based on the volume rendering. (d) is the optimization of the objec-
tive function, i.e., minimizing the residual between synthesized and observed
images [3]

.

On the basis of body rendering, we can use integrals to describe the

algebraic relationship between the expected color along the camera ray

r(t) = 0+ td, using

C(r) =

∫∫∫ tf

tn

T (t)σ(r(t))c(r(t), d)dt (2)

where
∫∫∫ tf
tn

represents the near and far bounds of the camera rays,

σ(r(t)) represents the volume density, c(r(t), d) represents the emitted

color and r(t) represents the 3D point along the camera ray from d direc-

tion. T (t) is a cumulative transmittance that represents the probability

that a camera ray is not blocked by another object from tn to t, given by

T (t) = exp(−
∫∫∫ t

tn

σ(r(u) ∗ du)) (3)

For each pixel, the MLP parameters are optimized using the squared

error photometric loss. In the whole image, it is calculated as

L = sumr∈R||Ĉ(r)−Cgt(r)||22 (4)



where Cgt(r) is the ground true color of training color pixels associ-

ated with r, while R is a set of camera rays that would be synthesized as-

sociated with the image. Mildenhall et al. [3] also introduced a technique

known as position encoding, which can greatly improve the reconstruction

of details in synthesized views. In addition, they mention the use of some

novel sampling methods in the original paper for more targeted sampling

by dividing the network into two classes, coarse and fine [3]. As this pa-

per is mainly a compendium of the recent advances in the NeRF model,

we ignore these tricks here.

3 Latest Advances in NeRF

3.1 Improvements in Synthetic Views

Quality assessment is an important metric for view synthesis, numer-

ous subsequent models have prioritized improving the quality of view

synthesis. For instance, Mip-NeRF [10] diverged from the conventional

ray tracing approach used in standard NeRF [1] by adopting cone trac-

ing. This innovation was made possible through the incorporation of In-

tegrated Location Encoding (IPE), as shown in Figure 2. In the process

of generating a single pixel, a cone is projected from the camera’s central

point in the direction of the viewing angle, passing through the repre-

sentation point of the pixel. This cone is approximated through a mul-

tivariate Gaussian model, and its mean vector and variance matrix are

determined based on relevant geometric structures, culminating in an in-

tegrated position encoding.

Figure 2. IPE plot for Mip-NeRF [10] a) Traditional point sampling method employed by
NeRF based on ray tracing; b) Conic sampling method utilized by Mip-NeRF
with the integration of IPE, where the conic curve is approximated using a
multivariate Gaussian distribution.

Ref-NeRF [11] builds upon the foundation of Mip-NeRF with a specific



focus on enhancing the simulation of reflective surfaces. In Ref-NeRF,

the radiance of NeRF is parameterized based on the reflection of local

normal vectors as observed from a particular direction. To achieve this,

several critical modifications are made. They transform the MLP into

a non-orientation MLP. This modified MLP not only provides the input

eigenvectors of the density and orientation MLPs but also includes addi-

tional information, such as the diffuse reflection color, specular reflection

color, and surface normal. The final color representation is obtained by

combining the diffuse and specular colors through a combination of mul-

tiplication and addition, in conjunction with the specular color generated

by the orientation MLP. Ultimately, Ref-NeRF demonstrates superior per-

formance compared to benchmark methods on various datasets, including

the real-world scene capture data [12] and the original NeRF dataset [1].

RegNeRF, as presented in [13], aims to solve the challenge of train-

ing NeRF with sparse input views. In contrast to the majority of other

approaches, which typically rely on image features from pre-trained net-

works to guide adjustments to NeRF’s volume rendering, RegNeRF takes

a distinct approach by incorporating additional depth and color regular-

ization. When evaluated on the DTU [14] and LLFF [3] datasets, RegN-

eRF demonstrated superior performance compared to the original NeRF

models.

3.2 Reduction in Training Requirement

The essential NeRF framework depends on the availability of densely

acquired multi-view images, each combined with well-defined camera

poses for a given scene. A frequent challenge with the standard NeRF

model is its vulnerability to variations in the number of training perspec-

tives. When the training views exhibit insufficient variation, whether due

to a limited number of training samples or minimal posture variations,

the model can be prone to overfitting, resulting in the generation of un-

realistic scene geometry. However, a series of NeRF models utilize pre-

trained networks to extract image features, often based on pre-trained

convolutional neural networks (CNNs), like those introduced in [15] and

[16]. This incorporation of pre-trained networks substantially reduces the

requisite number of training samples for NeRF training, enhancing its ef-

fectiveness.

MVSNeRF, as introduced in [17], employs pre-trained convolutional

neural networks (CNNs) to extract the image feature vector. These ex-



tracted image features are further transformed into a 3D voxelated cost

volume using planar scanning and cost calculations based on variance.

Furthermore, the model incorporates pre-trained 3D CNNs for the ex-

traction of a 3D neural encoding volume, which is subsequently applied to

generate potential codes for individual points through interpolation. An

MLP takes these potential features, point coordinates, and viewing direc-

tions as inputs to generate point density and color. The training process

also includes the simultaneous optimization of the 3D feature volume.

In evaluations conducted on the DTU dataset, MVSNeRF exhibited the

ability to achieve results not less than the standard NeRF baseline train-

ing, but notably accomplished this in a significantly shorter period, taking

only 15 minutes instead of the usual several hours.

Figure 3. The overall process of MVSNeRF [17] a) Creating a cost volume by projecting
2D image features onto a swept plane. b) Using a 3D CNN to generate a neu-
ral encoding volume, where each voxel is characterized by unique neural fea-
tures. c)Utilizing a multi-layer perceptron (MLP) to estimate volume density
and RGB radiance at a specified location, this process involves interpolating
features from the encoding volume.

GeoNeRF [18] used a pre-trained feature pyramid network to extract

features from each image view. This method used planar scanning to con-

struct a cascaded 3D cost volume. From these two feature representa-

tions, GeoNeRF extracts a view-independent feature marker and multi-

ple view-dependent feature markers for each of the N points along the

ray. Next, the N view-independent markers undergo refinement using

an AutoEncoder, yielding N density values along the ray. For the extrac-

tion of colors, N sets of tokens about the view are separately input into

MLP. This methodology delivered impressive results when evaluated on

datasets such as DTU [14], NeRF synthesis [1], and LLF forward [3].

3.3 Optimization of training efficiency

In the initial implementation by Mildenhall et al. [1], they introduced

a layered rendering technique to enhance computational efficiency. Con-



ventional rendering would necessitate a dense evaluation of the MLP

along every camera ray at all query points during numerical integra-

tion. Their inventive methodology involved the utilization of two sepa-

rate networks to represent the scene: one designed to capture coarse de-

tails, and the other tailored for finer details. The output of the coarse

network played a crucial role in selecting the sampling points for the fine

network. This approach efficiently obviated the necessity for dense sam-

pling at the fine level, resulting in a streamlined computational process

that optimized efficiency.

In the FastNeRF model presented by Garbin et al [19], a remarkable

innovation was the decomposition of the color function, which involved

expressing a function as the combined output of a directional position-

dependent MLP and the inner product of another MLP’s output, which is

associated with the direction. This decomposition offered FastNeRF the

capability to efficiently store and retrieve color and density evaluations

within dense grids of the scene. Consequently, it resulted in a substantial

improvement in inference speed, achieving a speedup of over 3000 times.

Furthermore, the FastNeRF also implemented hardware-accelerated ray

tracing, leveraging technology such as OptiX [20]. This approach allowed

FastNeRF to terminate the inference process when the transmittance of

the ray reached saturation, further enhancing efficiency.

Figure 4. Differences between NeRF and FastNeRF [19]. Left: NeRF architecture. Right:
FastNeRF architecture divides the task into two neural networks, both of
which are suitable for caching. The first network, Fpos, is responsible for gen-
erating a deep radiance map (u, v, w) with D components. Concurrently, the
second network, Fdir, is tasked with determining the weights for these compo-
nents, taking into account the direction of an input ray.

EfficientNeRF, an extension of the PlenOctree framework, as intro-

duced in [21], adopted several innovations. The most prominent among

these was the significant acceleration of the training process. This accel-

eration was attained by leveraging momentum density voxel grids to store



the predicted density, updating them with exponential weighted averages.

In the initial coarse sampling phase, these grids proved instrumental in

eliminating sampling points with zero density, effectively optimizing the

process. Furthermore, during the subsequent fine sampling phase, the

incorporation of a pivot system also contributed to expediting the vol-

ume rendering process. These two enhancements collectively result in

an eightfold reduction in training time when compared to the baseline

NeRF [1]. Subsequently, the trained scene is cached within the NeRF

tree, yielding rendering speeds that are on par with FastNeRF [19].

4 Conclusion

This paper introduces NeRF and its variants such as Mip-NeRF, MVS-

NeRF, and FastNeRF, which have achieved significant advancements in

the quality of synthetic views, training requirements, and training ef-

ficiency. These developments not only enhance the capability of NeRF

models in processing complex scenes and diverse lighting conditions but

also demonstrate their vast potential in applications such as graphic soft-

ware development, scene rendering, and 3D surface extraction. Despite

these advancements, and the demonstrated practicality and adaptability

of NeRF models in various domains, challenges remain in handling ex-

treme lighting conditions, high dynamic range scenarios, and large-scale

data. Furthermore, future research should focus on improving the train-

ing and inference speed of the models, and optimizing them further to

better cope with the complexities of the real world, making them more

suitable for real-time applications. In summary, although there are still

shortcomings, it is foreseeable that NeRF will play an increasingly sig-

nificant role in fields such as virtual reality, augmented reality, film pro-

duction, and game development. Additionally, further optimization of the

algorithms will make NeRF easier to train and deploy, thus expanding its

range of applications.
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Abstract

This paper investigates the application of Extended Berkeley Packet Filter

(eBPF) for testing network policies on Linux hosts. eBPF, deeply integrated

into the Linux kernel, offers a lightweight yet powerful tool for inspecting

and manipulating packets directly within the kernel space. The primary

objective is to leverage eBPF’s kernel-hooking capabilities for real-time net-

work monitoring, specifically to identify reasons for Transmission Control

Protocol(TCP) and User Datagram Protocol (UDP) packet drops at the ker-

nel level. The study involves a case study using eBPF for network monitor-

ing and testing firewall policies on a Linux virtual machine. The findings

demonstrate eBPF’s effectiveness in accurately identifying and reporting

packets dropped by firewall policies, highlighting its potential in network

security and system administration.

KEYWORDS: eBPF, Network Monitoring, Firewall Policies, Linux Kernel,

System Administration, Network Security

1 Introduction

In the field of modern computing, the ability to observe and monitor sys-

tem resources and network activities is crucial. Currently, the industry is



increasingly adopting cloud-based solutions and container technologies,

such as Docker and Kubernetes. These cloud-based solutions and tech-

nologies demand more advanced real-time monitoring tools because of

their complexity. One tool that has risen to prominence is the Extended

Berkeley Packet Filter (eBPF) [1].

eBPF is an extended version of the Berkeley Packet Filter, a technol-

ogy initially designed for network traffic analysis. Over the years, it has

evolved to offer a raw interface to different network layers and kernel

process, enabling high-performance data packet capture and manipula-

tion. eBPF extends these capabilities and is now used for a broad range

of applications, most in observability, which includes network monitoring,

system performance tracking, and more [2]. Many famous cloud-native

applications achieve high performance through their utilization of eBPF

technology [3, 4].

The primary objective of this paper is to survey the existing applications

of eBPF in the field of network observability and packet manipulation.

The paper aims to study how eBPF can be employed to monitor network

activities, track network packets, and test network policies, thus offering

a comprehensive observability solution.

This paper is organized as follows. Section 2 elaborates on the motiva-

tion and goals for this research. Section 3 provides the technical back-

ground relevant to the experiments. Section 4 presents a case study fo-

cusing on using eBPF for network monitoring and testing firewall policies

of on Linux. Finally, Section 5 provides the concluding remarks and dis-

cussion on how the technology of eBPF can be further studied.

2 Motivation and Goals

In current cloud-native landscape, networking has become exceedingly

complex. Organizations are increasingly adopting microservices architec-

tures and orchestration tools, leading to an intricate mesh of network in-

teractions. Traditional tools, such as iptables and tcpdump, have served

developers well in the past, but they are limited when there is a need

to debug intricate kernel-level network issues. Even when such traces

look fine, network packets can mysteriously disappear, making diagno-

sis extremely difficult. The TRACE feature of the iptables diagnostic tool

sometimes shows that packets are subjected to transformations and sup-

posedly sent out. However, they never leave the host [5]. The issue seems



to lie in some space beyond what iptables could trace, perhaps in the net-

work interface controller (NIC) driver or elsewhere in the kernel stack.

Given the shortcomings of existing methods, there is a clear need for

tools that offer more granular insight into the Linux kernel’s state. This

becomes crucial for identifying not just the points of failure but also for

understanding the behavior of various kernel components that interact

with network packets [3, 5]. For this reason, we need an in-kernel under-

standing of a network packet. Ideally, a tool that offers insights into the

decision-making processes affecting its routing is required. If a packet is

dropped, understanding the specific reasons behind this action could be

invaluable for debugging and future optimization.

Considering the complexities of modern networking and the limitations

of existing diagnostic tools, such as iptables and tcpdump, this research

aims to leverage eBPF’s kernel-hooking capabilities for real-time network

monitoring. The primary goal is to implement an initial feature that iden-

tifies the reasons for TCP and UDP packet drops at the kernel level, out-

putting these in a structured format that includes the protocol, source/des-

tination IPs, and ports. This functionality will be validated for its utility

within a Linux virtual machine environment. By achieving this, the re-

search will contribute an eBPF tool for observing firewall behavior di-

rectly from the kernel state, enhancing debugging and optimization ca-

pacities in network configurations.

3 Background

This section aims to provide an understanding of eBPF technology and

Linux network packet filtering and manipulation system. It also serves

to bridge these technologies and provides a knowledge base that will be

instrumental for the case study explored in subsequent section.

3.1 eBPF Fundmentals

Extended Berkeley Packet Filter (eBPF) functions as a virtual machine

residing within the kernel space, enabling dynamic programmability of

the Linux kernel without necessitating alterations to its source code or

the loading of additional modules [2]. In contrast to conventional meth-

ods, including modifying kernel source code and employing kernel mod-

ules, eBPF offers a safer and more flexible approach that permits users



to inject custom code logic into the kernel. This is achieved by employing

a Just-In-Time (JIT) compiler to optimize the execution of a set of highly

constrained instructions, thereby upholding kernel security. Moreover, we

cannot directly use kernel functions within eBPF. eBPF provides a set of

helper functions, consisting of over 220 BPF Helper Calls [2], which facili-

tate communication with the kernel while adhering to security and valid-

ity constraints. These helper functions restrict the range of permissible

operations and extend the capabilities of eBPF.

In practical, kernel-space eBPF programs, which are often written in

languages such as C or Rust, are compiled into a universal eBPF ELF

(Executable and Linkable Format) files. These files are then loaded into

the kernel by user-space eBPF program.

Figure 1. eBPF Architecture [6]

User-space programs are also aimed to process the results returned from

the kernel. We can use eBPF Maps to facilitate data transfer between the

kernel and user space. This structure supports extensive storage and the

collection of key statistics [1]. These Maps enable efficient data exchange

and storage management, playing a crucial role in various application

scenarios, from packet filtering to performance tuning. Since user-space

programs only inject kernel-space eBPF programs and process data sent

back, they can be written in various programming languages [3].

Kernel-space eBPF programs must be compiled alongside kernel header

files to generate the eBPF ELF file, which is subsequently injected into

kernel hook points for executing custom logic. The data structures used in

this hook context align with those used within the kernel. Through vari-

ous hook points and eBPF Helper Calls, our kernel-space eBPF programs



can interact with various subsystems, covering a myriad of application

scenarios from packet filtering to performance tuning.

3.2 Iptables, Netfilter and eBPF hook points

Iptables serves as a user-space utility program that facilitates the config-

uration of IP packet filter rules in the Linux kernel firewall. Developed

by the Netfilter Core Team, iptables operates through different tables,

each containing chains of rules that dictate how network traffic packets

should be processed [7]. The underlying kernel feature that enables ipt-

ables to function is the netfilter framework. The Linux kernel’s netfilter

framework allows users to manipulate network packets via kernel mod-

ules, which register callback functions on a set of netfilter hooks [8].

In terms of architecture, iptables uses various tables, such as ‘filter,’

‘nat,’ and ‘mangle,’ each serving a unique purpose. These tables contain

chains like INPUT, OUTPUT, and FORWARD, which in turn hold rules

specifying actions on packet matches. The system also utilizes hooks at

specific points in the protocol stack, such as INPUT and OUTPUT, to trig-

ger actions.

Figure 2. Location of netfilter and eBPF hooks [9]

These netfilter hooks are essentially invoked by a unified kernel func-

tion and return the results of the matching operations, essentially dic-

tating the flow of the data packets. Two primary mechanisms exist for

this purpose: the older k(ret)probe and the newer fentry/fexit mechanisms

[8, 10, 11]. The k(ret)probe mechanism offers more versatility in terms of

attachable functionalities; it allows attachment to any function within the



kernel. On the other hand, the fentry/fexit mechanism requires the avail-

ability of BPF Type Format (BTF) information for the functions to which

they attach, posing a limitation especially for functions marked as static

in the kernel [10, 9]. Given the extensive literature on k(ret)probe, this

paper opts to use k(ret)probe to hook into key netfilter kernel functions to

achieve the objective of monitoring firewall behavior within the kernel.

4 Case Study: Using eBPF to Test Firewall Policies on a Linux Host

In the experiment section of this study, the objective is to develop a pro-

gram that leverages the capability of eBPF to hook into kernel functions.

This program aims to accurately determine, from the kernel’s perspec-

tive, whether a set of given network quintuples—comprising the protocol

number, source address, destination address, source port, and destination

port—would be dropped by firewall policies. Essentially, the program in-

puts a list of these quintuples and outputs the firewall’s decision results.

4.1 Experiment Design

In actual design, to avoid altering the host system configuration and net-

work environment, Vagrant is used for setting up a controlled environ-

ment within a VirtualBox virtual machine. The virtual machine runs on

Ubuntu/Lunar64 with a 6.2 version kernel. The choice of a newer ker-

nel version is driven by its generally improved support for eBPF and the

availability of additional kernel hook points, which are commonly found

in newer kernel releases [12].

Figure 3. Program architecture



As shown in Figure 3, our program is divided into three main compo-

nents. The first is a Python frontend application, which utilizes hping3 to

generate and send a series of network packets based on a custom-defined

list of quintuples in a JSON file. The second and third components are

eBPF programs, including both user-space and kernel-space elements.

The kernel-space eBPF program is responsible for collecting the kernel’s

decision results and storing them in a map for retrieval by the user-space

eBPF program. The user-space program then reads these results from the

map and outputs them to a file.

4.2 Experiment Procedure

Rust Aya framework is chosen for the development of the eBPF program

for its safety and simplicity. The primary functions of a user-space eBPF

program include loading the eBPF code, deploying it into the kernel, and

attaching it to a designated kernel function. We choose to hook into the

kfree_skb_reason kernel function, which is called by netfilter when de-

ciding to drop a packet [13]. This is illustrated in the following Rust code

snippet.

Listing 1. Hooking into kfree_skb_reason

let program: &mut KProbe = bpf.program_mut("kfree_skb_reason_hook").

unwrap().try_into()?;

program.load()?;

program.attach("kfree_skb_reason", 0)?;

Next, the program retrieves specific drop reasons from the FLOW_TABLE

map, declared and filled by kernel eBPF program, and outputs them to a

file (Listing 2).

Listing 2. Retrieving Drop Reasons from FLOW_TABLE

let flow_table: HashMap<_, IPTableFlow , u64> = HashMap::try_from(

bpf_guard.map_mut("FLOW_TABLE_V4").unwrap()).unwrap();

For the kernel-space eBPF program attached to the kfree_skb_reason

kernel function, the entry point is the context in which this kernel func-

tion is called. The signature of kfree_skb_reason in C language style in

the Linux kernel is shown in Listing 3, indicating that the first parameter

is sk_buff, and the second is the drop reason. In Listing 4, these parame-

ters are used to construct the returned data in Rust code, specifically the

firewall decision results corresponding to the quintuples.



Listing 3. Signature of kfree_skb_reason

kfree_skb_reason(struct sk_buff *skb, enum skb_drop_reason reason)

Listing 4. Put Firewall Decision Results to Map

let skb: *const sk_buff = ctx.arg(0).ok_or(1i64)?;

let reason = ctx.arg::<u64>(1).ok_or(2i64)?;

......

let flow = IPTableFlow {

proto: proto as u8,

saddr: saddr,

daddr: daddr,

sport: sport,

dport: dport,

};

unsafe { FLOW_TABLE_V4.insert(&flow, &reason, 0).map_err(|e| e

as u32) }?;

The implementation of the Python program for generating network pack-

ets is considerably simpler. Its primary function is to read the quintuples

of flows from a JSON file and then use the hping3 tool to send packets to

the network stack. This process is demonstrated in Listing 5.

Listing 5. Sending Packets with hping3

sudo hping3 -c 1 {daddr} -p {dport} --spoof {saddr} -s {sport}

sudo hping3 --udp -c 1 {daddr} -p {dport} --spoof {saddr} -s {sport}

4.3 Experiment Results

In the testing phase, multiple drop rules are configured on the virtual ma-

chine using iptables commands, affecting both the INPUT and OUTPUT

chains.

Listing 6. Configuring iptables Drop Rules

sudo iptables -A INPUT -s 10.10.0.10 -d 10.10.0.11 -p tcp --dport

8080 -j DROP

......

sudo iptables -A OUTPUT -s 10.10.0.6 -p udp --sport 67 -j DROP

sudo iptables -A OUTPUT -s 10.10.0.7 -d 10.10.0.17 -j DROP

Following the setup, users can initiate the eBPF program to monitor

kernel drop events. After starting the eBPF program, users can run pack-

ets generation Python script to send packets to the network stack based



on the test cases defined in the JSON file. In our experiment, we ob-

served that the eBPF program correctly identified and output the test

case packets that are dropped by the firewall, along with their drop rea-

son: SKB_DROP_REASON_NETFILTER_DROP.

Listing 7. Output of eBPF Program

[

{

"proto": "6",

"saddr": "10.10.0.10",

"daddr": "10.10.0.11",

"sport": 1234,

"dport": 8080,

"reason": {

"code": 8,

"desc": SKB_DROP_REASON_NETFILTER_DROP

}

},

......,

{

"proto": "6",

"saddr": "10.10.0.7",

"daddr": "10.10.0.17",

"sport": 1234,

"dport": 80,

"reason": {

"code": 8,

"desc": SKB_DROP_REASON_NETFILTER_DROP

}

},

{

"proto": "17",

"saddr": "10.10.0.6",

"daddr": "10.10.0.17",

"sport": 67,

"dport": 68,

"reason": {

"code": 8,

"desc": SKB_DROP_REASON_NETFILTER_DROP

}

},

]

From the output file, users are able to easily and clearly determine whether

our test cases are being dropped and unable to pass through the sys-

tem firewall, as well as the specific reasons for their drop. This outcome



demonstrates the successful fulfillment of the experiment’s objectives.

5 Conclusion and Future Directions

This paper has explored the utilization of eBPF in creating a robust test-

ing framework for firewall policies on a Linux host. eBPF, with its deep

integration into the Linux kernel, offers a lightweight yet powerful tool,

surpassing traditional methods in both efficiency and precision. This tech-

nology enables a detailed inspection and manipulation of packets directly

within the kernel space, ensuring minimal performance overhead com-

pared to more cumbersome approaches.

However, it is important to acknowledge the limitations of this study.

This paper focuses solely on testing policies within the Linux netfilter fire-

wall framework, without delving into other potential firewall implementa-

tions in Linux. Moreover, as most network devices may utilize Unix-based

BSD systems [14], the implementation of firewalls in BSD significantly

differs, and the applicability of eBPF in these environments remains to

be verified.

It is our hope that the findings and methodologies presented in this pa-

per will encourage further exploration and adoption of eBPF in the field

of network security and system administration. The potential for eBPF

to revolutionize network policy testing and enforcement is significant, of-

fering a more streamlined and effective approach to managing complex

network environments.
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Abstract

Explainability in machine learning has gained immense importance in

today’s data-driven decision-making landscape. The increasing complexity

of machine learning models, especially those that achieve high accuracy, of-

ten leads to a ’black-box’ scenario, where the reasoning behind decisions or

predictions is not transparent. This paper presents a taxonomy and review

of machine learning explainability methods, elucidating typical techniques

employed to demystify these advanced models. The paper aims to enhance

the understanding of explainability in machine learning, thus contributing

to the development of more transparent and trustworthy AI systems.
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1 Introduction

Machine Learning (ML) methods are integral to various decision-making

processes in daily life. Achieving high accuracy is often given the highest

priority when models are trained especially for business purposes because

accuracy directly affects outcomes, decision-making, and profitability. As

a result, ML models becomes increasingly complex because the complex-

ity allows the model to react more flexibly to multidimensional input [1].



However, inferences made by such models after they receive considerable

amount of data are usually obscure for humans and difficult to interpret

[2]. The lack of interpretability and explainability in ML methods is likely

to cause various problems, including decline in user trust and usability

[3].

There are two major challenges in achieving the trade-off between ex-

plainability and accuracy in applying ML methods. First is the dilemma

of determining the priority sequence explainability and accuracy. The sec-

ond problem lies in the qualification of explainability in an ML method.

This survey presents a taxonomy of state-of-the-art techniques that ad-

dresses the second problem and provides newcomers in this area with an

update on current research progress. Section 2 provides a concise liter-

ature review, introducing some key terminologies in the paper and ana-

lyzing recent literature works in explainable ML models. A taxonomy of

explainability methods is carried out in Section 3.

2 Literature review

This section provides an analysis of the different research focuses and

outcomes in previous studies aimed at enhancing the explainability of ML

methods, as well as three relevant definitions.

2.1 Terminology

Although the terms "explainability" and "interpretability" are often used

interchangeably, they are not identical in the context of machine learning.

Interpretability of an ML model is the extent to which the model can

explain its output to humans using intelligible terms [4]. Interpretation

could be provided by possible mathematical or statistical knowledge.

Explainability of an ML model measures how accurately the model

serves as a proxy between users and decision makers [5]. Methods to

elevate explainability in machine learning models is the major topic of

this paper

Accuracy is a variable that measures how well a model yields valid

prediction results. For different ML problems, various benchmarks would

be chosen based on specific requirements. For example, in supervised clas-

sification problems, the formula (1) calculates the accuracy of the model

[6], with T and F standing for true and false prediction results and P and



N standing for positive and negative prediction.

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

Model-Specific and Model-Agnostic are used to describe explainability

methods for machine learning models. Model-specific methods can be only

applied to a specific family of algorithms, whereas model-agnostic meth-

ods can be applied to any possible algorithms.

2.2 Quantification of Explainability

Feature attribution is one of the key methods for explainability in ma-

chine learning models. It assigns a value to each input feature of the

model, calculating the contribution from individual features. It illustrates

the significance of each feature among input data points, determining

which features were most and least influential in driving a particular out-

come [7]. However, feature attribution often involves intensive computa-

tion, especially when researchers are dealing with deep neural networks

or large data sets.

Jung [8] proposed a probabilistic model that can generate explana-

tions of predictions based on user background. The model quantifies the

quality of a explanation by shared information between explanation and

prediction. Nevertheless, representing the user’s background simply as a

summary of the features of a data point might be overly simplistic. Hu-

man backgrounds and prior knowledge are multifaceted and might not be

adequately captured by such a summary.

In addition, explanation generation is another popular approach in

yielding interpretable and understandable descriptions or reasons for the

behavior or decision of a system. NEON [9], proposed in 2023, is a two-

phase explanation generation framework which assists large pre-trained

language models (PLMs) with explanation generation, revealing a false

assertion in a previous research paper.

Preechakul [10] proposed that high-resolution heatmaps can be pro-

duced to illustrate which pixel points contribute most to the potential im-

age classification. Compared to low-resolution methods, tiny pixels that

used to be missed can be recognized when high-resolution heatmaps are

applied.



2.3 Relation between Accuracy and Explainability

There are two major opinions towards the relation between accuracy and

explainability of ML models. One perspective suggests that there is an in-

verse relationship between model accuracy and its explainability, prompt-

ing experts to lean towards black-box models for superior accuracy. Con-

versely, the opposing viewpoint argues that in real-world scenarios, this

trade-off between accuracy and explainability is seldom seen, implying

that clear, simpler models should be the default choice [11].

However, a shared belief between the two stances is that certain mod-

els, e.g, shallow decision trees and linear regression, offer more clarity,

while others, including neural networks and random forests, tend to be

more complex and less transparent.

Bell et al. [11] discovered that the interpretability of a model does not

have a necessary relationship with explainability. However, the research

has only covered two use-cases in laboratory conditions and not been car-

ried out in a business environment or in real-world context, leaving space

for future investigation.

3 Taxonomy of Explainability methods

Various perspectives arise when examining emerging development of in-

terpretability ML methods, especially regarding the type of data they

handle and the scope of the methods. As a result, the categorization of

explainability methods should not be biased towards a single perspective.

Linardatos divided all machine learning interpretability methods into 4

different classes based on four stardards: local or global, purposes of in-

terpretability, data types, and model-specific or model-agnostic [12]. This

section will present a taxonomy of some examples of the state-of-the-art

explainability methods based on different data types on which the model

can be applied. Most common data types are tabulars and images. There

are also some models for processing texts, but they won’t be discussed in

this paper. Examples of methods for ML models that are intended for

processing tabulars and images are discussed in this section. In addi-

tion, suitable application scenarios and deficiencies of the methods are

presented in this section.



3.1 Explainability Methods to explain models for image
classification

The first category concerns the explainability methods for explainable ma-

chine learning models that are used to train and classify images. Popular

models often involve deep neural networks, e.g., Convolutional Neural

Network (CNN), which are usually used as black-box models [13]. There-

fore, the requirement for explainability for image recognition has always

been pursued by researchers. This section includes a review of three typ-

ical methods that achieved outstanding results and comparison between

them.

Visualization is a standard practice for a better understanding of image-

recognition networks, primarily focusing on the first layer where pixel

space projections are feasible. For advanced layers, different techniques

are required. A visualization method purposed by Zeiler addressed this

problem by using a multi-layered Deconvolutional Network (DeconvNet)

[14]. Initially, DeconvNets were introduced for unsupervised learning in

[15]. However, they are not employed for learning purposes but serve as

tools to interpret the workings of intermediate feature layers and infor-

mation aspects within a pre-trained CNN. The effect of the DeconvNet is

equivalent to applying a CNN to the original dataset but in a reverse way,

and it can illustrate which part of the input originally caused a specific

activation in the feature maps. The process involves connecting a Decon-

vNet to every layer of the CNN, ensuring a route back to the image pixels.

Through occlusion experiments, they show that the model, while trained

for classification, is highly sensitive to local structure in the image and is

not just using broad scene context.

Class Activation Maps (CAM), first introduced in [16], is another deep

learning intrepretability method used for CNNs. The major effect of the

method is to highlight the particular parts of an image that are used by a

neural network to recognized the image. After a feature vector is created

by calculating and combining the average activations of the convolutional

feature maps positioned right before the last output layer, a weighted sum

of this vector is fed to the final softmax loss layer. Using this particular

method, unlike DeconvNet which generates activation points, CAM would

localize specific image regions that trigger the recognition of the neural

network. However, two major problems exists in CAM. The first is that

localization can only be done when the final layer of the target neural net-



work follows a specific pattern. The second is that CAM can only explain

the execution at the last stage of the neural network. Previous layers

would remain unexplained after developers applied CAM.

Randomized Input Sampling for Explanation (RISE) algorithm, a novel

method for explaining the predictions of deep neural networks, particu-

larly those used in image classification[17], works by generating impor-

tance maps that visually indicate the significance of each pixel for the

model’s decision. The algorithm functions by masking the input image

with randomly generated binary masks, with each mask revealing only

a select portion of the pixels to the model. The response of the model to

these masked inputs is then recorded. The final importance map is a lin-

ear combination of these random masks, where the combination weights

are derived from the output probabilities predicted by the model for each

masked input.

DeconvNet provides a comprehensive view of different response a CNN

produces to specific input features. CAM enables object localization with-

out requiring detailed annotations, hence reducing the annotation effort.

It also elevates models explainability. However, CAM requires specific ar-

chitectural changes, e.g, use of a global average pooling layer, which are

not be feasible in every model. RISE operates autonomously from the in-

ternal mechanisms of the model, enabling its applicability across a broad

spectrum of deep learning architectures. In addition, It provides pixel-

wise importance maps, offering detailed insights into the parts of an im-

age that influence decision-making process. Thus, RISE is the most pow-

erful method among three methods regarding accuracy. RISE and CAM

contribute to enhancing the interpretability of models, whereas Decon-

vNet primarily focuses on explaining the internal workings of the model.

Additionally, CAM provides a straightforward application in weakly su-

pervised localization, thereby facilitating performance enhancements in

particular tasks.

As a result, DeconvNet is better when being applied to perform analy-

sis of the structure of CNNs. CAM is preferred by light-weight supervised

models, whereas RISE is more suitable for increasing explainability of

complex black-box models.



Table 1. Explainability Methods to Explain Models for Image Recognition

Ref. Name Model Specific/Agnostic Data Type Application Area

[14] DeconvNet Specific Image Analyze CNN structures

[16] CAM Specific Image Supervised Learning

[17] RISE Specific Image Black-box Models

3.2 Explainability Methods to explain models for tabular data

The second category concerns machine learning models that are used to

process only tabular data. ExplainD framework, a framework for visu-

ally explaining the decisions of machine-learned classifiers, first proposed

by Poulin et al. [18] uses the concepts of additive models to measure the

weight of the input features in the decision of the classifiers. Additive

models refer to a class of statistical models in which the predictors con-

tribute linearly to the outcome, but they do so in a way that allows for

non-linear relationships between each predictor and the outcome. The

main idea behind additive models is to decompose the response variable

as a sum of functions of individual predictors. In additive models, the out-

come (or response variable) is expressed as the sum of individual functions

of predictors. Mathematically, for a response variable Y and predictors

X1, X2...Xp, an additive model can be described as in (2):

Y = f1(X1) + f2(X2) + ...+ fp(Xp) + ϵ (2)

fi where represents the function (often non-linear) of the ith predictor. ϵ

is the error term, capturing the residual or unexplained variation in the

response. This formulation allows each predictor to have its own specific

relationship with the response variable, and these relationships can be

non-linear, capturing complex patterns in the data. One limitation of Ex-

plainD is that it only supports additive classifiers. Therefore, Robnik [19]

proposed an extension of ExplainD which covers both additive classifiers

and probabilistic models. This technique is capable of explaining the pre-

dictions of any classifier and works as follows.

A novel model-agnostic explainability technique was proposed by Ribeiro

et al. [20] called Local Interpretable Model-agnostic Explanations (LIME).

The explanation produced by LIME is obtained by solving optimization

problem in (3):

ξ(x) = argmin
g∈G

L(f, g, πx) + Ω(g) (3)



where L(f, g, πx) is a measure of unfaithfulness (how inaccurately g ap-

proximates f in the locality defined by πx), and Ω(g) is a measure of the

complexity of the explanation g. LIME can be applied to any machine

learning model, including linear, tree-based, or even deep learning mod-

els. It does this by approximating the model’s decision boundary locally

with a simpler, interpretable model. However, the biggest drawback of

LIME is that it can sometimes produce different explanations for the same

prediction if the process is repeated. This variability can lead to a lack of

trust in the explanations provided, as users might expect a consistent ex-

planation for a model’s decision [21].

Disparate impact testing, as elucidated in [22], is a methodology de-

signed to identify and mitigate unintentional biases in decision-making

processes, particularly in algorithmic systems. The core of this method is

the Balanced Error Rate (BER), defined as in (4):

BER(f(Y ), X) =
1

2
(Pr[f(Y ) = 0|X = 1] + Pr[f(Y ) = 1|X = 0]) (4)

where f : Y → X is a predictor function.

This form of testing hinges on the principle of disparate impact, which

occurs when a seemingly neutral procedure leads to significantly different

outcomes for various groups, especially protected classes like ethnicity

or gender. The core of disparate impact testing lies in quantifying the

extent to which the protected class can be predicted from other attributes.

This involves assessing whether the decision outcomes disproportionately

affect a protected group, typically using a statistical benchmark like the

80% rule. The rule posits that disparate impact is present if the selection

rate for any protected group is less than 80% of the rate for the group

with the highest selection rate. By applying this framework, Feldman et

al. aim to not only identify instances of disparate impact but also propose

methods to rectify data in a way that reduces or eliminates such biases

while preserving the utility of the algorithm. This approach is pivotal in

ensuring fairness in algorithmic decision-making, serving as a critical tool

in addressing issues of equity and justice in automated systems.

ExplainD framework is versatile, compatible with various classifiers

such as naive Bayes, SVMs, and logistic regression. It offers lucid, visual

explanation of classification outcomes. ExplainD framework is particu-

larly useful in business domains such as bioinformatics and healthcare,

where understanding the rationale behind predictions is crucial for ac-

ceptance and decision-making. LIME is the mose versatile framework



among three methods. However, if it was applied without due caution,

its interpretability simplifications would result in inaccuracies in inter-

preting the logic of the model. LIME is particularly beneficial in contexts

where discerning individual predictions is vital, such as in financial or

legal environments, as well as in situations where users must determine

the reliability of a specific model output. Disparate impact testing directly

tackles the issue of algorithmic bias, making it essential for ensuring fair-

ness in machine learning models. However, achieving an inherent trade-

off between achieving fairness and maintaining data utility, especially in

partial data repair, is challenging.

Table 2. Explainability Methods to Explain Models for Tabular Data

Ref. Name Model Specific/Agnostic Data Type Application Area

[18] ExplainD Agnostic Tab. Validate decisions

[20] LIME Agnostic Tab. Explain rationale

[22] Impact testing Agnostic Tab. Maintain fairness

4 Conclusion

The main contribution of this study is a taxonomy of typical machine

learning explainability methods, facilitates a multi-faceted comparison

between them. Two major categories for explainability methods were

identified: methods for explaining image recognition models and methods

for explaining tabular data processing models. This review offers insights

into the strengths and limitations of different explainability approaches.

However, the paper excludes models for processing text data, a critical

area in machine learning applications like natural language processing.

Future work should aim to include these models to present a more com-

prehensive overview of explainability methods across diverse data types.
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