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Breaking news!

source: https://www.dailymail.co.uk/health/article-11323677/Outrage-Boston-University-CREATES-Covid-strain-80-kill-rate.html
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more at: https://twitter.com/justsaysinmice
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Myocarditis is inflammation of the heart muscle. 
Pericarditis is inflammation of the outer lining of the heart. source: https://twitter.com/justsaysrisks

A multiplied risk means very little without the baseline risk 
as context:
Relative risk increase: 2800%
Absolute risk: 18.39/100000 = 0.018%



Outline of the course

1. Mean, Standard Deviation, Standard Error, Confidence Intervals, T-test
2. Fourier Transform, Wavelet Transforms, Spectrograms, High-pass, Low-

pass filters
3. Covariance and Principal Component Analysis (PCA)
4. Clustering Methods
5. Pearson Correlation, PCA and SVD 
6. Linear Regression / Logistic Regression
7. Non-linear Methods: k-NN, random forest, t-SNE, deep nets
8. Oral exam preparation / Invited lectures from the biomedical industry
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K-nearest neighbor algorithm: definition
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A data point is classified by a vote of its neighbors, with the point being assigned to the class 
most common among its ‘k’ nearest neighbors (‘k’ is a positive integer, typically small).



Decision tree: definition

feature A

fe
at

ur
e 

B

0.2

0.3 0.6

0.8

A>0.6 

blue

yesno

B>0.8 

red blue

yesno

A>0.3

red blue

yesno

A decision tree is built by splitting a dataset into subsets recursively. Each split operates on one feature of the 
dataset, and tries to maximize the separation of classes. The recursion is completed when the subset of points at 
any given node all have the same value.

source: https://en.wikipedia.org/wiki/Decision_tree_learning
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Random Forest: definition

source: https://en.wikipedia.org/wiki/Random_forest

Decision trees are prone to overfitting. A random forest operates by constructing a multitude of decision trees 
at training time. The output of the random forest is the class selected by most trees. Random forests generally 
outperform decision trees. Random forest belongs to the class of “ensemble learning” algorithms.



break



t-SNE data visualization: definition
t-distributed stochastic neighbor embedding (t-SNE) is a method for visualizing high-dimensional data by 
giving each datapoint a location in a two or three-dimensional map. It is a nonlinear dimensionality reduction 
technique well-suited for embedding high-dimensional data for visualization in a low-dimensional space of 
two or three dimensions. 

source: https://www.brainimmuneatlas.org/index.php

Single-cell RNA sequencing datasets of brain immune 
cells, projected into 2 dimensions using t-SNE



source: https://twitter.com/hippopedoid/status/1356977421287911434

• Local structure is preserved by t-SNE embeddings, but global structure is not!
• t-SNE is a stochastic algorithm, it never converges twice to the same mapping
• t-SNE can be misleading as it can “hallucinate” structure that is not present in the data.

Over-interpretation risks with t-SNE



Deep networks: definition

<latexit sha1_base64="T521KjCnYpfc8r2BXllXsaAyoHY=">AAAB/HicbVDLSgNBEJyNrxhf0Ry9DAZBL2FXgnoRgl48RjAPSEKYnXTMkNnZZaZXXZb4K148KOLVD/Hm3zh5HDSxoKGo6qa7y4+kMOi6305maXlldS27ntvY3Nreye/u1U0Yaw41HspQN31mQAoFNRQooRlpYIEvoeEPr8Z+4x60EaG6xSSCTsDulOgLztBK3Xyh/SB6MGCYJqMLqgCPHo+7+aJbciegi8SbkSKZodrNf7V7IY8DUMglM6bluRF2UqZRcAmjXDs2EDE+ZHfQslSxAEwnnRw/oodW6dF+qG0ppBP190TKAmOSwLedAcOBmffG4n9eK8b+eScVKooRFJ8u6seSYkjHSdCe0MBRJpYwroW9lfIB04yjzStnQ/DmX14k9ZOSd1oq35SLlctZHFmyTw7IEfHIGamQa1IlNcJJQp7JK3lznpwX5935mLZmnNlMgfyB8/kDVmWUkg==</latexit>

by = net(x)

<latexit sha1_base64="B/ktHr4fKei1P9RBCvYSiUZxAVs=">AAACHHicbZC7SgNBFIZnvcZ4i1raDAbBxrCrojZC0MbCQsWokF2X2cnZZOLshZmzSlj2QWx8FRsLRWwsBN/GSUzh7cDAx/+fw5nzB6kUGm37wxoZHRufmCxNladnZufmKwuL5zrJFIcGT2SiLgOmQYoYGihQwmWqgEWBhIvg+qDvX9yA0iKJz7CXghexdixCwRkaya9sMj8XxZXcO4WjhishxKars8jPuwW9NVa3YH2+yuW6U7hKtDvo+ZWqXbMHRf+CM4QqGdaxX3lzWwnPIoiRS6Z107FT9HKmUHAJRdnNNKSMX7M2NA3GLALt5YPjCrpqlBYNE2VejHSgfp/IWaR1LwpMZ8Swo397ffE/r5lhuOvlIk4zhJh/LQozSTGh/aRoSyjgKHsGGFfC/JXyDlOMo8mzbEJwfp/8F843as52betkq1rfH8ZRIstkhawRh+yQOjkkx6RBOLkjD+SJPFv31qP1Yr1+tY5Yw5kl8qOs9097EaLg</latexit>

ali = ReLU
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where net() is composed of layers defined by: 

The network output is given by:

A deep neural network is an artificial neural network 
with multiple layers between the input and output 
layers. The network takes as an input a data sample ‘x’ 
and predicts as its output the data label ‘y’:

Function 
perfomed by 
one neuron



<latexit sha1_base64="T521KjCnYpfc8r2BXllXsaAyoHY=">AAAB/HicbVDLSgNBEJyNrxhf0Ry9DAZBL2FXgnoRgl48RjAPSEKYnXTMkNnZZaZXXZb4K148KOLVD/Hm3zh5HDSxoKGo6qa7y4+kMOi6305maXlldS27ntvY3Nreye/u1U0Yaw41HspQN31mQAoFNRQooRlpYIEvoeEPr8Z+4x60EaG6xSSCTsDulOgLztBK3Xyh/SB6MGCYJqMLqgCPHo+7+aJbciegi8SbkSKZodrNf7V7IY8DUMglM6bluRF2UqZRcAmjXDs2EDE+ZHfQslSxAEwnnRw/oodW6dF+qG0ppBP190TKAmOSwLedAcOBmffG4n9eK8b+eScVKooRFJ8u6seSYkjHSdCe0MBRJpYwroW9lfIB04yjzStnQ/DmX14k9ZOSd1oq35SLlctZHFmyTw7IEfHIGamQa1IlNcJJQp7JK3lznpwX5935mLZmnNlMgfyB8/kDVmWUkg==</latexit>

by = net(x)

<latexit sha1_base64="B/ktHr4fKei1P9RBCvYSiUZxAVs=">AAACHHicbZC7SgNBFIZnvcZ4i1raDAbBxrCrojZC0MbCQsWokF2X2cnZZOLshZmzSlj2QWx8FRsLRWwsBN/GSUzh7cDAx/+fw5nzB6kUGm37wxoZHRufmCxNladnZufmKwuL5zrJFIcGT2SiLgOmQYoYGihQwmWqgEWBhIvg+qDvX9yA0iKJz7CXghexdixCwRkaya9sMj8XxZXcO4WjhishxKars8jPuwW9NVa3YH2+yuW6U7hKtDvo+ZWqXbMHRf+CM4QqGdaxX3lzWwnPIoiRS6Z107FT9HKmUHAJRdnNNKSMX7M2NA3GLALt5YPjCrpqlBYNE2VejHSgfp/IWaR1LwpMZ8Swo397ffE/r5lhuOvlIk4zhJh/LQozSTGh/aRoSyjgKHsGGFfC/JXyDlOMo8mzbEJwfp/8F843as52betkq1rfH8ZRIstkhawRh+yQOjkkx6RBOLkjD+SJPFv31qP1Yr1+tY5Yw5kl8qOs9097EaLg</latexit>

ali = ReLU

2

4
X

j

wija
l�1
j

3

5

where net() is composed of layers defined by: 

The network output is given by:
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L = ||by � y||2
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We define the loss function (‘y’ is the true label):

The backpropagation update rule is given by:

Deep networks: training with backpropagation



2012

Success of deep networks in image recognition



Caveats of using deep networks in medicine
• Deep networks need very large dataset to be trained.

• Deep networks do not necessarily generalize to datasets slightly different than those 
seen during training (e.g. x-ray scans taken from a different machine brand, with different 
lighting conditions, etc.)

• Sometimes deep networks can “cheat” and use unrelated factors to make a decision (e.g.
a ruler in the image). They do not give an explanation for their decision, so they are 
difficult to trust.

• A doctor’s clinical impression and diagnosis is based on contextual factors beyond direct 
image inspection.



Case study 1: tracking song development in the 
song bird with t-SNE

Spectrogram of  zebra finch song

t-SNE vizualization of syllables through 
development. dph: days post hatch

Zebra finch

Deny & Mackevicus et al., ICLR  2016



Case study 2: diagnosing skin cancers with deep nets
Nature 2016



Next lecture

Oct 31:

• Guest lecture from Dr. Karita Salo – Biostatistician at Nordic 
Healthcare Group
Personalized medicine and drug development

• Preparation of the oral exam with an exercise from last year



Supplementary Material



How t-SNE can be misleading

• Explanation here: 
https://twitter.com/hippopedoid/statu
s/1318917878364672001

https://twitter.com/hippopedoid/status/1318917878364672001
https://twitter.com/hippopedoid/status/1318917878364672001


source: https://www.javatpoint.com/machine-learning-decision-tree-classification-algorithm

Decision tree: typical criteria for the splits 





Blog posts

• https://medium.com/swlh/random-forest-ac5227dabb08
• https://serokell.io/blog/random-forest-classification
• https://towardsdatascience.com/random-forest-regression-for-

continuous-well-log-prediction-61d3ec1c683a
• https://www.kdnuggets.com/2020/01/decision-tree-algorithm-

explained.html
• https://medium.com/analytics-vidhya/https-medium-com-shashi-

kiran-ai-decision-tree-intuition-92f708f13f33

https://medium.com/swlh/random-forest-ac5227dabb08
https://serokell.io/blog/random-forest-classification
https://towardsdatascience.com/random-forest-regression-for-continuous-well-log-prediction-61d3ec1c683a
https://towardsdatascience.com/random-forest-regression-for-continuous-well-log-prediction-61d3ec1c683a
https://www.kdnuggets.com/2020/01/decision-tree-algorithm-explained.html
https://www.kdnuggets.com/2020/01/decision-tree-algorithm-explained.html

