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Outline

I Motivational look back at omitted variable bias

I Synthetic control method

I Summarizing DD robustness checks.
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Omitted variable bias

I Omitted variable bias arises if an omitted variable is both: (i) a
determinant of Y and (ii) correlated with at least one included
regressor.

I When reviewing research:
I identify a plausible candidate for the omitted variable
I predict the direction of the bias, based on its expected correlation with

X and Y
I demonstrate the effect by controlling for the omitted variable or a proxy,

and showing how results change

I two-way fixed effects/ difference in differences estimators do a great
deal to alleviate omitted variable bias
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OVB example
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OVB example
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Omitted Variable Bias
I The appropriate equation is a long regression

Yi = αl + βlPi + γlXi + e li

but instead we estimate a short regression leaving out Xi

Yi = αs + βsPi + esi

I In the short regression we have bias since we don’t account for selection
I The omitted variable bias (OVB) formula shows

βs = βl + π1γl

where π1 is the coefficient of the regression

Xi = π0 + π1Pi + ui

I Essentially in the short regression βs estimates the effect of Pi

including effects that result from Xi .
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Omitted Variable Bias
I The OLS estimator of βs is

βs =
Cov(Yi ,Pi )

Var(Pi )

Substitutes in the “true” long regression for lnYi

βs =
Cov(αl + βlPi + γlXi + e li ,Pi )

Var(Pi )

=
βlVar(Pi ) + γlCov(Xi ,Pi ) + Cov(e li ,Pi )

Var(Pi )

= βl +
Cov(Xi ,Pi )

Var(Pi )
γl

= βl + π1γl

I Angrist and Pishcke: short equals long plus the effect of omitted times
the regression of omitted on included
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Omitted Variable Bias in diff-in-diff context

I The appropriate equation is a long regression

Yit = αl + βlPit + γlXit + δt + λi + e lit

but instead we estimate a short regression leaving out Xit

Yit = αs + βsPit + δt + λi + esit

I In the difference in differences context, a variable correlated with the
treatment effect as well as the outcome would be a failure of the
paralell trends assumption- selection into treatment / bad controls.

I In two-way fixed effects models without quasi-exogeneous variation,
correlation of the independent variable with time-varying covariates
represent OVB bias.

I Other mechanical biases remain, particularly when panels are
unbalanced and treatments heterogeneous over time within unit.
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The Synthetic Control Method
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Synthetic Control Method

I The synthetic control method provides a systematic way to choose
comparison units in small-sample comparative case studies

I Distinctive feature of comparative studies: units of analysis are often
aggregate entities – countries, regions, states – for which suitable single
comparisons often do not exist

I a combination of comparison units – the “synthetic control” – often does a
better job of reproducing the characteristics of a treated unit than any single
comparison unit alone

I comparison unit is selected as the weighted average of all potential
comparison units that best resembles the characteristics of the case of interest

I Example: Abadie, Alberto, Alexis Diamond, and Jens Hainmueller. 2015.

“Comparative Politics and the Synthetic Control Method.” American Journal

of Political Science, 59(2): 495-510.
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Application: The Impact of the 1990 German Reunification
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The Synthetic Control Method: Set-up

I Suppose that there is a sample of J + 1 units (e.g., countries) indexed
by j
I unit j = 1 is the case of interest, or the “treated unit”

I the unit exposed to the event or intervention of interest

I units j = 2 to j = J + 1 are potential comparisons
I they constitute the “donor pool”, a reservoir of potential comparison

units
I comparison units are meant to approximate the counterfactual of the

treated unit in the absence of intervention
I thus, it is important to restrict the donor pool to units with outcomes

that are thought to be driven by the same structural process as for the
treated unit

I in the application, we will investigate the effects of the 1990 German
reunification on the economic prosperity in West Germany
I and the set of potential comparisons is a sample of OECD countries
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The Synthetic Control Method: Set-up

I We assume that the sample is a balanced panel
I a longitudinal dataset where all units are observed at the same time

periods, t = 1, ...,T

I We also assume that the sample includes
I a positive number of preintervention periods, T0
I a positive number of postintervention periods, T1
I T = T0 + T1

I The goal of the study is to measure the effect of the intervention of
interest on some postintervention outcome
I unit 1 is exposed to the intervention (“treatment”) during periods

T0 + 1, ...,T
I and the intervention has no effect during the pretreatment period

1, ...,T0
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The Synthetic Control Estimator

I We define a synthetic control as a weighted average of the units in the
donor pool
I 0 ≤ wj ≤ 1 for j = 2, ...J, and w2 + ... + wJ+1 = 1

I a synthetic control can be represented by a (J × 1) vector of weights

W = (w2, ...,wJ+1)
′

I Choosing a particular value for W is equivalent to choosing a synthetic
control
I the method selects the value of W such that the characteristics of the

treated unit are best resembled by the characteristics of the synthetic
control
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The Synthetic Control Estimator

I Let X1 be a (k × 1) vector containing the values of the preintervention
characteristics of the treated unit that we aim to match as closely as
possible

I Some risk of specification search: Ferman, Bruno, Cristine Pinto, and
Vitor Possebom. 2020. “Cherry Picking with Synthetic Controls.”
Journal of Policy Analysis and Management.

I Let X0 be the (k × J) matrix collecting the values of the same
variables for the units in the donor pool
I the preintervention characteristics in X1 and X0 may include

preintervention values of the outcome variable

I The difference between the preintervention characteristics of the
treated unit and a synthetic control is given by the vector X1 − X0W
I the synthetic control, W ∗, minimizes the size of this difference
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Synthetic control: finding the weights

I Minimizing the quantity X1-WX0

I Notice an additional v weight: that is the weight we place on various
characteristics X (as opposed to the weights placed on control units J).

I The weights v can be chosen based on evaluating how good of a
predictor of Y1t they are [subjective assessment of predictive power of
X, regression, cross-validation].

I synth command in Stata/Matlab/R, see criticism: Kuosmanen et al.
Design Flaw of the Synthetic Control Method. Working paper.
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The Synthetic Control Estimator
I Let Yjt be the outcome of unit j at time t

I let Y1 be a (T1 × 1) vector collecting the postintervention outcome

values for the treated unit: Y1 = (Y1,T0+1, ...,Y1,T )
′

I similarly, let Y0 be a (T1 × J) matrix, where column j contains the
postintervention outcomes values for unit j + 1

I The synthetic control estimator of the effect of the treatment is given
by the comparison Y1 − Y0W

∗

I comparison between postintervention outcomes between the treated
unit, which is exposed to the intervention, and the synthetic control,
which is not exposed to the intervention

I Alternatively, for a postintervention period t (with t ≥ T0), the
synthetic control estimator of the effect of the treatment is given by
the comparison between the outcome for the treated unit and the
outcome for the synthetic control at that period

Y1t −
J+1

∑
j=2

w ∗j Yjt
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The Synthetic Control Estimator

I The matching variables in X0 and X1 are meant to be predictors of
postintervention outcomes
I the may include preintervention values of the outcome variable

I Abadie, Diamond, and Hainmueller (2010) argue that if the number of
preintervention periods in the data is large, matching on
preintervention outcomes also controls for time-varying unobserved
heterogeneity on the outcome
I intuition: only units that are alike in both observed and unobserved

determinants of the outcome variable should produce similar trajectories
of the outcome variable over extended periods of time
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Application: The Impact of the 1990 German Reunification

I After the fall of the Berlin Wall on Nov. 9, 1989, the German
Democratic Republic and the Federal Republic of Germany (“West
Germany”) officially reunified on Oct. 3, 1990
I Abadie, Diamond, and Hainmueller (2015) examines the impact on per

capita GDP in West Germany

I Data: annual country-level panel data for the period 1960-2003
I dataset allows for a preintervention period of 30 years

I The synthetic West Germany is constructed as a weighted average of
potential control countries in the donor pool
I donor pool includes a sample of 16 OECD member countries: Australia,

Austria, Belgium, Denmark, France, Greece, Italy, Japan, the
Netherlands, New Zealand, Norway, Portugal, Spain, Switzerland, the
U.K., and the U.S.
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Application: The Impact of the 1990 German Reunification
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Application: The Impact of the 1990 German Reunification
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Application: The Impact of the 1990 German Reunification
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Application: The Impact of the 1990 German Reunification
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Application: Placebo Studies

I To evaluate the credibility of the results, researchers conduct placebo
studies

1. treatment of interest is reassigned to a year other than 1990
I compare effect for West Germany to a placebo effect - a period before

the reunification actually took place
I a large placebo estimate would undermine confidence in the results (see

Fig 4)

2. treatment of interest is reassigned to different countries
I compare the estimated effect on West Germany to the distribution of

placebo effects obtained for other countries
I deem the effect significant if the estimated effect for West Germany is

unusually large relative to the distribution of placebo effects
I or, if the ratio of postreunification RMSPE (root mean square prediction

error) to prereunification RMSPE for W Germany is larger than for
control countries (see figure 5)

I RMSPE=
√

1
T ∑T

t=1(Y1t −∑J+1
j=2 w∗j Yjt )2
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Application: Placebo Studies
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Application: Placebo Studies
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Application: Sensitivity Analysis

I To evaluate the credibility of the results, researchers run sensitivity
analysis

1. test the robustness of main results to changes in the country weights
I iteratively reestimate the baseline model to construct a synthetic West

Germany omitting in each iteration one of the countries that received a
positive weight

I this check allows us to evaluate the extent to which results are driven by
any particular control country (see figure 6)

2. test the robustness to reducing the number of units in the synthetic
control
I the original synthetic West Germany is a weighted average of five control

countries: Austria, the U.S., Japan, Switzerland, and the Netherlands
I now construct synthetic controls for West Germany allowing only

combinations of four, three, two, and a single control country,
respectively (see tables 3 and 4, and figure 7)
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Application: Sensitivity Analysis
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Application: Sensitivity Analysis
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Application: Sensitivity Analysis
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Application: Sensitivity Analysis
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Application: Sensitivity Analysis
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Application: The Effect of CA’s Tobacco Control Program

I Abadie et al. (2010) study the effects of Proposition 99
I a large-scale tobacco control program that California implemented in

1988

I They use synthetic control methods
I CA is quite different from other states in tobacco consumption
I it is difficult to know how CA would have evolved in absence of the

tobacco control program

I Findings
I following Proposition 99, tobacco consumption fell markedly in CA

relative to a comparable synthetic control region
I by the year 2000, annual per-capita cigarette sales in CA were about 26

packs lower than what they would have been in the absence of
Proposition 99
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Application: The Effect of CA’s Tobacco Control Program
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Application: The Effect of CA’s Tobacco Control Program
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Application: The Effect of CA’s Tobacco Control Program
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Application: The Effect of CA’s Tobacco Control Program
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Kuosmanen et al. : criticism of synth
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Application: The Effect of CA’s Tobacco Control Program
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Application: Placebo Studies
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Application: Placebo Studies
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Difference-in-differences checklist
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Difference-in-differences checklist

I Good controls: check for covariates (balance tables), plot pre-trends.

I Did the policies happen when you think they happened?

I Watch out or try to control for packaged policies

I Spillovers to the control group? Think of precautionary behavior in
cities that didn’t have lockdowns during the COVID-19 pandemic.

I Quasi-exogeneity of the policy: anticipatory behavior?

I Same composition of treatment and control groups? Is migration a
risk?

I Triple differences if you have a good second unaffected control group.

I Ideally use balanced panels, keep an eye out for corrections to
unbalanced panels and/or treatment heterogeneity over time (Callaway
and Sant’Anna, Abraham and Sun, more papers to follow).
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Difference-in-differences checklist

I Conducting event studies: useful for picking up pre-trends and
detecting reverse causality, mapping treatment intensity over time

I Clustering- use bootstrap if few clusters. If very few treatment units,
consider regional variation (impact), RDDs, Fisher permutation test
or...

I Synthetic control methods

I Placebo treatments

I In simple two way FE models, use instrumental variable for Xit you
suspect is correlated with time-varying error term.

I You may just have to sign and discuss any remaining biases.
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