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About today's lecture

® Today's lecture is on discrete choice models. We discuss
@ Discrete choice / ARUM models: binary decisions.
@ Extension to many options.
© The Logit model.
@ Independence of Irrelevant Alternatives.
@ Welfare and consumer surplus.
@ GEV models and Nested Logit.
@ Link from individual level to market level data (Logit, Nested Logit).
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Why discrete choice?

® Many decisions are discrete:
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Why discrete choice?

Many decisions are discrete:

To export or not.

® To go to college or not.

To choose a product or not.

Discrete choice the simplest (?) to model theoretically.

® Above examples all binary.
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1.Additive Random Utility Models

® We start with simplest models of (discrete) choice: 2 options / binary.
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1.Additive Random Utility Models

® We start with simplest models of (discrete) choice: 2 options / binary.
® Alternatives are labelled 0 and 1.

® How does a utility-maximizing DM choose?
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1.Additive Random Utility Models

® We start with simplest models of (discrete) choice: 2 options / binary.

Alternatives are labelled 0 and 1.

How does a utility-maximizing DM choose?

Choose i iff Ui > U;, i #j, i,j € {0,1}.
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1.Additive Random Utility Models

® How to operationalize the relation?
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1.Additive Random Utility Models

® How to operationalize the relation?
e Slightly differently: Why call the model a random utility model?

® There is nothing random about the decision, from the view point of the DM.
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1.Additive Random Utility Models

® How to operationalize the relation?

Slightly differently: Why call the model a random utility model?

There is nothing random about the decision, from the view point of the DM.

Model called RUM because decision appears random for an outsider observer (call her
the econometrician).
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1. Additive Random Utility Model

® | ets specify

U = Vite (1)

® By definition,
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1. Additive Random Utility Model

Lets specify

U = Vi+e (1)

By definition,

V; is observable to the econometrician (measurable / estimable).

V; is the deterministic component of utility.

€; is not observable to the econometrician.

¢; is the random component of utility.
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Decision rule

Prly=1)=1-F(V1 — W) (2)

€g— €1 F
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Decision rule

Priy =1) =1 — F(V4 — V) (2)

€g— €1 F

® Notice benefit from assuming additivity of deterministic and random utility components.
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Decision rule

Priy =1) =1 — F(V4 — V) (2)

€g— €1 F

® Notice benefit from assuming additivity of deterministic and random utility components.

® \We need a scale normalization - why?
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More structure

® |et's assume
Vi = XpBi (3)
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More structure

® |et's assume
Vi = XBi (3)

® Then
Pr(y = 1|X) =1 - F(XB) (4)

® where

B =pB1— Bo
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More structure: Index function interpretation

® |et's assume
y'=XB+u (5)
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More structure: Index function interpretation

® |et's assume

y'=XB+u (5)
® Then
1 ify*>0
= 6
Y {o i y* <0 (©)
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Index function c'ed

¢ Plugging (5) into (6) and solving yields

Prly=1|X)=P=1- F(XP) (7)
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¢ Plugging (5) into (6) and solving yields

Prly=1|X)=P=1- F(XP) (7)

® Eqn (7) is called a (single-) index model.
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Index function c’ed

¢ Plugging (5) into (6) and solving yields

Prly=1|X)=P=1- F(XP) (7)

® Eqn (7) is called a (single-) index model.

® NOTE: in a single-index model, the LHS variable need not be discrete, but often is.
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Index function c’ed

Plugging (5) into (6) and solving yields

Prly=1|X)=P=1- F(XP) (7)

Eqn (7) is called a (single-) index model.

NOTE: in a single-index model, the LHS variable need not be discrete, but often is.

NOTE #2: Note how we identify difference in parameters.
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Variance normalization required & effect of distributional assumptions

We need a variance normalization (almost always).

® |ntuition: Think of standard Probit model.
e |t yields Pr(y = 1|X).
[ ]

At its simplest, think of a probit model with just a constant,
® __.and now change the variance of the normal distribution.

® .. and now change the distribution to something else.
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2. Multinomial Additive Random Utility Models

® Now J options, labelled j =1, ..., J.

® Jis the choice set. It should have the following properties:

@ Alternatives must be mutually exclusive.
® The choice set must be exhaustive.

©® The number of choices must be finite.

We are interested in the setting where consumer i, i = 1,..., | chooses among the J
alternatives.

This is actually a very flexible approach.
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2. Multinomial Additive Random Utility Models

® Now J options, labelled j =1, ..., J.
® Often j =0,...,J, with j = 0 = not choosing any of the “inside” goods.

e Utility from choosing option j denoted Uj; = Vj; + ¢j;.
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2. Multinomial Additive Random Utility Models

Now J options, labelled j =1, ..., J.

Often j =0, ..., J, with j = 0 = not choosing any of the “inside” goods.

Utility from choosing option j denoted Uj; = Vj; + €.

Choose option j iff U > Uy, Vk j # k.
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2. Multinomial Additive Random Utility Models

Now J options, labelled j =1, ..., J.

Often j =0, ..., J, with j = 0 = not choosing any of the “inside” goods.

Utility from choosing option j denoted Uj; = Vj; + €.

Choose option j iff U > Uy, Vk j # k.

In settings interesting for us, a normalization needed (e.g. Ujp = 0).
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2. Multinomial Additive Random Utility Models

® So what is then the probability of i choosing option j7
Prlyij = 1] = Pr[Uj; > U, Yk, j # k] (8)
= Pr[Uy — Uy <0, Vk, j # K|
= Prleix — €jj < Vjj — Vi, Yk, j # K]
= Pr[€uj < Vg, Yk, j # K]

= /I( eik — €jj < Vij — Vi, Yk, j # k)f(€)de

® So now several error terms (J — 1). Think of € as a J vector.
® Restriction that needs to be satisfied: 3°; Pr[y; = 1] = 1.
e Covariance restrictions necessary, and a scale normalization.
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How to further specify?

® Need to decide on the specification of V;.
® Need to specify the distribution of error terms (incl covariation).

® Interpretation of F(e):
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How to further specify?

® Need to decide on the specification of V;.

® Need to specify the distribution of error terms (incl covariation).
® Interpretation of F(e):

® Among DMs with same Vs, the probability of choosing j.

® The researcher’s subjective probability that unobserved utility takes a particular value.
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How to further specify?

® Need to decide on the specification of V;.

® Need to specify the distribution of error terms (incl covariation).

® Interpretation of F(e):

® Among DMs with same Vs, the probability of choosing ;.

® The researcher’s subjective probability that unobserved utility takes a particular value.

© e.g. aspects of bounded rationality that lead to a particular choice, conditional on
observables.
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How to further specify?

® For your model to be ARUM, the following needs to hold (Borsch-Supan 1987, Williams
1977, Daly and Zachary 1979, McFadden 1981): A set of choice probabilities p;( V') is
compatible with maximizing an ARUM if

O pi(V) >0, > pi(V)=1,and pj(V) = pj(V + a) for Va € R. (well-behaved
probabilities);

® 0pj(V)/0Vi = 0pk(V)/0V; (integrability of p; / Slutsky condition); and

© 0™ 1pj(V)/OV1...[0VK]...0Vm > O (proper density function).

® Why bother? Allows for a welfare analysis.
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3.Logit

® As noticed, multinomial choice can lead to higher order integrals.
® Question is, how to effectively deal with these.

® E.g., even with symmetry assumptions, a normal distribution leads to a large number of
covariance - parameters.
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2. Logit

® Let us assume € is distributed Type | extreme value (see Train, 2002).
® This gives the following decision rule:

exp Vj

T S e Vi
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2. Logit

® Specify Vj; = x,.'jﬁj.
® |n words, some of the regressors vary over choices and others over DMs.

® Also here a normalization of parameters needed to ensure that probabilities sum to 1.
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2. Discussion of Logit

® What is the interpretation of the assumption of errors being independent?
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2. Discussion of Logit

® What is the interpretation of the assumption of errors being independent?

® Those things affecting choice that the researcher does not observe for option j provide no
information on the things that affect choice k but the researcher does not observe.
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2. Discussion of Logit

® Notice that as V; gets “very” large (small) keeping Vj constant, Pr[y = j] gets close to 1
(0).

® The estimated probability of any given choice j is never exactly 1 or 0.

® Given that the pdf is sigmoid, largest impact of an explanatory variable in the middle
region.
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3. Independence of irrelevant alternatives

® Recall that (omit /)
exp V;

P =jl= ————
rly =J] S o Vi
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3. Independence of irrelevant alternatives

® Recall that (omit /)
exp V;

P =jl= ———
rly =J] S o Vi

e What is the ratio of probabilities Pr[y = j] and Pr[y = m]?

exp V;
Prly = J] _ >, exp Vi _ exp V; (10)
Prly = m] —fxz):;mvk exp Vi

k
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3. Independence of irrelevant alternatives

® Recall that (omit /)
exp V;

P =jl= ———
rly =J] S o Vi

e What is the ratio of probabilities Pr[y = j] and Pr[y = m]?

exp V;
Prly = J] _ >, exp Vi _ exp V; (10)
Prly = m] —fxz):;mvk exp Vi

k

® The “red bus - blue bus” problem.
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3. Independence of irrelevant alternatives

Whatever else is on offer does not matter in the choice between j and m.

Implication: when the probability of choosing a given alternative changes, all other choice
probabilities change in proportion.

Reason: I1A forces the ratios of choice probabilities to stay constant.

Benefit of 11A: Need not observe all choices!
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3. Independence of irrelevant alternatives

What is actually identified here?

® For some (Luce (1958)) IIA was an attractive property for axiomatizing choice (A feature
or a bug?)

® In fact the logit was derived in search for a statistical model that satisfied various axioms.
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3. Independence of irrelevant alternatives

As another idea: suppose we add a constant C to each f;.

p. — exp[xi(ﬁj + C)] _ exp[x;C] exp[xiﬁj]
Y S cexpxi(Br + C)]  exp[xiC] 3k explxiSk]

This has no effect. That means we need to fix a normalization C.

The most convenient is generally that C = — (k.

® \We normalize one of the choices to provide a utility of zero. This is the outside good.
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3. Independence of irrelevant alternatives

. vy
For the linear Vj; case we have 322 = f3,.

u

oPj; oV

= py(1— Py) =L

azl'j J( J) BZU
log P; OV zy oV
And elasticity: ——2 = P;(1— P;)—L2L = (1 — P;;)z;—
nd elasticity Jlog 25 i( i) 925 P; ( i) Zii o2
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3. Independence of irrelevant alternatives

An important output from a demand system are elasticities

® The above implies that 7; = %—2?% = Bp - pj- (1 — Py).

® The price elasticity is increasing in own price (recall 8, < 0). (Why is this a bad idea?)

® Also mechanical relationship between elasticity and choice probability so that popular
products necessarily have higher markups (holding prices fixed).
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Own and Cross Elasticity

oP; aV;
With cross effects: L = —PUPikJ
Zik Oz

dlog P oV,
and elasticity : 8Ty _ ik Zik &
0 log zjx 0z

Notice how the cross-partial is a function of choice probabilities.

This means that two goods with the same choice probability have the same cross (price)
derivative with all other goods. Think of a bad but cheap product and an expensive but
high quality product that have the same choice probabilities.

Notice how choice probabilities also dictate the cross price elasticities.
® The cross-price elasticity with good k is the same for all j.
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4. Welfare analysis

® RUM permits welfare analysis. The deterministic component of utility is the indirect

utility function
Vip = V(i = pj, %, z) (11)

® where /; =income, p; =price of good j, x; = characteristics of good j and z;
characteristics of individual i (let us suppress estimated parameters for the time being).
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4. Welfare analysis

® The utility of alternative j is given by

Uif = V(/i = Pjs Xj, Zi) + €jj (12)

® Suppose we change characteristic x; to xJ’ Compensating variation (CV) is defined by
max V(I, - Pj, Xj, Z,') + €jj = max V(/, + CV; — Pj; XJ{, Z,') + €jj (13)
J J
® Notice how CV; depends on what the choice was before the change, as well as what it is

after the change.
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Consumer surplus

® RUM + logit permits a (relatively) straight forward calculation of consumer surplus,
therefore popular in 10.

e Consumer surplus = (increase in) utility, in monetary terms, of consuming her best
alternative (compared to the outside alternative):

1
CSi = — max Uj; (14)
Qi
where «; =marginal utility of income for individual /.

® The researcher can measure Vj;, not Uj;, and can hence calculate (at best) the expected
utility

1 1
E[CS)] = aE[mjax Uyl = aE[mjax Vij + €ijl (15)
where the expectation is over all the possible values of ¢j;.

Toivanen ECON-L1350 Lecture 2 31/50



Consumer surplus

® |t has been shown (Williams 1977, Small and Rosen 1981) that if utility is linear in
income and ¢; are extreme value, then we can write

B[CS] = — In(Y exp Vi) + € (16)

® Notice how this can be used to e.g. analyze changes in the choice set (e.g. introduction
of a new good, withdrawal of an alternative).

® How to get «;? Imagine having price as a variable; then its coefficient is —c;.
® The term In(} exp V) is called the inclusive value.

® Notice how we can calculate CV also in this framework, i.e., CV due to change in either
choice set or in characteristic(s) of good(s).

Toivanen ECON-L1350 Lecture 2 32/50



6. Nested Logit / GEV models

McFadden (1978) proposed a powerful way to enrich logit models and to “break free" of
the lIA.

GEV = Generalized extreme value.

Denote Y; = exp(V)).

Consider some function G( Y1, ..., YJ).

Denote G; = 0G/0Y;.
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GEV models

® Then, if certain conditions are met (see e.g. Train, 2002, pp. 97),

Y;G;j
Pi=—c (17)

® __.is a choice probability from a well-defined utility maximization problem.

® Any model that satisfies equation (17) is a GEV model.
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Relaxing 1A

Let's make £ more flexible than IID. Hopefully still have our integrals work out.

uj = Vij+¢j

® One approach is to allow for a block structure on ¢j; (and consequently on the elasticities).

® We assign products into groups g and add a group specific error term
uj = Vij +nig +¢€j

® The trick putting a distribution on 7z + €;; so that the integrals still work out.
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Nested Logit

A traditional (and simple) relaxation of the IIA property is the Nested Logit. This model is
often presented as two sequential decisions.

® First consumers choose a category (following an IIA logit).
® Within a category consumers make a second decision (following the IIA logit).

® This leads to a situation where while choices within the same nest follow the [IA property
(do not depend on attributes of other alternatives) choices among different nests do not!
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Nested Logit

Utility looks basically the same as before:

Ui = Vi + g + €3]
——

gij(Ag)

® We add a new term that depends on the group g but not the product j and think about
it as varying unobservably over individuals /i just like ;.
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Nested Logit

® Now ¢; ~ F(e) where F(g) = exp[— EgG:G (Zjng exp[—s,-j/)\g])]Ag. This is no longer
Type | EV but a special kind of GEV.

® The key is the addition of the Az parameters which govern (roughly) the within group
correlation.

® This distribution is a bit cooked up to get a closed form result, but for Az € [0, 1] for all g
it is consistent with random utility maximization.
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Nested Logit
The nested logit choice probabilities are:

e\/ik/)‘g))\g71
g

Z/(r;:l (ZkEJh eV’Ik/Ah)A’|7

Within the same group g we have IIA and proportional substitution

Vii/\
eVi/re (ZkeJ

P’J evij/)‘g

Pik B eVik/>‘g
But for different groups we do not:

Ag—1
Vii/A Vie/2g | ¢
pP; €7F (ZkeJ e e

g

P; Vie/A Vi /2 ) ML
! Vi 2 (3 ey, €V/2)
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Nested Logit

We can take the probabilities and re-write them slightly with the substitution that
log (Zkejg eVik> = Vg = E.[maxjcq ujj]:

p eVil e (Zkng ev,-k/,\g)Ag
o (ZkEJg e‘/ik/Ag) Y (ZkeJh evik/Ah)Ah
eVil2s erelVig
) (Zkng eVik/Ag) 'M
Pijie Pig

This is the decomposition into two logits that leads to the “sequential logit” story.
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Nested Logit: Notes

Ag = 1 is the simple logit case (IIA)

® )z — 0 implies that all consumers stay within the nest.

A < 0or A>1 can happen and usually means something is wrong. These models are not
generally consistent with RUM.

A is often interpreted as a correlation parameter and this is almost true but not exactly!
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Nested Logit: Notes

® Because the nested logit can be written as the within group share s;;; and the share of
the group sj; we often explain this model as sequential choice. It could just be a block

structure on g;.

® You need to assign products to categories before you estimate and you can't make

mistakes!
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Parametric identification

Look at derivatives:

8P,|

8X1g_ﬁx' e - (1= Piig)

oP;

8Xg (1_ g) Bx + lg( _Pig)
8P,-g_1—)\g . .

o) - N 'P’g'(l_P’g)

We get 3 by changing x; within group
® \We get nesting parameter A\ by varying X

We don't have any parameters left to explain changing number of products J.

® Estimation happens via MLE. This can be tricky because the model is non-convex. It
helps to substitute 5 = /(1 — Ag)
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Linking individual level data and market level data

We have worked until now with the assumption that we observe the choice of individual i.

What is the expected market share of of good j, ;7

Els] =2 P

Thus, a natural mapping from choice probabilities to market shares!

Clearly, the unit of observation changes. To work with market level data need data from
many markets.
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Market level data / Inversion: 1A Logit

® How to move from individual level choice probabilities to market shares?

® Need a way to transform the choice equation into a market share equation.

® Tricks:

@ Utilize the Logit structure and take logs.
@® Use the outside good as the "benchmark”.
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Market level data / Inversion: 1A Logit

® Take logs

Insgy = —log (1 + > explxie3 + §kt]>

k

Insi = [xjiB — apj+ &jt] — log (1 + Z exp[xkef + §kt]>
k

® Then take the difference:

Insip —Inspr = X8 — apjr + &
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Lecture 2

46 /50



Inversion: IlIA Logit

Insiy —Inso: = X8 — apje + &t

data! Ojt

The LHS is data! The RHS is now a linear IV problem!

« is the price coefficient on the endogenous variable.

We know how to solve this. We need instruments that shift p;; but are orthogonal to ;.

Economic theory tells us how: cost shifters, markup shifters.

Markups in llA logit are pretty boring since they only depend on your shares and «.

If number of products varies across markets, that works. Otherwise you want cost shifters
in cross section or time series.

Toivanen ECON-L1350 Lecture 2 47 /50



Caveats

We do need a technical condition. This only works if the market size N — oo.

That is our data/shares we must believe we are observing without any sampling error.

This is not necessary for the multinomial MLE where shares have some natural sampling
variation.

In our IV/GMM approach we cannot have this sampling error. (Why?).

Cannot deal with zero market shares.
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Inversion: Nested Logit (Berry 1994 / Cardell 1991)

This takes a bit more algebra but not much

Insi —Insor = xB—apjp—o IOg(sj|gt) +&t
—_—— ———
data! data!
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Inversion: Nested Logit (Berry 1994 / Cardell 1991)

Same as logit plus an extra term log(s;j ) the within group share.

We now have a second endogenous parameter.

® |If you don't see it — realize we are regressing Y on a function of Y. This should always
make you nervous.

® |f you forget to instrument for o you will get ¢ — 1 because of attenuation bias.

[

A good instrument for ¢ is the number of products within the nest.
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