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Theory of data graphics

• The idea:

- Give the viewer the greatest number of ideas in the 
shortest time

- Use the least amount of ink

- Don’t waste space

- Eliminate non-essentials and redundancies

• Or:

- Make the graphics as easy to read and as simple as 
possible, while displaying the data fully.
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Theory of data graphics

• Data-ink

• Chartjunk

• Multifunctioning graphical elements

• Data density and small multiples

• Aesthetics and techniques
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Line weight and letteringLine weight and lettering (continued) [Aesthetics and techniques] (59)

An excellent summary of crimes committed by state’s witnesses in a Mafia

trial. Notice the thick glyphs and how the most horrid crimes are listed first

and last.

United States vs. Gotti et al, 1987 [EI 31].
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Proportion of graphics
Proportion of graphics [Aesthetics and techniques] (60)

Graphics should usually have greater length than height:

• Our eye is practiced in detecting deviations from the horizon. Thus e.g.

horizontal time-series are easier to read.

• It is easier to write words and labels horizontally.

• Longer horizontal helps to emphasize the causal variable

Preferred height/length ratios vary depending on the circumstances; the

golden ratio 1:1.618 is a good rule of thumb.
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Jovian moons

• On 10 January 1610 
Galileo Galilei was able 
to separate the motion 
of the Jovian satellites 
from that of the planet.


• It took 300 years to 
move from dots to 
continuous curves, 
with muted horizontal 
lines, that report every 
position of the moons.

Sky & Telescope, 1988 [EI 100].!6
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• Techniques: 
• Bars, boxes, lines, dots

• multiple plots

• reference lines and regions

• rescaling /normalising / re-expressing

• colours


• Problems: 
• axis ranges

• use of 3D

• overplotting


• Scenarios: 
• distribution analysis

• ranking and part-of-whole analysis

• time-series

• high-dimensional data 

• Related reading: Few. Now you see it. Analytic Press, 2009. 
• Older but relevant: Card et al. Readings in Information Visualization: 

Using Vision to Think. Morgan Kaufmann, 1999.

Outline
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Basic elements: bars
•  vertical (or horizontal) height to encode a value

•  bars must have a 0 baseline

•  but they can be negative

•  bars can be displayed as groups

•  best option for comparing individual values 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

    Employment in manufacturing continued to trend up in January 
(+15,000), in line with the prior 12-month average. Over the past 12 
months, the industry has added 186,000 jobs. In recent months, job gains 
in durable goods manufacturing have driven employment gains in topside 
manufacturing.  
 
     In January, durable goods manufacturing added 18,000 jobs, while 
employment in nondurable goods changed little (-3,000). Within durable 
goods, machinery (+5,000) and transportation equipment (+6,000) 
accounted for roughly 62 percent of the over-the-month change.  
Employment changes in most other component industries were close to 
their prior 12-month averages. 
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Basic elements: boxes
• boxes are used to encode ranges, for example

• error bars or

• percentiles of data
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Basic elements: points
• use location on a plane to encode data

• points can have different colors

• ...and different shapes to encode additional value

• more complex shapes (glyphs) can be used used to encode 

multiple dimensions
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Basic elements: lines
• combines successive data points in a 2D plane

• useful for revealing trends / variation / outliers

https://earthobservatory.nasa.gov/Features/ArcticIce/arctic_ice3.php!13



When can we use line 
charts

• Line charts are primarily meant for continuous data on 
the x-axis but

• they can also be used with discrete data on the x-axis

• you can even use it with categorical data on the x-axis,  

if it is ordered in a meaningful way

When can we use line charts
Line charts are primarily meant for continuous data on the x -axis
but
• they can be also used with discrete data on the x -axis
• you can even use it with categorical data on the x -axis, if it is

ordered in a meaningful way
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When should we not use 
line charts

• You should be careful with line charts if

• you have gaps in your data

• line chart suggests that the missing data can be 

obtained via linear interpolation (this may not be true)

• at minimum, you should indicate the actual data points 

with markers (e.g., dots) 

• line chart doesn’t make sense if there is no meaningful 
order on x-axis
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When should we not use 
line charts

• strictly integer data should not be interpolated with curves



Which chart type is  
most effective?

• Seminal paper by Cleveland & McGill (1984)

• 55 subjects, 5 types of tasks

• 10 copies of each task with different proportions

• asked proportional difference in percentage 

• Replicated and extended by Heer and Bostock (2010)

• T6: angle (pie chart)

• T7: area (bubble chart)

• T8: area of vertically centered rectangles

• T9: area of rectangles

• crowdsourced with Amazon’s Mechanical Turk

E�ectiveness of di�erent graphic designs
Seminal paper by Cleveland & McGill (1982)
• 55 subjects, 5 types of graphics
• 10 copies of each type with di�erent propotions
• asked proportional di�erence in percentage 534 Journal of the American Statistical Association, September 1984

 TYPE 1 TYPE 2 TYPE 3 TYPE 4 TYPE 5
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 Figure 4. Graphs from position-length experiment.

 tracted by perceiving position along a scale, in this case

 the horizontal axis. The y values can be perceived in a

 similar manner.

 The real power of a Cartesian graph, however, does

 not derive only from one's ability to perceive the x and

 y values separately but, rather, from one's ability to un-

 derstand the relationship of x and y. For example, in Fig-

 ure 7 we see that the relationship is nonlinear and see the

 nature of that nonlinearity. The elementary task that en-

 ables us to do this is perception of direction. Each pair

 of points on the plot, (xi, yi) and (xj, yj), with xi =$ Xj,

 has an associated slope

 (yj - y)(xj - xi).

 The eye-brain system is capable of extracting such a

 slope by perceiving the direction of the line segment join-

 ing (xi, yi) and (xj, yj). We conjecture that the perception

 of these slopes allows the eye-brain system to imagine

 a smooth curve through the points, which is then used to

 judge the pattern. For example, in Figure 7 one can per-

 ceive that the slopes for pairs of points on the left side

 of the plot are greater than those on the right side of the

 plot, which is what enables one to judge that the rela-

 tionship is nonlinear.

 That the elementary task of judging directions on a

 Cartesian graph is vital for understanding the relationship

 of x and y is demonstrated in Figure 8. The same x and

 y values are shown by paired bars. As with the Cartesian

 MURDER RATES, 1978

 8.5 FIVE REPRESETIV

 SHADINGS- _ , _,

 RE 12.1_

 -~ 1 5.8-

 RATES PER 100,000 POPULATION

 Figure 5. Statistical map with shading.

This content downloaded from 162.105.192.28 on Tue, 01 Mar 2016 14:55:50 UTC
All use subject to JSTOR Terms and Conditions

Replicated and extended by Heer and Bostock (2010)
• T6: angle (pie chart)
• T7: area (bubble chart)
• T8: area of vertically centered rectangles
• T9: area of rectangles
• crowdsourced with Amazon’s Mechanical Turk
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Effectiveness of different 
graphical designsE�ectiveness of di�erent graphic designs
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Figure 3: Midmeans of log absolute errors against
true percentages for each proportional judgment type;
superimposed are curves computed with lowess.

the results for the position-angle experiment to those for the
position-length experiment. By designing judgment types 6
and 7 to adhere to the same format as the others, the results
should be more apt for comparison. Indeed, the new results
match expectations: psychophysical theory [7, 34] predicts
area to perform worse than angle, and both to be significantly
worse than position. Theory also suggests that angle should
perform worse than length, but the results do not support this.
Cleveland & McGill also did not find angle to perform worse
than length, but as stated their position-angle results are not
directly comparable to their position-length results.

EXPERIMENT 1B: RECTANGULAR AREA JUDGMENTS
After successfully replicating Cleveland & McGill’s results,
we further extended the experiment to more judgment types.
We sought to compare our circular area judgment (T7) re-
sults with rectangular area judgments arising in visualiza-
tions such as cartograms [9] and treemaps [26]. We hypoth-
esized that, on average, subjects would perform similarly to
the circular case, but that performance would be impacted by
varying the aspect ratios of the compared shapes. Based on
prior results [19, 34], we were confident that extreme varia-
tions in aspect ratio would hamper area judgments. “Squar-
ified” treemap algorithms [3, 35] address this issue by at-
tempting to minimize deviance from a 1:1 aspect ratio, but it
is unclear that this approach is perceptually optimal. We also
wanted to assess if other differences, such as the presence of
additional distracting elements, might bias estimation.

Method
We again used Cleveland & McGill’s proportional judgment
task: subjects were asked to identify which of two rectangles
(marked A or B) was the smaller and then estimate the per-
centage the smaller was of the larger by making a “quick
visual judgment.” We used a 2 (display) � 9 (aspect ra-
tios) factorial design with 6 replications for a total of 108
unique trials (HITs). In the first display condition (T8) we

Cleveland & McGill's Results
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Figure 4: Proportional judgment results (Exp. 1A & B).
Top: Cleveland & McGill’s [7] lab study. Bottom: MTurk
studies. Error bars indicate 95% confidence intervals.
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Figure 5: Rectangular area judgments by aspect ratios
(1B). Error bars indicate 95% confidence intervals.

showed two rectangles with horizontally aligned centers; in
the second display condition (T9) we used 600�400 pixel
treemaps depicting 24 values. Aspect ratios were determined
by the cross-product of the set { 2

3 , 1, 3
2} with itself, roughly

matching the mean and spread of aspect ratios produced by
a squarified treemap layout (we generated 1,000 treemaps of
24 uniformly-distributed random values using Bruls et al.’s
layout [3]: the average aspect ratio was 1.04, the standard de-
viation was 0.28). We systematically varied area and propor-
tional difference across replications. We modified the squar-
ified treemap layout to ensure that the size and aspect ratio
of marked rectangles matched exactly across display condi-
tions; other rectangle areas were determined randomly.

As a qualification task, we used multiple-choice versions of
two trial stimuli, one for each display condition. For each
trial (HIT), we requested N=24 assignments. We also re-
duced the reward per HIT to $0.02. We chose this number
in an attempt to match the U.S. national minimum wage (as-
suming a response time of 10 seconds per trial).

Heer and Bostock, 2010
log error = log2(|estimated di�erence ≠ true di�erence| + 1/8)
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Multiple plots
• Complex data/story is often difficult to present in one figure

• use several figures that are somehow linked to each 

other to tell a story

• pros: gives flexibility beyond a single plot

• cons: may take a lot of space

• cons: may create a graphical puzzle 

• Common techniques for combining multiple plots

• small multiples = trellis displays

• overview / detail

• multiform = multiple concurrent views

(naming varies from author to author)

!19



Overview / detail
• Show several graphics side-by-side

• one graphic shows the overview of the whole data

• other graphics show details / zoom-ins

Overview / detail

Show several graphics side-by-side
• one graphic shows the overview of the whole data
• other graphics show details / zoom-ins
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Multiform
• Show the same data with different designs 

• different designs are more helpful to tell different parts of 

the story 

• for example, bar charts help you to compare individual 

values while line charts reveal trends 

• introduces redundant data-ink so needs to be justified

Multiform
Show the same data with di�erent designs
• di�erent designs are more helpful to tell di�erent parts of the

story
• for example, bar charts help you to compare individual values

while line charts reveal trends
• introduces redundant data-ink so needs to be justified
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Small multiples (trellis)
• multiple plots with the same design

• show different parts of the data

• can be arranged into a matrix or other array 

pairs(iris[,1:4],col=brewer.pal(3,"Dark2")[iris[,5]],pch=20)
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Superimposition 
vs. small multiples

• superimposition is not possible for large amount of series

• too cluttered / run out of colors


• small multiples require more space

• squished y-axis

Superimposition vs. small multiples

Superimposition vs. small multiples
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Figure 12.15. Empirical study comparing superimposed line charts to juxtaposed
filled-area line charts. (a) Superimposed line charts performed best for tasks car-
ried out within a local visual span. (b) Juxtaposed filled area charts were best
for global tasks, especially as the number of time series increased. From [Javed
et al. 10, Figures 1 and 2].

Figure 12.15 shows two interfaces from an empirical study: one
where line charts are superimposed as layers, and another where
juxtaposed small multiples show filled-area charts. The study ex-
plicitly considers the trade-offs between less vertical space avail-
able for the small multiples and less visual clutter by controlling
the screen area to be commensurate: the complete set of small
multiples fit within the same area as the single superimposed view.
The studied tasks were the local maximum task of finding the time
series with the highest value at a specific point in time, the global
slope task of finding the time series with the highest increase dur-
ing the entire time period, and the global discrimination task to
check whether values were higher at different time points across
the series. The number of time series displayed was either 2, 4, or
8 simultaneously. They proposed the guideline that superimpos-
ing layers, as in Figure 12.15(a), is the best choice for comparison
within a local visual span, while juxtaposing multiple views, as in
Figure 12.15(b), is a better choice for dispersed tasks that require
large visual spans, especially as the number of series increases.

Example: Hierarchical Edge Bundles

A more complex example of static superimposition is the hierarchical edge
bundles idiom [Holten 06]. It operates on a compound network, a combi-
nation of a base network and a cluster hierarchy that groups its nodes.

� Compound networks are
defined and discussed in
Section 9.5.
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ing layers, as in Figure 12.15(a), is the best choice for comparison
within a local visual span, while juxtaposing multiple views, as in
Figure 12.15(b), is a better choice for dispersed tasks that require
large visual spans, especially as the number of series increases.

Example: Hierarchical Edge Bundles

A more complex example of static superimposition is the hierarchical edge
bundles idiom [Holten 06]. It operates on a compound network, a combi-
nation of a base network and a cluster hierarchy that groups its nodes.

� Compound networks are
defined and discussed in
Section 9.5.

www.ebook777.com

• superimposition is not possible for large amount of series
• ...too cluttered / run out of colors
• small multiples require more space
• ...squished y -axis

!23



Superimposition  
vs. small multiples

• (local) find time series with the highest point at one time point

• (global) which of the time series has the highest slope?

• Javed et al. (2010) showed that superimposition is better for 

local, small multiples is better for global.

Superimposition vs. small multiples
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the screen area to be commensurate: the complete set of small
multiples fit within the same area as the single superimposed view.
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for global tasks, especially as the number of time series increased. From [Javed
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plicitly considers the trade-offs between less vertical space avail-
able for the small multiples and less visual clutter by controlling
the screen area to be commensurate: the complete set of small
multiples fit within the same area as the single superimposed view.
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series with the highest value at a specific point in time, the global
slope task of finding the time series with the highest increase dur-
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the series. The number of time series displayed was either 2, 4, or
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ing layers, as in Figure 12.15(a), is the best choice for comparison
within a local visual span, while juxtaposing multiple views, as in
Figure 12.15(b), is a better choice for dispersed tasks that require
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Reference lines
• Adding a reference line can be extremely helpful for telling 

the story 
 
 
 
 

 
 

 
 

 
 
 
 
 
 
 
 

 
 

 
 
 
 

Current Employment Statistics Summary, January 2018 

CES Highlights Release Date: February 2, 2018 

+216,000. These monthly revisions reflect the
incorporation of additional sample, as well as
updated benchmarks, net birth-death factors,
and seasonal adjustment models.

+36,000 Construction
Construction employment rose by 36,000 in

January, with specialty trade contractors 
accounting for 26,000 of the increase.  Over 

the past 12 months, construction has 
added 226,000 jobs. 

+35,000 Leisure and Hospitality
Employment in food services continued to

trend up in January (+31,000). Over the past 
12 months, the industry added 255,000 jobs, 
down from an increase of 312,000 over the 
prior 12 months. 

     Nonfarm payroll employment increased by 
200,000 in January. Employment continued to 
trend up in construction, food services, health 
care, and manufacturing.  

     Average hourly earnings of all employees 
on private, nonfarm payrolls increased by 9 
cents or 0.3 percent over the month.  Hourly 
earnings have risen 2.9 percent over the year. 
Average weekly hours decreased 0.2 hour in 
January. 

     In accordance with annual practice, 
establishment survey data have been revised 
to reflect comprehensive counts of payroll 
jobs, or benchmarks, derived principally from 
the Quarterly Census of Employment and 
Wages, which enumerates jobs covered by 
unemployment insurance tax records. 
Nonfarm employment for March 2017 was 
revised up by 138,000 on a not seasonally 
adjusted basis.  For an analysis of the 
benchmark revisions, see 
www.bls.gov/web/empsit/cesbmart.pdf. 

     The employment change for December 
(seasonally adjusted) revised up from 
+148,000 to +160,000, and the change for
November revised down from +252,000 to
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Reference region
• Similarly, reference regions can be helpful, for example,

• showing the acceptable values, and

• highlighting abnormal behaviour. 

Multivariate Confidence Bands in Two Dimensions
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Figure 3.3. Bag plots and functional boxplots of the Milan temperature data using the R
package rainbow (Shang and Hyndman, 2016). Plots on the left columns use
bag plot conventions for marking outliers while the right column uses highest
density region. Both operate on a two-dimensional PCA space. For the HDR
plots the inner region covers 50 % of the observations while the outer covers
99 %. A large coverage was selected for the outer region to reduce the number
of outliers (cleaner plot) and to account for the fact that when using MWE we
end up at roughly 90 % in-sample coverage when constructing the band with
K/N ≈ 0.01. See also Figure 2.1 and Publication I, Fig. 9.

One option to visualize the quantiles of the depth distribution is a func-

tional boxplot (Hyndman and Shang, 2010; Shang and Hyndman, 2016;

Sun and Genton, 2011). Figure 3.3 shows examples of this for the Milan

temperature data of Publication I. Note that Figure 3.3 uses the R package

rainbow, which computes the curve distances in two-dimensional principal

components space (upper row), either using bag plot heuristics or HDR of

a kernel density estimate (Shang and Hyndman, 2016). Due to differences

in distance definitions, only year 2007 is identified as extreme both in Pub-

lication I and in Figure 3.3. As a curiosity, the two dots forming their own

“island” in the top-right sub-plot are the remaining two outliers identified

in Publication I (years 2003 and 2006). Note that, in principle, a functional

boxplot could be constructed for any depth ordering of the curves. The

bands in a functional boxplot are just envelopes of groups of curves and in

that sense do not differ from confidence bands.
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Re-expression

• What is important:

• relative performance to a baseline?

• difference to a baseline?

• the most relevant scale?

!27



Re-expression
• minimum wages in euros in 2015

• http://ec.europa.eu/eurostat/web/labour-market/earnings/main-tables 
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Re-expression
• relative performance to a baseline?

• if performance relative (proportional) to a baseline b 

is important, then scale the y-axis by dividing with b.

• indicate the scaling in labels and in caption
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Re-expression
• difference to a baseline?

• if the (absolute) difference to a baseline b is important, 

then scale the y-axis by subtracting b.

• indicate the scaling in labels and in caption
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Re-expression
• The most relavant scale?

• log scale: if relative change (in %) is important

• inverted scale: plot 1/y instead of y works sometimes
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Colors

• General guidelines regarding colors

• use muted colors when applying to surfaces

• use bright colors for small objects (points)

• most common colour blindness is red-and-green

• sometimes it is a good idea to vary luminance as well 

as colors

Colors

General guidelines regarding colors [more on colors in Part II]
• use muted colors when applying to surfaces
• use bright colors for small objects (points)
• most common color-blindness is red-and-green
• good idea to vary luminance as well as colors
• an example of color scheme:

!32

[more on colors in Part II of the course]



Colors
• General guidelines regarding colors

• in heat-maps using a gray scale is typically not a good idea 


• instead vary from one colour to the ’opponent’ color 

• if heat-map has a neutral value 

• vary from one colour to a neutral gray color and

• continue to the opponent colour 


• See http://colorbrewer2.org/ 

Colors

General guidelines regarding colors [more on colors in Part II]
• in heatmaps using a gray scale is typically not a good idea

• local contrast
• waste of luminance channel

• instead vary from one color to the ’opponent’ color

• if heatmap has a neutral value
• vary from one color to a neutral gray color
• and continue to the opponent color

Colors

General guidelines regarding colors [more on colors in Part II]
• in heatmaps using a gray scale is typically not a good idea

• local contrast
• waste of luminance channel

• instead vary from one color to the ’opponent’ color

• if heatmap has a neutral value
• vary from one color to a neutral gray color
• and continue to the opponent color
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• Techniques: 
• Bars, boxes, lines, dots

• multiple plots

• reference lines and regions

• rescaling /normalising / re-expressing

• colours


• Problems: 
• axis ranges

• use of 3D

• overplotting


• Scenarios: 
• distribution analysis

• ranking and part-of-whole analysis

• time-series

• high-dimensional data 

• Related reading: Few. Now you see it. Analytic Press, 2009. 
• Older but relevant: Card et al. Readings in Information Visualization: 

Using Vision to Think. Morgan Kaufmann, 1999.

Outline
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Compressed bar plots
• You should probably not change the baseline for bar plots

• change the format: use a dot plot

• consider also a line plot if it makes sense

• this allows to rescale the y-axis 

Compressed bar plots

You cannot change the baseline for bar plots
• change the format: use a dot plot
• consider also a line plot if it makes sense
• this allows to rescale the y -axis
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Axis ranges
• Common problem with plots are compressed axis ranges:

• zero baseline with bar plots causes compressed variation

• large variation in data causes small values to be 

unreadable

Axis ranges

Common problem with plot are compressed axis ranges:
• Zero baseline with bar plots causes compressed variation
• Large variation in data causes small values to be unreadable
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Axis ranges
• Solving problems associated with large variation

• create two plots: first showing the overview, second 

showing the small values.

• if possible, you can also group related variables in the 

overview 

Axis ranges

Solving problems with large variation
• create two plots: first showing the overview, second showing the

small values.
• if possible, you can also group related variables in the overview
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Axis ranges
• Solving problems with large variation 

• the other approach is to re-express data:

• switch to log-scale 

Axis ranges

Solving problems with large variation
• the other approach is to re-express data
• switch to log-scale
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No unjustified 3dNo unjustified 3d

3D graphics are highly problematic
• hard to read
• occlusion
• perspective error
• nekker illusion

• 3D graphics are highly problematic 

• hard to read

• occlusion

• perspective error

• necker illusion 

• would often need  

interaction to work
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No unjustified 3d
• Ways to go around 

• if one axis is integer or categorical, then you can split the 

figure in small multiples

• takes more space but is significantly more readable 

No unjustified 3d
Ways to go around
• if one the input axis is integer or categorical,
• ...then you can split the figure in small multiples
• takes more space
• but is significantly more readable
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No unjustified 3d
• Ways to go around 

• if one axis is integer or categorical, you can also try 

superimposition (may result in clutter) or

• grouped bar chart / dot plot 

No unjustified 3d

Ways to go around
• if one the input axis is integer or categorical,
• you can also try superimposition (may result in clutter)
• or grouped bar chart / dot plot
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No unjustified 3d

Sometimes 3d works
• if you are studying the shape of a physical 3d phenomenom
• for example, air flow

[Chen and Li, 2007]

No unjustified 3d
• Sometimes 3d works

• if you are studying the shape of a physical 3d 

phenomenom 

• for example, air flow

Li & Shen (2007), https://doi.org/10.1109/TVCG.2007.1009 !42



Dealing with overplotting in 
scatterplot

• Large datasets create cluttered scatterplots

• individual points are hidden 

• density is not seen 

Dealing with overplotting in scatterplot
Large datasets create cluttered scatterplots
• individual points are hidden
• density is not seen
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Dealing with overplotting in 
scatterplot

• Tricks to reduce clutter:

• remove the fill of the markers 

Dealing with overplotting in scatterplot
Tricks to reduce clutter:
• remove the fill of the markers
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Dealing with overplotting in 
scatterplot

• Tricks to reduce clutter:

• change the shape of the markers 

Dealing with overplotting in scatterplot
Tricks to reduce clutter:
• change the shape of the markers
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Dealing with overplotting in 
scatterplot

• Tricks to reduce clutter:

• reduce the size of the markers 

Dealing with overplotting in scatterplot
Tricks to reduce clutter:
• reduce the size of the markers
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Dealing with overplotting in 
scatterplot

• Tricks to reduce clutter: 

• problem occurs if many points share the same value

• jitter the points around with random noise  

(... and explain in the caption)

Dealing with overplotting in scatterplot
Tricks to reduce clutter:
• problem occur if many points share the same value
• jitter the points around with random noise
• if you do so, explain in the caption
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Dealing with overplotting in 
scatterplot

• Tricks to reduce clutter:

• make your markers transparent

• consider contour lines or switching, e.g., to heat map

• downsample data (it probably makes no sense to show million 

points anyway)

Dealing with overplotting in scatterplot
Tricks to reduce clutter:
• make your markers transparent
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Dealing with overplotting in scatterplot
Tricks to reduce clutter:
• make your markers transparent
• consider adding contour lines
• (or switch to heat map)
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• Techniques: 
• Bars, boxes, lines, dots

• multiple plots

• reference lines and regions

• rescaling /normalising / re-expressing

• colours


• Problems: 
• axis ranges

• use of 3D

• overplotting


• Scenarios: 
• distribution analysis

• ranking and part-of-whole analysis

• time-series

• high-dimensional data 

• Related reading: Few. Now you see it. Analytic Press, 2009. 
• Older but relevant: Card et al. Readings in Information Visualization: 

Using Vision to Think. Morgan Kaufmann, 1999.

Outline
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Visualizing distributions
• Two most common techniques to show distributions

• box plots

• histograms 

Visualizing distributions

Two most common techniques to show distributions
• box plots
• histograms
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Visualizing distributions
• Box plot summarizes data (= set of numbers) with 5 numbers

• median, 25%, 75% percentiles

• minimum and maximum


• additionally it can show outliers

Visualizing distributions

Box plot summarizes data (= set of numbers) with 5 numbers
• median, 25%, 75% percentiles
• minimum and maximum
• (or, for example, 5
• additionally it can show outliers

minimum (or 5% percentile)

maximum (or 95% percentile)

25% percentile

75% percentile
median
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Visualizing distributions
• Box plots are at best when multiple plots are shown at the 

same time 

Visualizing distributions

Box plots are at best when multiple plots are shown at the same
time
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Visualizing distributions
• Histograms show the shape of the distribution

• x-axis is divided in bins

• display the numbers of data points that are within a bin 

Visualizing distributions

Histograms show the shape of the distribution
• x -axis is divided in bins
• display the numbers of data points that are within a bin
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Visualizing distributions
• Selecting bins 

• selecting the width of a bin is not straightforward 

• too small bin leads to a messy plot 

• too large bin leads to loss of information 

• bins can vary in length but one needs to normalise the 

counts by the width of the bins 

• there exist techniques that can automatically select 

appropriate bins 

Visualizing distributions
Selecting bins
• selecting the width of a bin is not straightforward
• too small bin leads to a messy plot
• too large bin leads to loss of information
• bins can vary in length but one needs to normalize the counts

by the width of the bins
• there exist techniques that can automatically select appropriate

bins
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Visualizing distributions
• Box plots vs. histograms

• histograms reveal more information about distribution

• especially if the distribution is multimodal (several peaks)

• box plots are easer to compare with each other

• violin plot combines both plots together 

https://datavizcatalogue.com/methods/violin_plot.html !55



Visualizing distributions
• Strip (rug) plot 

• show individual values at the x-axis

• apply techniques to reduce overplotting 


• stack individual points using y-axis

• results in a histogram-like picture 

Visualizing distributions

Strip plot
• show individual values at the x -axis
• apply techniques to reduce overplotting
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• stack individual points using y -axis
• results in a histogram-like picture
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Visualizing distributions

Strip plot
• show individual values at the x -axis
• apply techniques to reduce overplotting

≠1.5 ≠1 ≠0.5 0 0.5 1 1.5 2

• stack individual points using y -axis
• results in a histogram-like picture

≠10 ≠5 0 5 10
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Visualizing distributions
• Stem-and-leaf plot 

• similar to histogram / stacked strip plot

• each value is split in two parts (stem and leaf)

• stem is used for y-axis

• leaf is shown as a number

• values are sorted and stacked using x-axis 


• Data: 1.5, 1.6, 2.1, 2.3, 2.3, 2.6, 2.6, 3.0, 3.2, 4.1 

• Stem-and-leaf plot: 


1 | 56
2 | 13366 
3 | 02
4 | 1 

• leaf value can be truncated  
the cutting point needs to be consistent, for example, integral  
part is stem and fractional part is leaf 

!57



Ranking and part-to-whole 
analysis 

• The goal is to compare

• how well individual components compare to other 

• what is their ranking 

Ranking and part-to-whole analysis

The goal is to compare
• how well individual components compare to other
• what is their ranking

Sci EE Eng Bus Art Che Oth
1

10

20

30

40

50

nu
m

be
r

of
st

ud
en

ts

!58



Ranking and part-to-whole 
analysis 

• a common way of displaying such data is a pie chart 

• bar graphs are much more effective: easier to compare 

positions than angles 

Ranking and part-to-whole analysis

The goal is to compare
• how well individual components compare to other
• what is their ranking
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Ranking and part-to-whole analysis

• a common way of displaying such data is a pie chart
• bar graphs are much more e�ective:

easier to compare positions than angles
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Ranking and part-to-whole 
analysis 

• Two techniques that can greatly improve readability

• sort individual values

• either normalise the y-axis, or indicate the percentages 

with labels 

Ranking and part-to-whole analysis

Two techniques that can greatly improve readability
• sort individual values
• either normalize the y -axis,
• or indicate the percentages with labels
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Ranking and part-to-whole 
analysis 

• Pareto chart (bar chart + line of cumulative numbers) can be very 
useful in analysing compositions

• 80% of students come from two schools 

Ranking and part-to-whole analysis
Pareto chart can be very useful in analyzing compositions
• 80% of students come from two schools
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Ranking and part-to-whole 
analysis 

• Ranking over time can be expressed with line graphs 

https://www.fia.com/events/fia-formula-one-world-championship/season-2015/lap-chart-0 !62



Time-series displays

• 7 types of graphics are useful for examining time-series: 

• Line graphs

• Bar graphs

• Dot plots 

• Radar graphs

• Heat-maps

• Box plots (and similar) for analyzing distribution over time

• (Animated) scatter plots 

!63



Time-series displays
• Line graph is typically the best choice 

• use it to show patterns over time: 

• increasing / decreasing trend 

• variation / volatility over time 


• exceptions / outlier behaviour 

https://earthobservatory.nasa.gov/Features/ArcticIce/arctic_ice3.php !64



Time-series displays
• Bar graph works better if

• you want to compare individual values 


• You should use dot plot if you cannot use line chart, e.g.when

• measurements at irregular time intervals 

• you cannot guarantee that the intermediate values are 

close to linear interpolation 

Time-series displays
Bar graph works better
• if you want to compare individual values
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You should use dot plot if you cannot use line chart
• measurements at irregular time intervals
• you cannot guarantee that the intermediate values are not close

to linear interpolation
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Time-series displays
• Radar plots 

• can be used to show cycles over time 

• a line chart with superimposed lines is probably better 

Time-series displays

Radar plots
• can be used to show cycles over time
• a line chart with superimposed lines is probably better
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Time-series displays
• A heatmap shows many time-series, if superimposition creates too 

cluttered picture 

• y-axis is individual time series, x-axis is time, colour shows the value

• similar arrangement (but different encoding) than with small multiples 

http://austinwehrwein.com/data-visualization/heatmaps-with-divvy-data/ !67



• Pixel-oriented 
techniques 

• Each attribute value is 
represented by one 
pixel (the value ranges 
are mapped to a fixed 
colour-map)


• The attribute values 
for each attribute are 
represented in 
separate sub-
windows

Pixel-oriented techniques (continued) [Pixel-oriented techniques] (55)

1 2 3

4 5 6

Arrangement in spiral form

according to overall distance

from the central point

Attribute values

[K 44].

Pixel-oriented techniques (continued) [Pixel-oriented techniques] (55)

1 2 3

4 5 6

Arrangement in spiral form

according to overall distance

from the central point

Attribute values

[K 44].
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• Pixel-oriented 
techniques 

• Circle segments 
(time goes out from 
center, creating a 
pseudoperspective)

Circle segments (continued) [Pixel-oriented techniques] (57)

Time series of 50 stocks of the Frankfurt Stock Index [K 50].

!69

Time-series displays



Time-series displays
• Box plots are useful

• if you have significant number of time-series

• you are only interested in how the distribution changes 

over time 

Time-series displays
Box plots are useful
• if you have significant number of time-series
• you are only interested in how the distribution changes over time
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Time-series displays
• You can also plot the statistics as lines or areas

• if you have significant number of time-series

• you are only interested in how the distribution changes 

over time 

Time-series displays
You can also plot the statistics as lines or areas
• if you have significant number of time-series
• you are only interested in how the distribution changes over time
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Time-series displays
• Animation and scatter plots can be used

• if you wish to show how two quantities change over time

• more complex plots are possible (for example bubble maps) 

 see  https://ted.com/talks/hans_rosling_shows_the_best_stats_you_ve_ever_seen 

Time-series displays
Animation and scatter plots can be used
• if you wish to show how two quantities change over time
• more complex plots are possible (for example bubble maps)

[TED talk by Hans Rosling]

!72
try  https://www.gapminder.org/tools/ 



Time-series displays
These animations can be simulated on paper by showing trails
• similar to space-time narratives but with abstract quantities

1 2 3 4 5 6 7 NEXT  

Inflation and unemployment
The Federal Reserve is said to have a
“dual mandate”: keeping inflation in
check and the unemployment rate
low. These measures, which tend to
change cyclically and in concert with
each other, are charted for every year
since the Great Depression.  
 
In speeches and in meetings, Ms.
Yellen, the nominee for the next Fed
leader, has commented on the Fed's
actions during significant periods,
providing a window into her views
and priorities.

*The natural rate of unemployment is defined as the lowest sustainable level of unemployment over the long term. If the rate is pushed any lower than the natural level, wages and prices would
rise.

By TOM GIRATIKANON and ALICIA PARLAPIANO
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[New York Times]

Time-series displays
• These animations can be simulated on paper by showing 

trails

• similar to space-time narratives but with abstract 

quantities 

http://www.nytimes.com/interactive/2013/10/09/us/yellen-fed-chart.html    

Inflation and unemployment 
The Federal Reserve is said to have a 
“dual mandate”: keeping inflation in 
check and the unemployment rate low. 
These measures, which tend to change 
cyclically and in concert with each other, 
are charted for every year since the Great 
Depression.  

In speeches and in meetings, Ms. Yellen, 
the nominee for the next Fed leader, has 
commented on the Fed's actions during 
significant periods, providing a window 
into her views and priorities.
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High-dimensional data
• Options for visualising high-dimensional multivariate data 

• small multiples with simple plots 

• heat-maps 

• parallel coordinates

• glyphs 

• dimension reduction techniques 

 

• All these techniques have problems 

• ask yourself what is the story that you are trying to tell  

 and

• visualise accordingly or

• apply data mining tools to extract new knowledge from 

the data 

!74



High-dimensional data
• Small multiples 

• array of a matrix of small plots

• may result in an overwhelming plot 

pairs(iris[,1:4],col=brewer.pal(3,"Dark2")[iris[,5]],pch=20)
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High-dimensional data
• Heat-map 

• dimensions are on x-axis

• data points are on y-axis

• colour represent the value

• may be difficult to extract any information

• ordering dimensions and data points is crucial 

High-dimensional data
Heatmap
• dimensions are on x -axis
• data points are on y -axis
• color represent the value
• may be di�cult to extract any information
• ordering dimensions and data points is crucial
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Questionaire by HS vaalikone!76



High-dimensional data
• Parallel coordinates 


• line graphs: x-axis are individual dimensions

• each data point is a line

• somewhat counter-intuitive and may result in cluttered picture 

• order of dimensions matter but may reveal information that is not visible in other designs 

• highlights clusters

• may work better as an interactive tool 

High-dimensional data
Parallel coordinates
• line graphs: x -axis are individual dimensions
• each data point is a line
• somewhat counter-intuitive and may result in cluttered picture
• order of dimensions matter
• but may reveal information that is not visible in other designs
• works better as an interactive tool
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https://bl.ocks.org/jasondavies/1341281 !77



High-dimensional data
• Radar chart is equivalent to parallel coordinates plot, with the axes arranged radially

• May be useful


• when used to compare overall similarity

• with consistent ordinal dimensions, e.g. performance scores


• small values near the center mean better in each dimension

• Generally not recommended because


• may impose artificial cyclic structure; areas may be misleading 
                                                                  (do not fill the polygon with color!)



High-dimensional data

• Glyphs 

• shortened for hieroglyphs 

• small ’subplots’ that can be  

placed in a scatter plot 

• at simplest glyphs are  

coloured dots 

• more complicated glyphs  

are possible to indicate more 
dimensions (for example 
Chernoff faces) 


• can only carry limited 
information before the plot 
gets too cluttered 

http://mapdesign.icaci.org/2014/12/mapcarte-353365-life-in-los-angeles-by-eugene-turner-1977/ !79

[ more on glyphs in Part II ] 



High-dimensional data
• Reducing dimension 

• different techniques that try to plot high-dimensional data as a 

scatter plot

• points that are ’close’/’far’ in the data are also close/far in the plot 

• powerful to reveal new knowledge hidden within the data 

• but almost always introduce distortion 

  

High-dimensional data
Reducing dimension
• di�erent techniques that try to plot high-dimensional data as a

scatter plot
• points that are ’close’/’far’ in the data are also close/far in the

plot
• powerful to reveal new knowledge hidden within the data
• but almost always introduce distortion
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[ more during Part III ]



Recap

• four basic graphic elements:

• points, lines, bars, and boxes 


• use lines to show trends, variability 

• use bars to compare individual numbers 

• use reference lines/regions for comparison 

• use multiple plots if story/data requires it: 

• small multiples, overview/detail, multiform 


• rescale/re-express if the relative comparison is important

• muted colors for surfaces, bright colors for objects

• use opponent colors [more during Part II] 

!81



Next lecture

• Part II: Human perception (following Ware's book)

!82


