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PART III 
Dimensionality Reduction



Literature on dimensionality 
reduction for visualisation

• MDS: Borg, Kroenen, Modern multidimensional scaling: 
theory and applications. Springer, 1997.


• PCA: any book on matrix algebra.

• Jarkko Venna 2007, Academic Dissertation, http://lib.tkk.fi/

Diss/2007/isbn9789512287529/  

• Lee & Verleysen, 2007. Nonlinear dimensionality reduction. 

Springer.

• For a reasonably recent brief review see Verleysen & Lee, 

2013. https://doi.org/10.1007/978-3-642-42054-2_77 

• (Not to be confused with dimensionality reduction for 

machine learning where target dimensionality is often higher!)

• See http://www.iki.fi/kaip/p/dimensionality_reduction_1.nb.html 
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Dimensionality reduction
• Assume you have n m-dimensional data points

• Further assume that we can define a meaningful distance pij 

between data points i and j

• Assume dimensionality m is so large that a data point cannot 

be visualised by "traditional" methods


• Problem statement: Given a dimensionality k (typically k=2 or 
k=3), find an embedding X of data points into k-dimensional 
space (=locations of data points) such that the Euclidean 
distance between data points i and j dij(X) in the embedding 
matches (a function of) the original distance pij as well as 
possible.


• See http://www.iki.fi/kaip/p/dimensionality_reduction_1.nb.html 
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Dimensionality reduction
• Problem statement: Find an embedding X of (n-D) data 

points into k-dimensional (k=2..3) space such that the 
distances between data points in the embedding match 
those between corresponding original points as well as 
possible.


• What does "as well as possible" mean?

• Long distances?

• Short distances?

• Neighbourhood relations?


• All embeddings have to make compromises. We will first 
study embeddings that preserve long distances.


• See http://www.iki.fi/kaip/p/dimensionality_reduction_1.nb.html 
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Dimensionality reduction

!6

• Goal: project the data into a low-dimensional (1-3D) 
space, while maintaining the correct (visual 
perception of) relations between the nodes

• Obviously, in a general case, some information will 
be inevitably lost in the projection (e.g., there is a 
trade-off between precision and recall)

• There are several methods, with varying 
optimisation goals and complexities

• Some optimisation goals:

- If the nodes are nearby in the original 
representation, they should also be nearby in the 
projection (recall, sometimes called continuity, 
or preservation of the original neighborhoods).

- If the nodes are nearby in the projection, they 
should also be nearby in the original 
representation (precision, sometimes called 
trustworthiness).

- The (global) distances between nodes should be 
preserved as well as possible.

- Angles between nearby nodes should be 
preserved as well as possible (conformality).
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Dimensionality reduction
• Problem statement: Given a dimensionality k (typically k=2 or k=3), find 

an embedding X of data points into k-dimensional space such that the 
Euclidean distance between data points i and j dij(X) in the embedding 
matches (a function of) the original distance pij as well as possible.


• Today, we will review methods that try to preserve long distances as 
well as possible:

• Metric multidimensional scaling (MDS)

• Nonmetric MDS

• Sammon mapping

• Principal component analysis (PCA)

• Independent component analysis (ICA)


• [ The alternative is to preserve short distances (neighborhoods), leading 
to manifold embeddings ]
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Example: colours
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Example: colours
• How is the similarity of colors perceived?

• Pairs of 14 colors were rated by 31 people. Ratings were averaged 

(Ekman 1954, https://doi.org/10.1080/00223980.1954.9712953).
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Example: color similarities [Non-linear methods] (29)

• Psychological test: how is the similarity of colors perceived?

• Pairs of 14 colors were rated by 31 people. Ratings were averaged:

Similarities of colors with different wavelengths (lower half, Ekman 1954) and residuals of 1D MDS representation (upper half) [B 4.1].

Example: color similarities (continued) [Non-linear methods] (31)

CIE chromaticity diagram:

Example: color similarities (continued) [Non-linear methods] (31)

CIE chromaticity diagram:

Example: color similarities (continued) [Non-linear methods] (31)

CIE chromaticity diagram:

Example: color similarities (continued) [Non-linear methods] (31)

CIE chromaticity diagram:

Example: color similarities (continued) [Non-linear methods] (31)

CIE chromaticity diagram:

Example: color similarities (continued) [Non-linear methods] (31)

CIE chromaticity diagram:



Multidimensional scaling 
(MDS)

• Formally, an MDS algorithm is given as input the original 
distances pij (called proximities) between data points i and j


• MDS algorithm then tries to find a k-dimensional (usually 
k=2 or k=3) representation X for the points


• MDS tries to find representation X that minimises the error 
function (called stress, by convention)


• where dij(X) is the Euclidean distance between the data 
points i and j in representation X and f is a function that 
defines the MDS model (next slide).

�r =
�

i<j

(f(pij)� dij(X))2
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Multidimensional scaling (MDS)

• The choice of f defines the MDS model. For example:

• f(pij)=pij                - absolute MDS (linear model)

• f(pij)=b pij             - ratio MDS (linear model)

• f(pij)=a+b pij         - interval MDS (linear model)

• f(pij)=a+b log pij   - useful in psychology (logarithmic)

• f(pij) can be any monotonically increasing function 

   (ordinal or nonmetric MDS) 
  - this would be the most important special case of MDS


• The parameters of f (such as a and b above) are optimised at 
the same time as the representation X (i.e., the locations of 
the projected points)  
      - details of the optimisation algorithms is outside the scope of this course

�r =
�

i<j

(f(pij)� dij(X))2
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Example: 
colour
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Evaluating the mapping 
example: colour
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Scree plot gives the stress as a function of k.

Here k=1 is too small but k=2 already gives


quite a good result.
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Classical MDS and  
Sammon mapping

• Sammon mapping: given a distance pij find a representation X that 
minimises


• As compared to MDS Sammon mapping should be more 
accurate for shorter distances but less accurate for longer (why?)


• Like in nonmetric MDS, solution is found by gradient descent, 
which may end up in a local minimum


• Classical MDS is an instance of metric MDS 

• a.k.a. principal Coordinates Analysis (PCoA), Torgerson Scaling, 

or Torgerson–Gower scaling.

E =
X

i<j

(dij(X)� pij)
2

pij

!14

classical MDS: 
the same 

without this
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Municipal elections in 
Espoo in 2017

• Survey of candidates done by Helsingin Sanomat

• Here included only 10 parties with largest number of candidates nationally. 

• Each candidate rated each of the m=49 statements on a scale from 1 to 5,  

where 1=disagree and 5=agree:

1. Euthanasia should be allowed. 
2. I prefer public instead of the private sector to produce my local health services. 
3. Same gender couples should have the same marital and adoptation rights than 

the different genre couples. 
4. Good brother networks influence municipal decision-making. 
5. ... 

• n=515 candidates in total, i.e., we have a data 515x49 matrix.


• Distance pij between candidates i and j is the Euclidean distance of their respective 
49-dimensional rating vectors. What is a 2-dimensional representation that 
preserves these distances faithfully?
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Municipal elections 
in Espoo in 2017
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Performance of MDS
• MDS is tries to preserve the large distances at the expense of small ones, hence, it can 

“collapse” some small distances on the expense of preserving large distances

• A projection is trustworthy (precision) if k closest neighbours of a sample on the 
projection are also close by in the original space.  A projection preserves the original 
neighbourhoods (recall) if all k closest neighbours of a sample in the original space are also 
close by in the projection.

!19

BMC Bioinformatics 2003, 4 http://www.biomedcentral.com/1471-2105/4/48
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mapping and non-metric MDS were selected to represent
MDS methods since they have beneficial properties; Sam-
mon's mapping emphasizes the preservation of short dis-
tances which are the focus of our trustworthiness measure
as well. Non-metric MDS tries to preserve rank orders of
distances, which is the error measure we use. For hierar-
chical clustering, there are lots of variants; we compared
all variants available in the Cluster program by Eisen [16]:
centroid linkage, complete linkage, and single linkage.
Complete linkage gave clearly better results than the other
variants and is the only one included in the results below.

All methods used the same inner product (correlation)
metric, which is the most commonly used metric for gene
expression data sets. Additional justification for the choice
is that correlation metric works well for classification of
the specific yeast dataset (preliminary studies). It is imper-
ative to use the same metric for all methods to keep the
results comparable. In principle, the whole study could be
repeated for different metrics. However, it is unlikely that
the conclusions would change; in an earlier experiment
[17] on Euclidean metrics for non-biological data sets, the
conclusions were the same.

Tru stworthiness
The results are shown in Figure 2. We focus on trustwor-
thiness of relatively small neighborhoods, of the order of

some tens of genes, which are perceived to be most sali-
ently proximate in displays such as Figure 8. In this range,
hierarchical clustering is the best for the smallest neigh-
borhoods (k < 10), and SOM after that. The excellent per-
formance of hierarchical clustering at very small
neighborhood sizes was to be expected as it explicitly con-
nects the closest points first.

Preservation of the original neighborhoods
As discussed in the Background Section, all methods make
a compromise between trustworthiness and preservation
of the original proximities. The latter kinds of errors result
from discontinuities in the projection; we measured them
by how well neighborhoods of data points in the original
data space were preserved. Non-parametric measures were
again used to avoid biases. The neighborhood of size k of
an expression profile is defined as those k profiles that
have the smallest distance (here, strongest correlation)
from the profile. If a profile becomes projected away from
the neighborhood, the error is quantified by rank dis-
tances on the display. The measure M2 (Eq. 4; for details,
see the Methods Section) summarizes the errors for all
expression profiles. For these data sets, the SOM and mul-
tidimensional scaling (Sammon and non-metric MDS)
are the best for preserving small (k < 50) original
neighborhoods (Fig. 3). Hierarchical clustering is by far
the worst.

Trustworthiness of the visualized similarities (neighborhoods of k nearest samples)Figure 2
Trustworthiness of the visualized similarities (neighborhoods of k nearest samples). Sammon: Sammon's mapping, NMDS: non-
metric multidimensional scaling, SOM: self-organizing map, HC: hierarchical clustering, with the ultrametric distance measure 
and with the linear distance measure. RP: Random linear projection is the approximate worst possible practical result (the 
small standard deviation over different projections, approximately 0.01, is not shown). The theoretical worst case, estimated 
with random neighborhoods, is approximately M1 = 0.5 . a) Yeast data. b) Mouse data.
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Precision and recall as a function of the neighbourhood size k for a yeast data set. Non-
metric (ordinal) MDS (NMDS) is shown in blue. Larger precision and recall is better.

BMC Bioinformatics 2003, 4 http://www.biomedcentral.com/1471-2105/4/48
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Improving the tru stworthiness
Trustworthiness can be improved by discarding the least
trustworthy data samples and analyzing them separately.
Figure 4 shows the increase of trustworthiness as the
number of discarded samples is increased. It is striking
that although the performance of most of the other meth-
ods increases rapidly, they do not reach even the starting
point of the SOM before nearly one third of the data set
has been discarded. The ultrametric measure (see the
Methods Section) of similarity for hierarchical clustering
has the smallest improvement rate.

Visu alization of fu nctional similarity by learning metrics
A main problem in comparing gene expression profiles is
to choose which properties to compare, that is, how to
define the similarity measure or, equivalently, the metric.
When comparing knock-out mutation profiles of genes,
the relevant mutations need to be selected and scaled suit-
ably for each gene.

There is not enough prior knowledge to do this manually,
and our goal is to learn automatically the proper metric
from interrelationships between the expression data set
and another data set that is known to be relevant to gene
function: the functional classification of the genes. In an
additional study, the primary data are the gene expression
profiles of human genes measured in different tissues, and

the auxiliary data used to guide the learning are the activ-
ities of the homologous mouse genes in a set of tissues
[13].

Details on how to learn the metrics are described in the
Methods Section [14,15]. In summary, the metric is such
that functional classes change uniformly in the new met-
ric. If some of the knock-out mutations have only a weak
correlation with the functional classes, they contribute
only weakly in the measured similarity among expression
profiles. The similarity measure focuses on those differ-
ences that are relevant for the functional classes.

The metric is defined as a local scaling of the expression
space, which makes it very general; the contributions of
the knock-out profiles to the similarities may be different
for different genes.

We applied the new metric to one of the visualization
methods, the SOM, and compared the results with the
same method in the standard correlation metric. For tech-
nical details of combining of the SOM and the learning
metrics, see the Methods Section.

We began by measuring quantitatively whether SOMs in
learning metrics represented the functional classes better
than those in the standard inner product metric. In short,

Capability of the visualizations to preserve the similarities (the neighborhoods of size k) of the original data spaceFigure 3
Capability of the visualizations to preserve the similarities (the neighborhoods of size k) of the original data space. Sammon: 
Sammon's mapping, NMDS: non-metric multidimensional scaling, SOM: self-organizing map, HC: hierarchical clustering, with 
the ultrametric distance measure and with the linear distance measure. RP: Random linear projection is the approximate worst 
possible practical result (the small standard deviation over different projections, about 0.01, is not shown). The theoretical 
worst case, estimated with random neighborhoods, is approximately M2  = 0.5 . a) Yeast data. b) Mouse data.
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Performance of MDS
• Relatively good recall, not very good precision

• MDS algorithms typically have running times of the order 

O(N2), where N is the number of data items.

• This is not very good: N=1,000 data items are ok, but 

N=1,000,000 is getting slow.

• Some solutions: use landmark points (i.e., use MDS only on a 

subset of data points and place the remaining points 
according to those, use MDS on cluster centroids etc.), use 
some other algorithm or modification of MDS.


• MDS is not guaranteed to find the global optimum of the 
stress (cost) function, nor it is guaranteed to converge to the 
same solution at each run (many of the MDS algorithms are 
quite good and reliable, though)
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Projection pursuit methods
• MDS (and variants) are based on distance matrix between points.

• If data is composed of vectors (such as Espoo municipal 

elections 2017 data) we can use projection pursuit methods.


• Projection pursuit methods try to find a linear subspace u that 
maximises some quantity


• E.g., for the election data let X be the 515x49 data matrix and f a 
function. Problem: find 49-dimensional unit vector u such that f(A 
u) is maximised.

• if f is variance we have principal component analysis (PCA)

• if f is a measure of non-gaussianity we have independent 

component analysis (ICA)

• Typically, we can find several directions u (possibly with 

orthogonality conditions).
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Principal component 
analysis (PCA)

• Basic idea: rotate the space such that the data becomes 
maximally aligned with the coordinate axes

Principal components analysis

Does the data mostly lie in a subspace?

If so, what is its dimensionality?
� 

D = 2

d =1

� 

D = 3

d = 2



Principal component analysis (PCA)
• The principal component analysis (PCA) finds the 

eigenvalues and -vectors of a matrix

• PCA is an example of the projection pursuit methods. It tries 
to find a linear subspace that has maximal variance.

• Thus, the interesting quality in PCA is variance (distance). 
• you could think PCA as a linearised version of MDS 

(actually PCA is equivalent to one modification of MDS).

• PCA (unlike MDS) assumes that the data points are vectors in 
a high-dimensional Euclidean space, 

• The data points are projected to d-dimensional Euclidean 
subspace (d≪D) of the original space.

• The projection to d-dimensional subspace is linear,
yi = Axi ,  where eα are orthogonal unit vectors.

• Goal: nearby points remain nearby, distant points remain 
distant.

A =
d�

�=1

e�eT
�

!23



Principal component analysis (PCA)
• Goal, more formally: find such a projection (matrix A) to d-

dimensional subspace that the average error in the squared 
Euclidean distances between data points is minimised.

where || || is the Euclidean distance and yi = A xi.

• Denote the mean vector by,

• The covariance matrix reads then, 

• The covariance matrix can be decomposed (spectral 
decomposition) as 

where λα are the eigenvalues (λ1≥λ2≥...≥0) and eα are the 
corresponding orthogonal unit eigenvectors. 

• The maximum variance projection is then given by

C =
D�

�=1

�ae�eT
�

A =
d�

�=1

e�eT
�

N�

i,j=1

��� xi � xj �2 � � yi � yj �2
��

C =
1
N

N�

i=1

(xi � x)(xi � x)T .

x =
1
N

N�

i=1

xi

!24



Gaussian data

!25

PC1 finds the direction of largest variance.
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Diamond shaped data

!26

PC1 misses the square structure.
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Two clusters

!27

PC1 misses the cluster structure.
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Principal component analysis (PCA)

• PCA can be computed easily with (almost) any software 
that is capable of doing linear algebra.

• PCA is stable, there are no additional parameters, and it is 
guaranteed always to converge to the same optimum.

• Hence, PCA is usually the first dimension reduction 
method to try  
(if it doesn’t work, then try something more fancy)

• If you find PCA difficult, this may help  :-) 
https://stats.stackexchange.com/questions/2691/making-sense-
of-principal-component-analysis-eigenvectors-eigenvalues 
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Independent component 
analysis (ICA)

• Goal: function f is a measure of non-Gaussianity. Non-
Gaussian directions are usually most independent.


• Hence, ICA finds separate processes.


• Like PCA, ICA (usually) makes a linear transformation, but 
the component directions are not necessarily orthogonal.


• ICA is unstable and may end up to a local minimum.

• There are robust libraries to compute ICA: use the 

libraries!

!29



Gaussian data

!30

ICA ignores total variance (but finds the maximal variance direction here by co-incidence).
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Diamond shaped data

!31

IC1 finds the box in the diamond.
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Two clusters

!32

IC1 finds the two clusters.
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Municipal elections in 
Espoo in 2017
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Glass 
data

• 9D glass identification 
database 


• PCA always projects 
close-by points close 
to each other, resulting 
to reasonable recall


• However, PCA (and 
MDS) may also 
“collapse” far away 
data points into the 
same location (unless 
the data lies within 
low-dimensional linear 
subspace of the 
original space), this 
may lead to not so 
good precision
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Next lecture: visualising manifolds

• The first principal component is given by the red line.  
The green line on the right gives the “correct” non-linear dimension 
(which PCA or ICA is of course unable to find).

Properties of PCA

• Strengths
–Eigenvector method

–No tuning parameters

–Non-iterative

–No local optima

• Weaknesses

–Limited to second order statistics

–Limited to linear projections
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