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Outline
Main References:
_ GSM * 3GPP Technical Specifications 23.401
* 3GPP Technical Specifications 23.402
- GPRS « TS 33.401 - LTE Security
— UMTS »  TS533.102 - 3G Security
— Background & requirements
— Motivation
— Basic principles
— Network elements and high level functions
— Attach procedure
— EPC Protocols
— Interoperability Mobility and handover management
— Policy Control and Charging (PCC)
— QoS Provisioning
— Security (Authentication) & its evolution
© Tarik TALEB 2020
2



G (@ & o
I3 | ets WME saw
1) Assign EPS Bearer ID__—

2) P-GW selection by
HSS or MME

3) Create Sassion Request

EPS Session Management
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IMSI, EPS Bearer 1D, P-GW IP, APN, Subseribed Profile (CUC1, ARP, APN-AMBR (UL/DL)), ECGI, TAI
4) Create Session Request
—

1M, EPS Bearer ID, S5 5-GW TEID, APN, Subscrised
Prafile (QCI, ARP, APN-AMBR (UL/DL, ECGI, TAI

5)

12) Policy Enforcement
(Install Palicy Rule}

Q
Create S3TEID (DL)  Receive S5 TEID (DL)

w-_G) UE IP address allocation

| 7) of IP-CAN Session I (CCR)
1M, UE IP, PDN I {APN), Subscribed
QoS Prafile (QCI, ARP, APN-AMBR.
(UL/DL)), ECGI, TAl

8) Profile Request .
9) Profile Response
ekt

10) Policy Decision . IMSI, Access Profile
. St ——

11) Acknowledge of IP-CAN Session Establishment (CCA)
IMSI, PCC Rule [SDF Filter, OCI, ARP, APN-AMBR

= {UL/DL), Charging=Offline, Change Reporting
Action {Start Reporting ECGI, TAI)

13) Create Session Response

UE IP, EPS Bearer ID, 55 P-GW TEID, Authorized Qa5 Profile
(011, AR, APN-AMBR [UL/DL)), TFT (UL, Change Reparting
Action {Start Reporting ECGI, TAl}

Q L
Receive S5 TEID (DL} Create S5 TEID (UL)
1) (5 Bearer Estanlished)

16) 55 P-GW TEID willbe  15) Create Session Response
used for TAU in case of
5-GW relocation

18) MME shall set the

UE-AMBR to the sum of 17) P

the APN-AMBR of all

active APNs Py Create S1TEID (UL)
up tothe value of the |
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-
UE IP, EPS Bearer ID, 51 5-GW TEID, 55 P-GW TEID, Authorized
-~ QoS Profile (QCI, ARP, APN-AMBR (UL/DL)),
TFT {UL), Change Reporting Action [Start Reporting ECGI, TAI)

IP-CAN IP Connectivity Access Network
ARP Allocation and Retention Priority

PDN Gateway Functions

MME

Control Plane

S11

S10 Serving

Operator's IP
Services

S5 PDN SGi

Gateway

Gateway ! (e.g. IMS, PSS etc.)

Data Plane !

GTP-based
S5

* UE IP address allocation

* UE data anchoring

* Per user packet filtering

» Lawful interception

* Transport level packet marking

* Service level charging

* Service level gating control

* Rate enforcement based on
» Aggregate Maximum Bit Rate for an APN
* Accumulated Maximum Bit Rates of the
aggregate of service data flows with the same
guaranteed bit rate

* DHCPv4 & DHCPv6 functions

© Tarik TALEB 2020
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* Up/Downlink bearer binding
* Uplink bearer binding verification
« IP neighborhood detection

09/14/2020
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Outline
* 5G Enabling Technologies
— Software Defined Networking (SDN)
— Network Function Virtualization (NFV)
* 5G Requirements
* Network Softwarization and Slicing
* 5G Architecture(s)
Main References:
e 3GPP Technical Specifications 23.501
e ETSIISG NFV https://www.etsi.org/technologies/nfv
© Tarik TALEB 2020 *  ONF https://www.opennetworking.org/
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Software Defined
Networking

Conventional Network Technologies Are Not Agile!

Technology was not designed to
support current hot use cases

Protocols are box-centric,
not fabric-centric

Closed Systems
(Vendor Hardware)

Current technology can’t cope with
Business needs

/

massive scalability
multi-tenant networks. virtualization, cloud
mobility (users, devices, VMs)

difficult to configure correctly (consistency)
difficult to add new features (upgrades)
difficult to debug (look at all boxes)

Stuck with given interfaces (CLI, SNMP, etc.)
Hard to meaningfully collaborate
Vendors hesitant to open up

Network technology is not a driver for

innovation any more

/.
.

Need an open solution to implement new

services with short time to market

NEED

Advantages of virtual services
also for the network

© Tarik TALEB 2020
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Flexibility, Manageablility
Cost efficiency
Service deployment lead time

09/14/2020
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SDN - Software Defined Networking

| Goal: Simplify networking and enable new applications

Before SDN

| How?
@ Decouple control plane from data plane Eihernet Swieh
. “ » I » Control PI
® Provide “Network API” or “Network OS” to | -
application programmers ARSI S
® Make the Network programmable —
* Increase network reliability and
security With SDN
= Automated management Server

= Uniform policy enforcement Control Plane

. 1oy en @ 8 -
Fewer conflguratlon errors Ethernet Switch we

Data Plane

© Tarik TALEB 2020 A?

9

SDN - High Level Overview

APPLICATION LAYER |

Business Applications

CONTROL LAYER SDN

Control ] ..
Software Network Services

Control Data Plane interface
(e.g., OpenFlow)

INFRASTRUCTURE LAYER

Network Device Network Device Network Device

Network Device Network Device

ONF Software Defined Network Architecture
hnps:l/vwwv.opennetworking.orglimages/stories/downIoads/while-papers/wp-sdn-newnx:;df
.

© Tarik TALEB 2020
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Example Scenarios for SDN

Control
server | .

switch

innovative students develop their own
services and algorithms

© Tarik TALEB 2020
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SDN-related SDO

‘ OPEN NETWORKING
FOUNDATION The SDO for OpenFlow standardization
a k F Perceived as leader for SDN standardization.
W\//\= E’s’ / \ Leading Telco operators established ISG
“Network Function Virtualization (NFV)”
\ § / Pre-standardization work for Carrier Networks.
1 E T F o - Willprobably use SDN to orchestrate NFV.

T

Competitor to ONF SDN
Focus on extending existing protocols for SDN without OpenFlow
Real work starts now! (I2RS)

a gl%%band

\ Question 21, a group for Future Networks
Itis an established SDN group

Some SDN-related work appearing.

< OlF -
INTERNETWORKING " : .
FORUM Some SDN-related discussions appearing

© Tarik TALEB 2020 A?
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Commercial Switch Vendors

Model

Virtualize

Notes

HP Procurve 5400zl or | 10OF

-LACP, VLAN and STP processing

-MAC header rewriting in h/w

6600 instance before OpenFlow
per VLAN -Wildcard rules or non-IP pkts
processed in s/w
-Header rewriting in s/w
-CPU protects mgmt during loop
NEC IP8800 10F -OpenFlow takes precedence
instance -Most actions processed in @
per VLAN hardware

firmware

© Tarik TALEB.-2020

Pronto 3240 or 3290 10F
with Pica8 or Indigo instance

per switch

-No legacy protocols (like VLAN
and STP)

-Most actions processed in
hardware

-MAC header rewriting in h/w

13

Controller Vendors

eCode based on NOX0.4
eEnterprise network

¢C++, Python and Javascript
eCurrently used by campuses

Rice Univ)

Vendor Notes Vendor Notes

Nicira’s eOpen-source GPL Stanford’s eOpen-source

NOX oC++ and Python Beacon eResearcher friendly

eResearcher friendly eJava-based

Nicira’s Closed-source BigSwitch *Closed source

ONIX eDatacenter networks controller *Based on Beacon
eEnterprise network

SNAC *Open-source GPL Maestro (from eOpen-source

eBased on Java

NEC’s Helios

*Open-source
eWritten in C

OpenDayLight] |

ONOS

© Tarik TALEB 2020
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6rowing Community

Vendors and start-ups Providers and business-unit

T Google
''''' \ve{mn [ N%MT.; ﬂ:

w NETGEAR _ono=r=r

0
BROADCOM.

Level(3) 45
arusta NN FUjiTSU .%’:ﬁ Microsoft ecomo
nicira p=rs
big switch U7 amazon com.
( More... More...
© Tarik TALEB 2020 A’
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SDN Deployments: NTT Communications “BizHosting
Enterprise Cloud”

| Uses ProgrammableFlow for Cloud Network Configuration
| Allows integrated management of globally distributed data centers
| Provisioning of inter-DC connections within minut

.
s
.......
st
e o
o
,,,

DC NW*

% Network ™

© Tarik TALEB 2020 A’

16



Nippon Express: Cost Saving Benefit

Unit Space Power Consumption
(core switch rack space)
u KW 14
35 32 15
30
25
10
20 80%
" 10
10 5 25
; g
0 i
Existing Network  ProgrammableFlow Existing Network  ProgrammableFlow
Outsourcing Fee Failure Recovery Time
(for network configuration change)
$K Seconds
100 90K 60 50
50
75
40
50 100% 30 98%
20
25
0 10 1
0 M e,
Existing Network  ProgrammableFlow Existing Network  ProgrammableFlow
© Tarik TALEB 2020 _‘_A?_‘_
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What can SDN do:
18
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Virtualizing the Physical Network Fabric

On-demand create/edit/delete virtual networks
CLI / GUI / API based control
Virtual networks independent of physical infrastructure

Virtual 1 Virtual 2 Virtual 3
Network Network Network
SDN/OpenFlow *

Controller

SDN/OpenFlow-
Capable Switch /
SDN/OpenFlow-Capable Switch
© Tarik TALEB 2020 __A?_u
19
Network Isolation
L2 Network L3 Network

No VTN >
no connectivity!

“Default-off Network”

Full Separation

Virtual Network 1

Network Virtualization Plane
One aggregated network view and control

Network Fabric

© Tarik TALEB 2020 A?
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Policy-Based Appliance Inclusion

| Traffic can be explicitly routed to any appliance

| Selective forwarding possible (e.g., Web only)

| Any kind of appliance possible: FW, LB, IDS, DPI, ...
| Multiple appliances can be composed

© Tarik TALEB 2020 A?
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Virtual Machine Mobility

Tenant A VTN
user
« ':sz"‘,fl_

Co it~

Tenant A (T
w o Il

Traditional
Switch

TenantA &
VM I

© Tarik TALEB 2020 A?
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Improved Resource Usage

| Traffic load-balancing via multiple paths
| Supports any interconnect topology

| Compatible with loops in topology

| No distributed protocols necessary

Physical Network

© Tarik TALEB 2020 A?
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Path Fail-Over

| Multiple paths are used to protect each other
| No network downtime as with STP
| Fail-over happens immediately due to centralized control

Physical Network

© Tarik TALEB 2020 A?
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Energy Saving

%’ —> Flow1

OpenFlow — Flow 2
Controller

I.Dower OFF

Tarik TALEB 2020 A?
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Dynamic Resource Allocation

OpenFlow
""" - network

OpenFlow
network

Change
resource
allocation

© Tarik TALEB 2020 A?

26

09/14/2020

13



09/14/2020

A?

Aalto University

SDN Layered
Architecture

27

Layered SDN Architecture

Management plane Network@pplications?

Programmingdanguages?

g Language-based®irtualizationp

Control plane [ Northbounddnterfacef ]
EL 'B 2 [ Networkl])peratmgBystemlJ
A

[ NetworkMHypervisorf }

Dats plane [ Southboundinterfacef ]

%/ %/ [ Network@nfrastructurel ]

(a)z (b)2
SDN Controller SDN Devices:
© Tarik TALEB 2020 Simple forwarding elements A?
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SDN Architecture: Two Main Components

60
SDNI )WETABLER
nermppa 40 | Virtual Server Acces
32% CAGR ]
2
)
Networl = 20 - -
Operatii =
Systemé £ Physical ServerAccess Ports
= Tcpa| TcPa
\ g 0+ ' ! ! T psrcll pdsti
2010 2011 2012 2013 2014 2015

CREHAN RESEARCH Inc.

http://blogs.vmware.com/tribalknowledge/2013/04/openstack-and-network-virtualization.html

1IVV AOTuU VIl Jiiatt 1criial _y “UILILTLIL AuUuUl Cooable
Memory (TCAMs — limited # of rules in forwarding table)
» Software switches — Open vSwitch (i.e., in DC)

© Tarik TALEB 2020 A?
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Layered SDN Architecture: Southbound Interface

Management plane Network@pplications?

Programmingdanguagesl?

Netdhppld . Net@ppd - Language-based®irtualizationi

Control plane [ Northbound@nterfacel ]
D, = Y [ Network@peratingBystemf }
- [ Network@ypervisor }
Data plane = [ Southboundinterfacel ]
;Q/_é [ Networkfnfrastructure? J
(a)a (b)z!
* OpenFlow most widely accepted and deployed!
« Others: NetConf, ForCES, OVSDB, POF, OpFlex A?
© Tarik TALEB 2020 =
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31

What is OpenFlow? c OpenFlow

| Abrain child of Stanford's Future Internet research
programme

I Defined by Open Networking Foundation ﬁ‘%:
® Major actors (CISCO IBM, NEC, HP, Alcatel-Lucern,

VMWare,.
| Separating control and data plane -

® A centralized controller instance phenT oW > | Controller
communicates with the network Secure | ="
nodes using the standardized Channel i
OpenFlow protocol ~  =f========== -

® Allows to program network P%YV
behavior directly by the €

network operator OpenFlow Switch

| Switches/routers are modeled as forwarding elements
with forwarding tables, containing “flow entries”

® OpenFlow protocol affects the forwarding tables

© Tarik TALEB 2020 A?
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OpenFlow Forwarding Element

| Flow table: performs packet lookup
@ All packets compared to flow table for match
® Actions depend on match being found

@ |f no match, tra

At least one flow table

33

Flow Tables & Flow Entries

© Tarik TALEB 2020

34

Packet

packet
ingress port,
actions={}

OpenFlow Switch

© Tarik TALEB 2020

Flow
Table 0

Flow
Table 1

—

ingress port,

packet,
meta data,

actions

ffic is sent to the controller

09/14/2020

C—>

Flow

Tablen — > Packet

Execute
Actions

| Flow tables consist of a list of
flow entries

| Flow entry:

® Match field: defines matching
packet

® Priority: precedence of matching if

® |nstructions

multiple entries match
® Counters: counts matches

* Modify action set and meta data
» Forward to other tables (or stop)

® Timeouts: removes entry after a

certain (idle) time or hard timeout

Packet,
actions={}

Flow Table

Entry

Entry

Entry

17



Flow Table Entries

Match Fields Actions Counters
» Packet counter
 Byte counter
* Duration
» Forward to port
» Forward to controller
* Modify field
* Push/pop VLAN
A4
In Src | Dest | Eth |VLAN|VLAN| IP 1P Src | Dest| IP Src | Dest MPLS
port | MAC | MAC | Type | ID | prio |DSCP| ECN | IP IP |[proto| TCP | TCP
Layer 2 (MAC) Switching Layer 3 (IP) Routing
© Tarik TALEB 2020 A".{
35
Flow-Based Actions
,,,, D@ Unicast Multipath
* « Load-balancing
LAl veses®® * Redundancy
Examples @ < Y =
of Actions - 3 ".. < '
KA oo.l-"... """ > Multicast ., .W&mgies:
@ ‘ . ‘,... Y FW, LB, NAT,
. % K IDS, ...
...... v '...4.-'
Any type of network path possible,
YOU program it!
© Tarik TALEB 2020 A?
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Flow Table Entry Examples 1

09/14/2020

Switching
In Src | Dest | Eth |VLAN| Src | Dest| IP Src | Dest Acti
port | MAC | MAC | Type| ID | IP | IP |proto| TCP | TCP | Actions
* o 00:fL.. * * * * * * Forward to port 5
In | Src | Dest | Eth |VLAN| Src | Dest| IP | Src | Dest Acti
port | MAC | MAC | Type| ID | IP | IP |proto| TCP | TCP | Actions
3 00:2e1..00:1f... 0800 12 1234 2345 6 543 80 Forward to port7
In Src | Dest | Eth |VLAN| Src | Dest| IP Src | Dest Acti
port | MAC | MAC | Type| ID | IP | IP |proto| TCP | TCP | Actions
* * * 0800 * * * 6 * 22 Drop
© Tarik TALEB 2020 A?
37
Flow Table Entry Examples 2
In Src | Dest | Eth [VLAN| Src | Dest| IP Src | Dest .
port | MAC | MAC | Type| ID | 1P | IP |proto| TCP | TCP | Actions
* * * 0800 % 2345 7 * * Forward to port 44
In Src | Dest | Eth [VLAN| Src | Dest| IP Src | Dest ]
port | MAC | MAC | Type| ID | 1P | IP |proto| TCP | TCP | Actions
* * o 00:1f... % 12 * * * * * Forward to ports 2,3,6
In Src | Dest | Eth |[VLAN| Src | Dest| IP Src | Dest .
port | MAC [MAC | Type| ID | 1P | IP |proto| TCP | TCP | Actions
* * * 0800 * 1234 ¢ 6 5432 * RewrtesrcIPt09.9.9.9

© Tarik TALEB 2020
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Rewrite src TCP to 2345
Forward to port 23

A?

19



09/14/2020

How Does it Work? An Example

Controller (Intelligence)

6.
The video stream follows the set-up path
'\5\ without bothering the controller any more

|Th|s way pTe«ase ~
|
|

/

I love this 7
video !!

~

new flow...
Which path
should it take?

Y
|
Oops, a 4|
|
|
|

é.
A Y
( 2

Request
streaming
the video

6.

Streaming
the video

Content Store

A?

© Tarik TALEB 2020 ety

41

SDN: Scalability - key challengel

E, ==
© Tarik TALEB 2020 .AZ
42
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Controller Distribution

Centralized Control

Controller

WILC

[ _
% OpenFlow | .- ;
\ |

) OpenFlow

Distributed Control

Controller

)

) OpenFlow

Controller
|
A h Controller

( ) OpenFlow
Switch

© Tarik TALEB 2020
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Flow Granularity

Individual Flows

| Flow entry covers small
portion of header space

| Exact-match flow
entries

J Good for fine-grained

control, e.g. at network

edge

© Tarik TALEB 2020
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Aggregated Flows

| Flow entry covers large
portion of header space

§ Wildcarded flow entries

| Good for large-scale
flows, e.g. backbone

09/14/2020
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Aggregated Flows: Wildcard Matching

| Not all fields needs to be specified: Wildcard

® Match any value

| For IP addresses, bitmasks can be specified
® Example: Subnet mask of IPv4192.168.1.1./24 (netmask

255.255.255.0)

In Eth Eth
Port src Dest

All traffic to a certain web server (port 80)

* * *

0x8000  *

102.3.4 6 * 80

| Traffic of a certain VLAN from a certain port [ (TCP)

*
ﬁ: IPv4 traffic to a certain machine (e.g. result of a routing algoritbm)
x *

E3 E3

Ox8000 ~
(IPv4)

© Tarik TALEB 2020
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Flow Setup Policy

Reactive

| First packet of a flow
triggers the controller to
insert flow entries in the
switch(es)

| Every flow incurs small
additional flow setup
time

| Flow table only as big
as necessary

© Tarik TALEB 2020
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10.1.23 ~

Proactive

| The controller pre-
populates switch flow
tables

| Zero additional flow
setup time

§ Some flow table entries
might never be used

09/14/2020
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Layered SDN Architecture: NW Hypervisor

Management plane

‘Net?Appll -

| Node Virtualization Techs
® XEN, KVM, VMWare, Virtual Box
| Virtual Links

® Ethernet GRE (EGRE) Tunneling
Net@ppd

® Virtual eXtended LAN (VXLAN)

Control plane

=L

® Open vSwitch
® NICIRA NVP
® FlowVisor

Network®Hypervisor }

Data plane

= ar

(a)® (b)2

[ Southboundinterfacef ]

)

Network@nfrastructurel J

- Virtual NW:
- Flexibility, Manageability, Scalability, Security & Isolation

VMs, Storage, Links — logical connections

© Tarik TALEB 2020 A?
51
.
.
Layered SDN Architecture: NOS
<« C | [1192.168.56.101:8080/# r: =
M= OPeNDAYUGHT | Devices | Flows  Troubleshoot 9 aamin -
I Nodes Learned Connection Manager =
I H Nodes Learned -_\—E
o
A [ 10002
H NodeName  Node ID Ports
T None OF|00:00:00:00:00:00:00:02
None OF|00:00:00-00:00-00-00-01 2
12 of 2 items 4 Page 1 of1 p H
-_——
[ 10001 ]
Static Route Configuration Subnet Gateway Configuration ~ SPAN Port Configuration
Static Route Configuration *  Subnet Gateway Configuration
o, 7 o,
=} Name Static Route Next Hop Address ' =} Name Gateway IP Address/iMask Ports
B default (cannot be modifed) 0.0.0.0/0
0 items
= PTOVIOES apSIracton & COMMON APT 10 developers
- Generic functions & services: NW state, NW topology
© TarikTALEB 202 INformation, device discovery, distribution of NW configuration A?

52
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Layered SDN Architecture: NOS

Management plane Network@pplications ]

Programminganguagest J

Language-basedEIirtuaIizationlﬁ

Control plane Northbound@nterfacel ]

N ' Networkl!)perating[?oystemEl]
NetworkMHypervisor ]
Data plane Southboundinterfacef ]

Network@nfrastructurel

oo

(b)2

- Allowing application & orchestration systems to program NW
- Northbound APl is still an open issue (REST, JSON, ) A?

© Tarik TALEB 202
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Network Function
Virtualization
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Mobile Network Function Virtualization

7

09/14/2020

General purpose

\

N
Single service, single tenant . . .
network boxes multi-service, multi-tenant

processing platforms

J/

7

N

Ve

\

Dedi k
\ A new NW production environment, based on _J
modern virtualization technology, to lower cost,
Dedi . .. . ..
cort] raise efficiency and to increase agility. mon
Netwc rrier
Node: twork
(e-g. Il Operating System II I II II I Cloud
XGSN, HW Platform Virtualization Platform (HW) Node
M M E o ) (Processing and Storage) (Processing and Storage)
OpenFlow Switch
Network 1/O Network /0

© Tarik TALEB 2020
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Virtual Network Functions: Examples

| Switching: BNG, CG-NAT, routers.

| Mobile network nodes: HLR/HSS, MME, SGSN, GGSN/PDN-

GW, RNC.
| Home routers and set top boxes.
| Tunneling gateway elements.
| Traffic analysis: DPI.
| Signaling: SBCs, IMS.
| Network-wide functions: AAA servers, policy control.
| Application-level optimisation: CDNs, Load Balancers.

| Security functions: Firewalls, intrusion detection systems.

| Etc

© Tarik TALEB 2020
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NFV vs SDN

| NFV and SDN are complementary
® One does not depend upon the other.
| Both have similar goals but approaches are very different
| SDN needs new interfaces, control module applications.
| NFV requires moving network applications from dedicated

hardware to virtual containers on commercial-off-the-shelf
(COTS) hardware

2
© Tarik TALEB 2020 A'
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NFV Components

| Network Function (NF): Functional building block with well
defined interfaces and well defined functional behavior

| Virtualized Network Function (VNF): Software implementation
of NF that can be deployed in a virtualized infrastructure

| VNF Forwarding Graph: Service chain when network
connectivity order is important, e.g. firewall, NAT, load
balancer

| NFV Infrastructure (NFVI): Hardware and software required to
deploy, manage and execute VNFs including computation,
networking and storage

| NFV Management & Orchestration: The orchestration of
physical/software resources that support the infrastructure

virtualisation, and the management of VNFs A?
© Tarik TALEB 2020 .
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ETSI NFV Architecture

Management &
Orchestration Domain

VNF Domain
______ -—— .- Os-Ma
- : OSS/BSS t Orchestrator
I | seua
H i Service, VNF and Infrastructure !
: : Description -+ Or-Vnfm
I ‘ EMS 1 ‘ | EMS 2 ‘ ‘ EMS 3 ‘ Ve-Vnfm'
: } - } VNF
: I -+ —g— —+ Manager(s)
I ‘ VNF 1 | | VNF 2 ‘ ‘ VNE 3 | 19
P . §
HER R L L L F F - 1 vivnfm I
i NFV Infrastructure Domain i
Virtual Virtual Virtual l
Computing Storage Network l
NF-Vi Virtualised
Virtualisation Layer | L Infrastriciure f— '
Vi-Ha l Manager(s) l
Hardware resources l
. Computing Storage Network
Hardware Hardware Hardware F ””,,”'
W -
Te—e Execution reference points oo} Other reference points  =——j— Mamn NFV reference points

© Tarik TALEB 2020
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A?

NFV MANO: NFV Orchestrator

NfV Orchestrator
(NFVO)

E/NMS VNF Manager
(VNFM)

Virtualised
IE_ Infrastructure
! Manager
Simplified (VIM)

© Tarik TALEB 2020
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| Responsible for the
lifecycle management of
Network Services:
® |n a single domain
® Over multiple datacenters
| Applies policies for
resource utilization
| Instantiates the VNF
Managers

| Linkage to legacy systems
through
Operations/Business
Support System
(OSS/BSS)

A?

09/14/2020

27



NFV MANO: VNF Manager

0SS/BSS NfV Orchestrator
! (NFVO)

E/NMS VNF Manager
(VNFM)

Virtualised
IE_ Infrastructure
! Manager
Simplified | (VIM)

© Tarik TALEB 2020
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Responsible for the lifecycle

management of Virtual

Network Functions instances
® One per NF

® One per multiple VNF
instances even of different

types

It has to support the:

VNF instantiation

VNF configuration

VNF update

VNF scaling in / out

VNF instance termination

Interfaces with E/NMS -
Monitoring Systems

NFV MANO: Virtualized Infrastructure Manager

0SS/BSS NfV Orchestrator
! (NFVO)

E/NMS VNF Manager
(VNFM)

Virtualised
IE_ Infrastructure
! Manager
Simplified | (VIM)

© Tarik TALEB 2020
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| Responsible for the

lifecycle management of
the compute, storage and
network resources from
the NFVI.

It is basically a Cloud
Management System
which exposes an API for
standard CRUD operations
on those resources.

OpensStack is the de facto
standard implementation
for this function block

28
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NFV Infrastructure (NFVI)

Infrastructure C ;
i . ompute domain
Fypervisor Network Domain I ° FSnctionaI elements:
Domain :
l Processors and accelerators,
\ network interfaces and storage
NFV Infrastrusture (NFV1)
Virtual Virtual Virtual | Hypervisor domain
Compute Storage Network ® Main focus on studying
Virtualization r hypervisor technologies for
| /K@ | supporting multitenant
/I/Compute | | Storage Network deployments
- | Infrastructure Network domain
Compute ® Functional elements: virtual
Domain networks, network resources

Switches, Routers

© Tarik TALEB 2020 A?
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NFV Components

E2E Network Service
Network Service

--------- Logical links o el W] SWE
o e T S<_ Forwarding
] [ve ] [viey — oraoh
(e.g., Service

Chain)

VNF Instances

[ SWinstances | | WF| | WNF| [ WNF] [ VUNF|

NFV Infrastructure (NFVI)

Virtual Resources Virtual Virtual Virtual

Compute Storage Network

| Virtualization Layer |
| Compute | | Storage | | Network |

© Tarik TALEB 2020 A?
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Network Forwarding Graph

| An end-to-end service may include nested forwarding graphs

Physical — >| Physical
NEWOTK [eeesersersesaes <> ......... | VNF-A+ ........ .I VNF-% <> Network
Function Functions
4 VNF-E
\ VNF Forwarding Graph
Network Service Provider
© Tarik TALEB 2020 ”_A?_“
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Network Forwarding Graph: Service Chaining

Service Y[ Physical .
Management and Orchestration

LA eeelae
= L\>J=J_LJ_L_.J_J

\ S

NFV PoP NFV PoP

© Tarik TALEB 2020 it
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From Virtual Machines to Containers

Containers are isolated but share
OS and, where appropriate, Bins
and Libraries

VM —

Container —

7 '—Pi'!'pef:\lisor‘('l_y!)g 2)

Host OS Host OS

Server Server

&~ Jdocker

© Tarik TALEB 2020 .g ”_A?_“
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VNF Performance in Virtual Environments:
NGINX HTTP Server - Startup Times

14

12 I
10 —
n
T s _
[
o
(8]
Q 6 —
n
4 |
2 _:
0 T
docker kvm
P. Frangoudis, L. Yala, A. Ksentini, and T. Taleb, “An
architecture for on-demand service deployment over a telco
CDN,” in IEEE ICC’16, Kuala Lumpur, Malaysia, May 2016. 2
© Tarik TALEB 2020 _‘_A:_“
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Mobile Network Function Virtualization

e I | | il i | |
Dynamic roll-out | [ 1 11 1 I
of new network
qunctionslservices L
Cost-efficient NF1 NF2 NF3 =
Scalability VM VM VM g
(Elasticity) &
[+
3
(2]
Multi-service, 2
. n 3
Multi-tenancy Virtualization Platform (HW) ®
(Processing and Storage) ¢=p
Encourages
“Fast-path” 1 1 1 1 1 1 .
e A~ _ Innovation
processing of OpenFlow Switch
U-Plane Traffic B

\. | Z2aNy I I J
) Support of diverse
Flexibl le-out i:
exible scale-ou Increased speed of Eco-systems & NW

Time to Market
Openness

© Tarik TALEB 2020 A?
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A?

Aalto University
School of Electrical
Engineering

5G Mobile Networks:

Requirements &
Features

32
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Requirements on 56 ...

Achievable
user data-rates

Spectrum and
bandwidth
flexibility

1= Network and
t device energy|
' efficiency

Latency Massive number

R |l of devices [B]

Reliability

Jch;, 1
Vine communicatic®

© Tarik TALEB 2020
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Requirements on 56 ...

High data rates Very high traffic

everywhere capacity

© Tarik TALEB 2020
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ITU-R IMT-2020 Requirements - selected
parameters
| The minimum requirements for eMBB peak data rate are as

follows:

® Downlink peak data rate is 20Gbps

® Uplink peak data rate is 10Gbps

| The minimum requirements for eMBB peak spectral efficiencies

are as follows:

® Downlink peak spectral efficiency is 30 bit/s/Hz
® Uplink peak spectral efficiency is 15 bit/s/Hz

| The target values for the user experienced data rate are as follows

in the Dense Urban — eMBB test environment:
® Downlink user experienced data rate is 100Mbps
® Uplink user experienced data rate is 50Mbps

© Tarik TALEB 2020

Requirements on 56 ...

78
High data rates
L everywhere )
( Ultra-high
_ reliability & security )
© Tarik TALEB 2020
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[

Very high traffic

capacity

J

[

. )
Massive number of

devices

J
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ITU-R IMT-2020 Requirements - selected

parameters

| The minimum requirement for mMMTC connection density is

1,000,000 devices per km2

© Tarik TALEB 2020

Requirements on 56 ...

Very high traffic
capacity

~

Ultra-high

_ reliability & security |

Very low device

_energy consumption)

Very low latency ]

80
High data rates
L everywhere )
( . )
Massive number of
L devices )
Very low device
L cost )
© Tarik TALEB 2020
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Latency matters ...

“Being fast really matters .. Half a second delay caused a 20% drop in
traffic and it killed user satisfaction”
Marissa Mayer @ Web 2.0

“... @ 400 millisecond delay resulted in a -0.59% change in servers/user
... Google would lose 8 million searches per day ... Google would serve
up many millions fewer online adverts”

Jake Brutlag, Google Search

“... for Amazon every 100 ms increase in load times decreased sales
with 1%”
Andy King, book author

“...when 50% of traffic was redirected to our edges preliminary results
showed a 5.9% increase in click-thru rates”
Andy Lientz, BingEdge

© Tarik TALEB 2020
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Is there a latency problem?

Traceroute to 209.85.225.99 (one of the Server IPs of www.google.com

Expt 1: Smartphone via WiFi Expt 2: Smartphone via cellular
WiFi > 209.85.225.99 3G > 209.85.225.99

No control on how packets are routed!
25 hops

© Tarik TALEB 2020
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Current Mobile Operator NW Arch.

Service Network
Infrastructure - - Infrastructure (e.g.
(e.g. AS, Content Mobility Anchor)
Servers/Caches) E

Network resource and processing
-—1 bottleneck

© Tarik TALEB 2016
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5G Latency Requirements - Industry Targets

NGMN 5G Requirements

* 5G E2E Latency (eMBB) = 10ms (i.e. RTT from UE-Application-UE)

e 5G E2E Latency (URLLC) = 1ms (i.e. RTT from UE-Application-UE — or just UE-UE)

In both cases, the values are defined as capabilities that should be supported by the 5G System.

GSMA 5G Requirements
* 5G E2E Latency = 1ms (again, defined as a capability target, not as a universal requirement)

ITU-R IMT-2020 Requirements

* eMBB User Plane Latency (one-way) = 4ms [radio network contribution]

*  URLLC User Plane Latency (one-way) = 1ms [radio network contribution]

*  Control Plane Latency = 20ms (10ms target) [UE transition from Idle to Active via network]

Low Latency Use Case Requirements (various sources

* Virtual Reality & Augmented Reality: 7-12ms

* Tactile Internet (e.g. Remote Surgery, Remote Diagnosis, Remote Sales): < 10ms
¢ Vehicle-to-Vehicle (Co-operative Driving, Platooning, Collision Avoidance): < 10ms
* Manufacturing & Robotic Control / Safety Systems: 1-10ms

© Tarik TALEB 2020
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From Ericsson

Requirements on 56 ...

More than just bigger and better mobile broadband

muit-Gbps data rates

. ms latency m =) /\ﬂ\\ F:'.:Zi xeed y
feapym (N NG LA

. Mobile Broadband  Media Distribution Wearables Smart Homes Critical Infrastructure g Traffic Safely/Control.
Future Wireless Access

A platform on which any wireless application
can be implemented

e

© Tarik TALEB 2020
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Requirements on b6

» Support Vertical Markets: Automotive,
energy, food and agriculture, healthcare, etc.

¥
& Smartphone APPs

Integrated

THE MOBILE ECONOMY
2016

Towards a hyper-connected future

Voice, SMS & Social Media, APPs Big data, loT,
Multimedia IP Messages, Digital Societies,
Mobile Commerce  Sharing Economy

» Accelerate the Service delivery to all
involved stakeholders

© Tarik TALEB 2020
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56G: Key Challenges
+ x1000 data volume / geographical area
* x10 lower energy consumption

* Very short service creation time cycle (i.e. in
minutes)

* Very short latency
* Very dense deployments of wireless links

» Scalable & Cognitive management framework for
fast deployment

+ OPEX reduction with more than 20% of today
* Multi domain virtualised networks and services
* Complete network convergence (fixed, backhaul,

satellite)
© Tarik TALEB 2020
89
Towards an Innovative 56 Mobile System
Edge/Fog
Computing
Cloud
’ Computing NFV, SDN, Al
Flexible, elastic, OPEX-efficient mobile sygtem converging all

heterogeneous access techs of 5G s stems withfcognitive management

capability and sustainin very short E2E latency

,f w @ fFLﬁT/ /7/7{ 7277
\,l =
/J /! \\ ol A\
\)\i ./ L/J/‘//Lz/ a)
Y S \\\\
\ 4 = =\
Macro-cell Small Cell Small Cell Small Cell Sat-beam Macro-cell Small-cell
Private BH Private BH Macro BH Fixed BH Fixed BH Sat BH Macro/Sat BH
© Tarik TALEB 2020
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Cost efficiency: why?

Global profite
EBITDA Marg

B35 g4y

2009 2010

Fixed # of users
charge saturation

Traffic

Balance
disruption

Bit-cost

Rapid traffic growth
* Video service
* Cloud service, et

ata traffic
)

Revenue growth

slow-down
* Saturation of # of users
* Mot Qualityes Price

Bit-cost reduction
* Almost same at 10G40G7?
* Mot improve by 100G 7

24,314

Low Average Revenue per User vs traffic growth

[Cisco, “Operator’s network data and analysts”, 2008

“The Mobile Economy 2017”7, GSMA

© Tarik TALEB 2020 A?m
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56 Features
Cost Efficiency
Agility
Elasticity
Flexibility
Rapidity
© MOSAIC LAB 2020 - ’ A?
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Network
Softwarization

Network Softwarization? -
A N

7

\ International
Telecommunication
Union

\:‘/

&W softwarization is an overall transformatioh
trend for designing, implementing, deploying,
managing & maintaining NW equipment and
NW components by SW programming,
exploiting characteristics of SW such as
flexibility & rapidity of design, development

and deployment throughout the lifecycle of
QW equipment and components, )

?
© Tarik TALEB 2020 A?

95

41



Network Softwarization in 3GPP?

Work Task ID | Work Task(s) Work Task Description
NS_WT_#1  |Network Slice [1) Initial network slice instance selection to support UE's service establishment and
Instance re-selection to support UE mobility and other scenarios that are TBD,
Selectionand  |Note:
Association \
2 ¥ + Howto achieve isolation and
separation between network slices?
NS_WT_#2 Network Slicing
Isolati 2
son B\« How and what type of resource and
Note: H
NS Wi 73 Nework SionglD) | NF sharing can be used between
Architecture ) 1 NW S“CGS?
2) | -
i
I .
_ 4 * How to enable UEs to obtain
NSWTHE a1 services simultaneously from
support i i ?
NS_WT #5  |Network Slicing [1) m%\mumple slices /L
terminology & ne
definitions
© Tarik TALEB 2020 A?.“
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Network Softwarization in ITU-T

ITU-T Y.3011 — Virtual Resource Manager Framework

— Various services —_

Virtual network controllers
responsible for creating and
managing virtual networks

Multi-tenancy: VMNO,
Verticals, OTT Apps,
dedicated services

customized service or

Can manage a single
isolated tenant

Virtual
resourees | Linkage among physical
resource and virtual

network controllers

Physical resources
are abstracted by [pilyacanwy | —
MNOs \ 3 Physuqatl\\\ﬂr

3 -] Z

E

|z

z

Physical resources ———— Physical NW 2 3

(router, switch. — - 12 =)
hosts. etc) Physical network composed by independent Govicion
© Tarik TALEB 2020 systems, each managing its own domain A?
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5G PPP Architecture Working Group View on 5G Architecture

* * (
* *
* *

* ok PF‘F’)

5G PPP Architecture Working Group

View on 5G Architecture

© Tarik TALEB 2020
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NW Softwarization: Objectives in Nutshells!

§

|Transform mobile networks ", ’5: >y
into virtualized software : ;;s;ﬁ‘ﬁ %«j;:;
components e G50
I
~f N
S~

3]

Enable the creation
& lifecycle
management of
diverse network
slices for different
verticals

( ]

© Tarik TALEB 2020 oty
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What does a slice mean?

Full-Fledge Slice Computing & VNF-Only Slice

Infrastructure

Infrastructure
Providers &
VNF Provigérs

Providers &

. VNF Providej
P @f
|1Z¢ |74

Computing-Only Slice

\V VAE 7
174 14 N
Networking-Only Slice

—8 Infrastructure
N /< $—> > Providers
e -

Infrastructure

Providers
N ET il
| Z4 | Z4 |ZE\

Physical Computing and Network Infrastructure

© Tarik TALEB 2020 A',
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Slicing: UE Perspectives?

Managemem

#’
&
§$ 6\5%3 (E)) U-Plane 9)9 '

@é\é?w lmcl!gcm % " m ((X)) 9

Control Opportunistic D2D Communication

e
m é Mobile Edge Cloud (=)
o = )
%b Safety e

Mobili J
5G mmWave f\\ C-Plane & % ,“yLQ
(

5G Network Sllce 1

Autonomnu; Cars 5G Network Slice 2
A
C @ ?@ -
\ l LHuﬂlh ( CTV  droms
App-Server
Horne Matagement "‘e‘“\ \enw COCIRY. 5G Network Slice 3
5G Network Slice 4
5G Network Slicen -
© Tarik TALEB 2020 A?

102

09/14/2020

44



Slicing: UE Perspectives?

3G§ Hfm,n%&’é‘

Simultaneous

connectivity to multiple
slices, optimally
created for a set of

& . services
@ [—/ ﬁ
Te© - + A default slice.
&
© Tarik TALEB 2020 A?m

103

Mobile Network
Virtualization

104
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Virtualising the mobile network - how far?

VPLMN | HPLMN

1
v 1
\ 1
1
1
1

1 HSS
I 1

5 S6a

& 3GPP 1 :

° Access 1
[

: |

S - MME {512 1 6xc - &

4+ L -

____________ .J_.'JL__ [ . —— —_—— e —— —_— - —
< Serving i Packet Data Network
& ez U | (eg. IMS, PSS etc.)

s LTE-Uu 1
g 1
a
1
b
. T. Taleb, “Towards Carrier Cloud: Potential, Challenges, & Solutions,” in IEEE Wireless A')
© Tarik TALEB 2020 Communications Magazine, Vol. 21, No. 3, Jun. 2014. pp. 80-91. H
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What to Virtualize: Full vs Partial Virtualization

GGSN or GGSN or
PGW/SGW PGW/SGW

Control Plane (GTP-C,
session management,

Control Plane (GTP-C,

session management,
mobility, etc.)

mobility, etc.) and User

Control ;
Protocol 3 i Physical L2/3
K : switch

<~ Signali ... Signali User Plane
(GTP-U)

© Tarik TALEB 2020 A?
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How to Virtualize?

FE+SL DB

|

DB

\ 1:N Mapping — 2 tiers)

09/14/2020

.
L

Vo

FE+SL DB

VM VP
Load
Balancer }

1:1 Mapping/

N:1 Mapping — Partial Merging

© Tarik TALEB 2020
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EPCaaS Architecture Options

© Tarik TALEB 2020
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N:1 Mapping — Complete Mergnj

|
| |
. ' Pl
y . VM i i VM
‘! i?nalmg i } }
|
| |
| SGW _‘__‘_‘_‘_Ii PGW PDN
| ata
: VM l VM
- 4
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Information Elements: After Attach

ve “ ene ()
st
GUTH -
UE IP addrass -
C-RNTI C-RNTI
#ME SLAP UE ID
MME S1AP LE 1D
ECGI ECGl
TAI TAl
TAI List -
LTEK -
NAS Security Info
A5 Security Info AS Security Info
APN
APN in Use -
EPS Bearer ID EPS Bearer 1D
DRB (D DRE IO
- E-RAB ID
51 TEID (UL
ad an
ARP
- UE-AMER {UL/DL)
APN-AMBR (UL -
TRT (UL}
© Tarik TALEB 2020
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MME {5}

s
GuTI
LUE IP addr

eNB 51AP UE ID
MME S1AP LEID

ECGI
TAl
TAI List

NS Sacurity Info

Default APN
APN in Use
EPS Bearer 10

E-RAB D
S1TEID UL/DL)
S5TEID [UL/DL)
aa

ARP

UE-AMBR (UL/DL|
APH-AMER [UL/DL)

Subscribed Profile
|Subscribed QCI, ARF,
UE-AMBR, APN-AMBR)

APN in Use
EPS Bearer 1D

51 TEND (LL/DL]
55 TEID (LL/DL}
ao
ARP

f -

pew 5] HSS = PCRF & SPR =

151 st inasi IMSI

UP 1P address - UE IP ackiress

ECGI - ECGI -

TAl - TAI

- MME D - -
LTEK - -

. Default 4PN -

APH in Use - AP in Use

EPSBearer D - -

55 TEID UL/DL) E

acr < oo

AR ARP*

APH-AMBR (UL/DL)* = APN-AMBR (UL/DL*

TET [UL/DL* SOF Filtor* -

- Subiseribed Profile - Accass Profile
(5ubscribed QC), ARP, [Subsorited 00,

* PIC Aule UE-AMBR, APN-AMBR) = FCC Rule ARP, APN-AMBR]

http://www.netmanias.com/en/post/techdocs/6098/emm-initial-attach-lte/lemm-procedure-1-
initial-attach-part-1-cases-of-initial-attach

EPCaaS Architecture Options

1:N Mapping

“Pool of
resources”
seen as one
entity from

external entity

(b) 1:N Mapping

DNS 7

;) Pool Discovery |

FE (Front End): load Balancer/Scheduler
service

W (Worker): implements the logic of that
specific NF, stateless

SDB (State Database): contains live
session state

© Tarik TALEB 2020
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EPCaaS Architecture Options

(c) N:1 Mapping

Discovery | [ DNs » Light EPC (i.e., less functionalities)

* Reduced internal interfaces

» Eliminating encoding, decoding,
interface synchronization (e.g, over
Diameter, GTP)

© Tarik TALEB 2020 A’
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Full Virtualization of the E2E Mobile Connection

© Tarik TALEB 2020 A?
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EPCaaS Architecture Options

(d) N:2 Mapping
Discovery DNS
SDB
I_Si_g;aTIir_lg_ CT;\RL
: VM
Ay | '
1 -
s \ 4
ﬁ(—) eNB W
Data VM

© Tarik TALEB 2020

115

N:2 Mapping

SDB: Session DB

CTRL: Control plane functions of
EPC

- MME, PCRF, HSS-FE, SGW-C,
PGW-C

SW: User data processing & policy

enforcement.

- SGW-U, PGW-U

HSS-BE: HSS Back End, contains
subscribers’ profile.

A?

Aalto’s virtual EPC - deployment scenarios

1:N Scenario — Standalone
VM with all VNFs, on any

virtualization environment
| Hardware requirements

® 2GB RAM

® 10GB Hard Drive
® 2 cores 64 bits
°

Minimum 1xNIC, recommended
2xNIC

® Linux OS, Debian-based e.g. Ubuntu
| Network requirements
® Connectivity to Internet (also possible
via NAT)
® Connectivity to eNB network via flat
IP-networks, i.e. without NAT

© Tarik TALEB 2020
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1:1 Scenario — Cluster of VMs
for distributed VNFs, with Heat

on OpenStack
*  Minimum HW per VNF

— 512MB RAM

— 8GB Hard Drive

— 1 core 64 bits

— 1xNIC

— Debian-based Linux OS, e.g. Ubuntu
» Network requirements

— Connectivity to Internet (also possible
via NAT)

— Connectivity to eNB network via flat IP-
networks, i.e. without NAT

* OpenStack requirements
— OpenStack Liberty release
— OpenStack Heat, Neutron, Nova

— Connectivity to public OpenStack API
network from the VMs A?

09/14/2020
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EPCaaS Architecture Options

Virtualized EPC including S/P-GW control

[ |

Subscriber
Server (HSS)

Policy Control
and Charging
Rules Function
Mobility (RCRE)
Management
Entity (MME;

SIP-GW
ontro
SDN Control
Control Plane
SDN

DN
User Base E }

Equipment N Station

(UE) (eNodeB) IP Router
© Tarik TALEB 2020
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Aalto Contribution to Standardisation

| ETSIPoC based on SIGMONA testbed submitted in cooperation with Nokia, Coriant, EXFO
and Telecom ltalia.

| Objectives:

® Integration of SDN and NFV functions in mobile backhaul
® Show with off the shelf devices (Nokia eNBs, Coriant MPLS switches, EXFO Monitoring) the
mobility and network adaptation during congestion or link breaks
® http://nfvwiki.etsi.org/index.php?title=Virtual_EPC_with_SDN_Function_in_Mobile_Backhaul_Netwo
rks
Virtual EPC
mmmmm  Data Plane
= = EPC Control Plane
= = SDN Control Plane
USE CASE #1 W )))
USE CASE #2 W )))
USE CASE #3 W )))
© Tarik TALEB 2020
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Aalto University
School of Electrical
Engineering

5G Control & User
Plane

120

EPC after CUPS

[}
j =
s}
o
5 Access
=
c
o
O
[}
5 Packet Data Network
o (e.g. IMS, PSS etc.)
8
<
[a]
?
© Tarik TALEB 2020 _.Am
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56 System Architecture: Key Design Principles

| Clear separation of the user and control plane functionality.
| Core network control functions are cloud native.
| Access and Mobility management Function separated from
Session Management Functions:
® Common Access mobility management function (AMF) that is
independent from any access type that can be 3GPP or non3GPP
(e.g WiFi).
® Session Management Function
| User plane changes:
® No bearer concept beyond radio, but PDU sessions instead.
Needed for new QoS model.
® New user plane functions to implementmulti-homing and traffic
redirection:
+ Uplink classifier for IPv4 traffic.
+ Branching point for IPv6 traffic.

© Tarik TALEB 2020 A’
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Regrouping LTE functionality to match cloud
v _ Network Functions instead of B

EPC: box-driven function split
HSS The separation of AMF and SMF

allows introduction of mobility
Management schemes without
impacting SMF. Enables
independent scaling

/ up/down AMF.

NG core: network functionbased

Common Data layer

upline NI u-plane

B NG ~

© Tarik TALEB 2020 Source TR 23.799 A?
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56 SyS'I'em Architecture: Two variants

— N13 — N9 - between UPFs
N14 - between AMFs

sz N12

ﬂﬂﬂﬂ

lote: nobile however Access Network (AN) could be fixed
Traditional reference point approach for E |E | ﬂ m n

5G (Rel 15) H
essage bus ope = n ﬁ
connectivity rather ree
than P2P P "
ﬂ NR air iff “ N3 ﬂ
Source: TS 23.501 Service Based Architecture approach for the
control plane functions. (Some in Rell5 and more A"
© Tarik TALEB 2020 in Rel 16)
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Functional blocks within 56 network architecture

| AUSF = Authentication Server Function
| UDM = Unified Data Management

| NSSF = Network Slice Selection Function
| NEF = Network Exposure Function

| NRF = Network Repository Function

| AMF = Core Access and Mobility Management Function

| SMF = Session Management Function

| PCF = Policy Control Function

| AF = Application Function

| UE = User Equipment

| RAN = Radio Access Network

| cu = centralised Unit

| DU = Distributed Unit

| UPF = User Plane Function

| DN = Data Network, e.g. operator services, Internet or 3rd party

services
© Tarik TALEB 2020 A’
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56G interfaces (reference points)

N1: Reference point between the UE and the Access and Mobility Management function (AMF).

N2: Reference point between the (R)AN and the Access and Mobility Management function.

N3: Reference point between the (R)AN and the User plane function (UPF).

N4: Reference point between the Session Management function (SMF) and the User plane function (UPF).
N5: Reference point between the Policy Function (PCF) and an Application Function (AF).

N6: Reference point between the UP function (UPF) and a Data Network (DN).

N7: Reference point between the Session Management function (SMF) and the Policy Control function PCF).
N7r: Reference point between the vPCF and the hPCF.

N8: Reference point between Unified Data Management and AMF.

N9: Reference point between two Core User plane functions (UPFs).

N10: Reference point between UDM and SMF.

N11: Reference point between Access and Mobility Management function (AMF) and Session Management
function (SMF).

N12: Reference point between Access and Mobility Management function (AMF) and Authentication Server
function (AUSF).

N13: Reference point between UDM and Authentication Server function (AUSF).

N14: Reference point between 2 Access and Mobility Management function (AMF).

N15: Reference point between the PCF and the AMF in case of non-roaming scenario, V-PCF and AMF in
case of roaming scenario.

N16: Reference point between two SMFs, (in roaming case between V-SMF and the H-SMF).

N22: Reference point between AMF and Network Slice Selection Function (NSSF).

2
© Tarik TALEB 2020 A'
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Reference point representation
vs. Service-based representation

| Reference point representation
@ All network functions have fixed roles and peers.
@ Fixed reference points between the functions.
@ Network function are still expected to be virtualized.
® Follows the way how earlier 3GPP generations have been specified.
@ Static architecture and role division.

| Service Based Architecture
@ Builds on consumer-provider relationships following IT principles.

® Network Functions discovers each other dynamically. Therefore the
service registration and discovery function is very essential for SBA.
This is implemented through Network Function Repository Function.

2
© Tarik TALEB 2020 A-
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BGC Service Based Architecture

| A system architecture is composed of a set of Network
Functions (NF) providing services to other authorized NFs.

I NFs can be in the role of service consumer or service provider
within a transaction.
I An NF service consumer consists of:
® service business logic,
® service producer discovery and,
® service producer instance selection.
| An NF producer consists of:
® service business logic,
® service registration and,
@ optional load balancing.

| Assumes a message bus type connectivity rather than ptp
between NFs.

3GPP TS 29.500 Rel. 15 A?

© Tarik TALEB 2020
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36PP 56 Architecture

« Authenticator role: access authorization based

on subscription data retrieved from UDM (HSS)

NAS (N1) security termination

N2 termination (RAN — N2 - AMF)

In SBA, consults NRF to discover available SMF instances.
Selects suitable SMF.

Reports the reachability of UE based on info from SMF
Relays SM signalling received through NAS to SMF
Reports HO events to SMF

N15 ™

N1 N4

Note: Focus on mobile however Access Network (AN) could be fixed

N22 N12

e o o o o o o

© Tarik TALEB 2020 A?
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36PP & .

+ Provides PDU Connectivity Service for different PDU types, including IP,
Ethernet and non-IP PDU types for a UE
+ Handles Session Management signalling for PDU Sessions from AMF

» Selects UPF
E « Sets up multiple PDU Sessions to the same or different DNs over 3GPP
and non-3GPP accesses

+ Sets up multiple PDU Sessions to the same DN via different UPFs

* Indicates to AMF when a PDU Session has been released

I

/ L X N15 S
N1 ‘N2 b N4
*  When notified by UPF about DL data arrival for UE without
N DL N3 tunnel information,SMF interacts with AMF to initiate
Network Triggered Service Request procedure.
* SMF controls insertion and removal of UL Classifier (UL CL)

/

Note: No mandatory S-GW like Convergence point for a UE
with multiple PDU sessions. But UE PDU sessions can be
ok 2020| | @anchored to different UPFs. A?
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36PP 56 Architecture

N12

N10

«— N13 — N9 - between UPFs
N14 - between AMFs
"\ \ P ‘
N s o
N22 Ne

N11 —

/ - . N15

H NR air iff

Note: Focus on mobile however Access Network (AN) could be fixed

© Tarik TALEB 2020 A?
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Functional Decomposition of the 56 RAN

© Tarik TALEB 2020 A?
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56 RAN Architecture - DU collocated with RF

Cell site — DU co-located Centralised aggregation site
CPRI/ b= >
ECPRI [ '
F2 interface F1 interface

*AAU illustrated, actual implementation could be AAU or passive antenna with RRU

© Tarik TALEB 2020 A?
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Latency Requirements

How much latency can we afford here?

J"-

Fibre, and/or
CPRI/ wireless plus
eCPRI switches and

routers...

>
F2 interface o . i i
How will this scale to support other split options? Does it

need to?

Alternative splits in uplink/downlink?

Alternative splits as subs move from cell centre to cell
edge?

© Tarik TALEB 2020 A'
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56 Latency Requirements - Industry Targets

NGMN 5G Requirements

* 5G E2E Latency (eMBB) = 10ms (i.e. RTT from UE-Application-UE)

e 5G E2E Latency (URLLC) = 1ms (i.e. RTT from UE-Application-UE — or just UE-UE)

In both cases, the values are defined as capabilities that should be supported by the 5G System.

GSMA 5G Requirements
e 5G E2E Latency = 1ms (again, defined as a capability target, not as a universal requirement)

ITU-R IMT-2020 Requirements

* eMBB User Plane Latency (one-way) = 4ms [radio network contribution]

*  URLLC User Plane Latency (one-way) = 1ms [radio network contribution]

*  Control Plane Latency = 20ms (10ms target) [UE transition from Idle to Active via network]

Low Latency Use Case Requirements (various sources)

* Virtual Reality & Augmented Reality: 7-12ms

* Tactile Internet (e.g. Remote Surgery, Remote Diagnosis, Remote Sales): < 10ms

* Vehicle-to-Vehicle (Co-operative Driving, Platooning, Collision Avoidance): < 10ms
e Manufacturing & Robotic Control / Safety Systems: 1-10ms

© Tarik TALEB 2020 A?
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Scope of Service Based Interfaces (Rel 15)

SB 'nterfaCeS

Pt

© Tarik TALEB 2020 g
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BGC Service Based Architecture

| Key role of Network Repository Function (NRF)

® The NF Service Framework is based on Network Repository
Function (NRF) that provides registration, discovery and Applicatin
authorization services to other NFs.

| All SBA Network Functions implement Service Based
Interfaces:
® Serialization protocol: JSON (IETF RFC 7159).
® REST based OpenAPI Specification for SBI.
® HTTP2 over TCP. H

® Subscribe-Notify service operations supported with two TCP
connections, one per direction.

| NF Service Based Interface naming convention example:
® Namf = SBI of Access Mobility Management Function
® Nsmf = SBI of Session Management Function

HTTP2

ICP

© Tarik TALEB 2020 3GPP TS 29.500 Rel. 15 A?
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Network Function Repository Function

| NRF supports service discovery function.

® Receives NF Discovery Requests from NF instances, and provides
the information of the discovered NF instances to the NF instance.

® Makes first level NF selection based on the request attributes.

| NRF monitors NF availability
® NFs send regularly status update messages to NRF

| NRF maintains the NF profile of available NF instances and their

Su pported SerVICeS- NF Service Consumer NRF
1.Nnr_ |
MFManagement_MNFRegister_request |
3. _
MNFManagement_NFRegister_response |
|
Network Function Repository Services definedin 3GPP TS 29.510 Nnrf_NF Registration procedure, TR23.502
) ?
© Tarik TALEB 2020 A.
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36PP 56 Service-Based Architecture

Nnssf Nnef Nnrf Npcf Nudm | Naf

Nausf Namf Nsmf

NG-CP |

N1 N2 N4

NR air i/f N3 N6

© Tarik TALEB 2020 A?
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Network Exposure Function

| NEF offers to Application Functions (AF) RESTful APIs that allows them
to access the services and capabilities provided by the 5G:
® Monitoring
Device Triggering
Resource management of Background Data Transfer
Communication Pattern Parameters Provisioning
Packet Flow Description Management
Traffic Influence (Traffic rerouting)

| Trusted applications may bypass NEF.

Network Function Repository Services definedin 3GPP TS 29.510

© Tarik TALEB 2020 A?
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36PP 56 Service-Based Architecture

Nnssf Nnef Nnrf Npcf Nudm | Naf

Nausf Namf Nsmf

NG-CP |

N1 N2

N4
NR air i/f N3 4“7 N6 40

A?

© Tarik TALEB 2020 s,
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Unified Data Repository (UDR)

| Unified Data Repository (UDR) stores and provides the following data:
+ Subscription data,
+ Policy data,
 Structured data (e.g. data from 3GPP NFs) ,

+ Application data such as Packet Flow Descriptions (PFDs) for
application detection.

| Provides notifications of subscribed data changes to its consumers.
| Offers Nudr_DataRepository Service interface to its consumers:
+ Unified Data Managament (UDM)
+ Policy Control Function (PCF)

+ Network Exposure Function (NEF) om

Subscription Data

Nudr Policy Data

Structured Data
for exposure

NEF  ——— Application Data

Network Function Repository Services definedin 3GPP TS 29.510

© Tarik TALEB 2020 Source TS 29.504 A?
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Aalto University
School of Electrical
Engineering

5G NW Planning
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56 Latency Requirements - Industry Targets

NGMN 5G Requirements

* 5G E2E Latency (eMBB) = 10ms (i.e. RTT from UE-Application-UE)

e 5G E2E Latency (URLLC) = 1ms (i.e. RTT from UE-Application-UE — or just UE-UE)

In both cases, the values are defined as capabilities that should be supported by the 5G System.

GSMA 5G Requirements
* 5G E2E Latency = 1ms (again, defined as a capability target, not as a universal requirement)

ITU-R IMT-2020 Requirements

* eMBB User Plane Latency (one-way) = 4ms [radio network contribution]

¢ URLLC User Plane Latency (one-way) = 1ms [radio network contribution]

*  Control Plane Latency = 20ms (10ms target) [UE transition from Idle to Active via network]

Low Latency Use Case Requirements (various sources

* Virtual Reality & Augmented Reality: 7-12ms

* Tactile Internet (e.g. Remote Surgery, Remote Diagnosis, Remote Sales): < 10ms

¢ Vehicle-to-Vehicle (Co-operative Driving, Platooning, Collision Avoidance): < 10ms
* Manufacturing & Robotic Control / Safety Systems: 1-10ms

© Tarik TALEB 2020 A?
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Developing a 56 NW

Access Aggregation Core @

© Tarik TALEB 2020 A?

5G DU 5G DU
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Conceptual 56 NW Architecture

IP SEC

(2]

NN
BR B0

'

5G

““““““ CDN @

Access

=
3

o
[2]
o
c
a
=}
c

Sync
Core

Aggregation
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Mapping SBA on ETSI NFV

MANO

| 0SS/BSS [ NEVO
5G Core Network

VINFM

Vi-vnfm

User Plane

VI et

© Tarik TALEB 2020 A?
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E2E Slicing

A journey to avery
innovative world ...

168
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Pre-Apple Era

UE RAN MOBILE CORE NETWOR SERVICE

© Tarik TALEB 2020 A’
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On-going Apple Era

Mobile Application Developer

8
£

UE If RAN MOBILE CORE NETWOR SERVICEE@

®

© Tarik TALEB 2020 A?
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.. the journey ..

Vertical provider / Mobile Application Developer

UE !ﬁ“ RANIﬁEOBILE CORE NETWOF@SERVICEE@

{ Offering mobile NWs as a cloud ]
ommsn |__Service To verticals & app developers ) A?

171

NW Softwarization: A NW slice for every
bil :

- =\

w B i .
¥ INTERNETof " e

o, THINGSE
=0 _ =z § @

-4
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.. the journey ..

Vertical provider / Mobile Application Developer

API @
( API|

[ﬁ RAN@1OBILE CORE NETWOF@ SERVICES @

UE

aaaaaaaaaaaaaaa

[ Network Softwarization ]
(continued)
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NW Softwarization: Core Idea

From... service provider

"as a service"

Extend the Concept
~of Cloud Computing

Y r 1 [ 1 [ Al
2

=< Mobile Connectivity + Decentralized Computing + Smart Storage
offered as One E2E Service (atomic)

— = On-Demand =
= Elastic
" = Multi-Tenant, and .

= Pay-As-You-Go

... towards
mobile end-user Se- A { o } { oose ], , ,

end user

Cloud Computing - service enabler

Wﬂw—/' T
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Mobile Service/Application
T. Taleb, “Towards Carrier Cloud: Potential, Chall & Solutions,” in IEEE Provider

NW Softwarization: Vision AP 7‘

Wireless Communications Magazine, Vol. 21, No. 3, Jun. 2014. pp. 80-91. =
Statistical profiling of network & cloud resources fr—
[
[==e]
\} - Service
¢ Orchestrator

-,\j%q <= a Opticaleg Ee———| 5 sa
N 5 \
(- S e £ A -

\ Regional DC

i
% Regional DC
ok
{

~—3
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http://www.soqube.com/tariktaleb/public_html1.1/Library/jrl_papers/jrn_new/carrier-cloud.pdf

: ion: Viei API
NW Softwarization: Vision N
Mobile Service/Application
T. Taleb, “Towards Carrier Cloud: Potential, Challenges, & Solutions,” in IEEE Provider
Wireless Communications Magazine, Vol. 21, No. 3, Jun. 2014. pp. 80-91. =
Statistical profiling of network & cloud resources ==
=
[S=e]
Service
Orchestrator

* A

‘ c : openstack
OpenFlow CLOUD SOFTWARE

© Tarik TALEB 2020
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NW Softwarization: Vision sy
g Mobile S /Applicat
850 A wo: oo |
o4 ==
B E O A wo @ HSS, HLR, etc —s
B3O A wos | =m
_ Bef PDN-GW, GGSN, Serving GW [
8 QA MNo4 &) MME, PCRF, TDF, TOF, etc —
3 B 4% IPTV, IMS, VoD, Video Caches Orehestrator

c : openstack
OpenFlow CLOUD SOFTWARE
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NW Softwarization: A NW slice for every

bil :

- R
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Turning Mobile
Networking into Software
Engineering
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Joining efforts and expertise ...

Cloud

£ o £ | Reawenes oy o
- Software Engineering §
© Tarik TALEB 2020 A?
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Enabling Technologies

c OpenFlow H

openstack / Cliedbop

CLOUD SOFTWARE
Apache

UJ U openmano xen
docker
(5 vmware
OpenSF\:ﬁrg heensrslbled . 77 ’i
ﬂ a : F ° : oul Eucalyptus
e SN OPENNET WORKING peniebula.org
;a “# FOUNDATION
OF en;bled vmware
Controllers ‘ -:’ rﬁ vSphere IAH’
P o ‘ /’ iﬁ.

@ Floodlight el
* OPEN

SDN-enabled Data
Center kubernetes
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Conclusion

| 56
® Requirements: Elasticity, flexibility, agility, short latency!
® New vision for mobile core
@ Cloud potential

| Network Softwarization
® Many advantages to offer
® Key enabling technologies
* NFV
* SDN

| 5G architectures: two approaches
® Reference point based
® Service based

| Use cases

© Tarik TALEB 2020 A?
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MOSA!C LAB

Mobile Network Softwarization & Serv.ce Customization

Thank you
for the

attention!

Visit us at www.mosaic-lab.org
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