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Robust Statistical Methods

In statistics, robust methods are methods that perform well – or
do not perform too poorly – in the presence of outlying
observations.
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Robust Statistical Methods, Example

Mean vs median...
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Measures of Robustness

Let x denote a random variable or a random vector with a
cumulative distribution function Fx , and let X = {x1, x2, ..., xn},
where x1, x2, ..., xn are n independent and identically distributed
observations from the distribution Fx . Consider functional
Q(Fx ) (or Q(Fn)). We wish to measure robustness of that
functional.
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Influence Function

Influence function measures the effect on functional Q when
the underlying distribution deviates slightly from the assumed
one.

IF (y ,Q,Fx ) = lim
0<ε→0

Q((1− ε)Fx + εδy )−Q(Fx )

ε
,

where δy is the cumulative distribution function having all its
probability mass at y i.e.

δy (t) =

{
0, t < y ,
1, t ≥ y .
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Influence Function

Influence function measures the effect of point-mass
contamination, and thus it is considered as a measure of local
robustness.

A functional with bounded influence function (with respect to for
example L2 norm) is considered as robust and desirable.
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Influence Function, Examples

• Mean: IF (y , µ,Fx ) = y − µ(Fx ). (Proof...)
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Empirical Influence Function

Empirical influence function (also called the sensitivity curve) is
a measure of the dependence of the estimator on the value of
one of the points in the sample.

The empirical influence function can be seen as an estimate of
the theoretical influence function.
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Empirical Influence Function

Let X = {x1, x2, ..., xn}, and let Xy = {x1, x2, ..., xn, y}. Now

IFE (y ,Q,Fn) =
Q((1− 1

n+1 )Fn + 1
n+1δy )−Q(Fn)

1
n+1

= (n + 1)(Q((1− 1
n + 1

)Fn +
1

n + 1
δy )−Q(Fn))

= (n + 1)(Q(Xy )−Q(X )).
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Empirical Influence Function, Example

Empirical influence function of the mean...
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Breakdown Point

Another very often used measure of robustness is the
breakdown point. Whereas influence function measures local
robustness, the breakdown point can be seen as a measure of
global robustness.
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Breakdown Point
Let Xn = {x1, x2, ..., xn}, where x1, x2, ..., xn are n independent
and identically distributed observations from the distribution Fx .
Assume that m < n and replace x1, x2, ..., xm with x∗1 , x

∗
2 , ..., x

∗
m.

Let X ∗n = {x∗1 , x∗2 , ..., x∗m, xm+1, ..., xn}.

Now, the maximum bias

maxBias(m,Xn,Q) = sup
x∗

1 ,x∗
2 ,...,x∗

m

d(Q(Xn),Q(X ∗n )),

where d(·, ·) denotes some distance function (for example the
euclidian distance).

The finite sample breakdown point is now given by

BP(Q,n) = min
m
{m

n
| maxBias(m,Xn,Q) =∞},

and the (asymptotic) breakdown point

BP(Q) = lim
n→∞

BP(Q,n).
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Breakdown Point

A functional with large breakdown point is considered as
robust. If BP(Q) = 1

2 , then Q is very robust (according to its
breakdown point), and if BP(Q) = 0, then Q is very nonrobust.
When the value is in between 1

2 and 0, then it is a matter of
taste ;-).



Lecturer:
Pauliina Ilmonen

Slides:
Ilmonen/Kantala

Measures of
Robustness

Influence Function

Empirical Influence
Function

Breakdown Point

Robust PCA

References

Breakdown Point, Example

Mean, covariance matrix, median...
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Robust PCA

If the data can be assumed to arise from elliptical distribution,
then principal component analysis can be robustified by
replacing the sample covariance matrix with some robust
scatter estimate. The reason for that is that, under elliptical
distribution, all scatter estimates do estimate the same
population quantity (up to the scale). Note that in general
(without ellipticity assumption) this does not hold!
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Minimum Covariance Determinant (MCD)
Method

The determinant (volume) of a covariance matrix, can be seen
as a measure of total variation of the data, and it is then called
the generalized variance. Data points that are far away from
the data cloud increase the volume of the covariance matrix.
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Minimum Covariance Determinant (MCD)
Method

Minimum Covariance Determinant (MCD) method is a
well-known method for robustifying the estimation of the
covariance matrix, and the mean vector, under the assumption
of multivariate ellipticity.

MCD method is based on considering all subsets containing
p% (usually 50%) of the original observations, and estimating
the covariance matrix, and the mean vector, on the data of the
subset associated with the smallest covariance matrix
determinant. This is equivalent to finding the sub-sample with
the smallest multivariate spread. The MCD sample covariance
matrix, and the MCD sample mean vector, are then defined as
the sample covariance matrix (up to the scale), and the sample
mean vector, computed over this sub-sample.
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Robust PCA

Under the ellipticity assumption, PCA can be performed using
the MCD scatter estimate instead of the traditional sample
covariance matrix. MCD estimates are very robust, and thus as
a consequence, robust PCA is obtained. Note that MCD is not
the only possible robust scatter estimate - there exists several
robust scatter estimates that all estimate the same population
quantity (up to the scale) under the assumption of multivariate
ellipticity.
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Some Words of Warning

• It is possible that a functional Q has bounded influence
function, but its breakdown point is 0!

• Robust PCA, based on some robust scatter matrix, can be
performed under the assumption of multivariate ellipticity.
If the ellipticity assumption does not hold, instead of
estimating the PCA transformation matrix Γ, one may be
estimating some other population quantity.
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Next Week

Next week we will talk about bivariate correspondence analysis
(CA).
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