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1 Event spaces and probability distributions

This exercise gets you introduced to the notion of a sigma-algebra, the mathematical model of an
event space used in probability and statistics. In addition, you start to treat probability distributions
as measures defined on a sigma-algebra.

1.1 Properties of sigma-algebras. Let F be a sigma-algebra on a set {2. Prove the following
statements using the basic axioms of a sigma-algebra.

Hint. de Morgan’s laws may be helpful.

(a) F contains the empty set ().

(b) F is closed under symmetric set differences: AAB € F whenever A, B € F, where
AAB = (A\B)U(B\ A).

Hint. de Morgan’s laws.

(c) F is closed under countable intersections: N;>14; € F whenever Ay, Ay, ... € F.

1.2 Sigma-algebras on small finite sets. Let a, b, c be three distinct elements.
(a) Write down all sigma-algebras on 2 = {a, b}.
(b) Write down all sigma-algebras on Q' = {a, b, c}.

(c¢) Give an explicit counterexample which shows that the union of two sigma-algebras is not
necessarily a sigma-algebra.

1.3 Probability distributions on countable spaces. Let S be a finite set, and denote by P(.S) the
collection of all subsets of S. A function p: S — R is called a probability mass function (pmf)
if p(s) > 0 for all s and ) __¢p(s) = 1.

(a) Show that if p is a pmf on S, then the set function u(F') = > . p(s) is a probability
measure on (S, P(S)).

(b) Show that if p is a probability measure on (S, P(.S)), then the function p(s) = p({s}) is
a pmf on S.
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1.4 Monotone continuity of probability measures. Let (S, F, u) be a probability space, that is,

i is a probability measure on (S, F). For real numbers 1, xs, ... we write
o v, Trifx; <y <--- and x = lim,,_,o T,
o 1, lrifx; > 2>+ and x = lim,_,o x,,.

For events Fi, F5, ... we write

o L, Fit Fy CFy,C--- and Uy F), = F.
o F, |/Fif i DF, D and N> F, = F.
(a) Prove that F,, T F = u(F,) T u(F).
(b) Prove that F,, | F = u(F,) | pn(F).

(c) Are the statements (a) and (b) true also in the case when p is just assumed to be a
measure on (S, F), not necessarily a probability measure?

1.5 Borel sets of the two-dimensional FEuclidean space. The Borel sigma-algebra B(R?) is de-
fined as the smallest sigma-algebra on R? which contains all open sets in R?. Denote the
collection of closed south-west quadrants of R? by

m(R?) = {(—oo,x] X (—o0,y| :x,y € R}.

Prove that this collection generates B(R?), that is, B(R?) = o(n(R?)).

Hint. The same line of proof as in the one-dimensional case ([Kyt19, Prop 1.11] or [JP04, Thm 2.1] or [Wil91,
1.2.a])works here. You may use the fact that every open set in R? can be written as a countable union |- ; R,
of open rectangles of the form R,, = (an,bn) X (a,,b,).
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