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Exercise 1 - PS5

Let f(x,y,z) = x + 2z be a function defined over R3. In addition, let
g1(x,y,z) = x+y+zand g(x,y,z) = x> + y? + z be two additional
functions defined over R3. Consider the constrained maximization
problem:

max f(x,y,z)
x,y,z

s.t. gl(X7y7z):l

g(x,y,z) =

INTIEN

(a) Check if the NDCQ is satisfied.

(b) Solve the maximization problem.



Exercise 1 - Solution

7
L=x+2z— M (x+y+z-1)—X <x2+y2+z—4>.

The rank of the Jacobian of the two constraint functions is equal to 2
unless x =y = % in which case the rank is equal to 1. However, there is
no point in the constraint set in which x =y = % Therefore, the NDCQ
is satisfied.

The first order conditions are

1— ) —2Xx=0 (1)
A1 —2\y =0 (2)
2N —X=0 (3)

x+y+z=1 (4)
7
24y 4z=—. (5)
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Exercise 1 - Solution

From (3) we obtain A\, =2 — A1, which inserted into (2) gives

A1 (2y — 1) = 4y. This equation implies that y # 3, so \; = 2;‘—{1.

Inserting this into (1) with A, = 2 — Ay eventually yields y = 2x — %

Inserting the last expression into the two constraints yields 3x + z =
3

2
and 5x? — 2x + z = % These two equations combined give z = 5 — 3x

and 5x(x — 1) =0. Thus, x=0o0r x =1. If x =0, we obtainy:—% ,
z:%,and A= A\ = 1. Ifx:l,wegety:%,z:—%, A1 = 3, and
A» = —1. Evaluating f at these two critical points we get

£(0,—1/2,3/2) = 3 and £(1,3/2,—3/2) = —2. Thus the only candidate
for a solution is (0,—1/2,3/2). Given A\; = Ay = 1, the Lagrangian is a

concave function in (x,y,z). So we can conclude that (0,—1/2,3/2) is

the solution to this maximization problem.



Exercise 2

Let u(x,y) = x?y'~? be a Cobb-Douglas utility function, where
0 < a < 1. Use the Kuhn-Tucker formulation to solve the following utility
maximization problem:

max  u(x,y)
xy

st. px+py S w
x>0
y =0,

where p, > 0 and p, > 0 are commodity prices, and w > 0 is income.



Exercise 2 - Solution

First of all, a solution exists by Weierstrass's Theorem. The Kuhn-Tucker
Lagrangian is

L=x"y'"2 — pu(pxx + pyy — w).
The first order conditions are

ax® 1y — up, <0 (6)
(L—a)x°y ™" —pup, <0 (7)
x (ax* 'y 2 —pup) =0 (8)
y((1=a)xy™2 —up,) =0 (9)
PX + pyy < w (10)
p(pxx + pyy —w) =0 (11)
x>0,y >0,u>0. (12)

Notice that a solution must be such that x > 0 and y > 0. If not, total
utility is zero. But then it would be feasible to attain strictly positive
utility by choosing positive quantities of both commodities while
satisfying the budget constraint.



Exercise 2 - Solution

Since we must have x > 0 and y > 0, (8) and (9) imply that both (6)
and (7) hold with equality and, consequently, x> 0, which in turn
implies that the budget constraint is binding via (11). Combining (6) and

(7), we get y = pl (1 3) . Combining the latter expression with the

budget constraint we obtaln X = ‘;—W and y = %, which is the unique
X y
solution.



Exercise 3

Consider the following maximization problem:
max x% —y?
X,y
st x4+ y2 <9

x> =2
y > -1

(a) Check if the NDCQ is satisfied.

(b) Form the Lagrangian and solve the problem.



Exercise 3 - Solution

(a) we check 8 cases of different values of A;, Ay, and A3 (whether the 3
constraints are active or not)

Case1: A1 =0, \»=0,and A3 =0

The rank of Dg(x,y) is 0. NDCQ holds.

Case 2: A1 >0, A, =0,and A3 =0

Dg(x,y) = (2x 2y). NDCQ holds because x> + y? = 9.

Case 3: A1 =0, A, >0,and A3 =0

Dg(x,y) = (-1 0). NDCQ holds.

Case4: A1 >0, \» >0,and A3 =0

Da(xy) = (X )

1 o) NDCQ holds because x> + y?> =9 and x = —2.



Exercise 3 - Solution

(a) we check 8 cases of different values of A;, Ay, and A3 (whether the 3
constraints are active or not)

Case 5: A1 =0, A, =0,and A3 >0

Dg(x,y) = (0 -1). NDCQ holds.

Case 6: A1 >0, \» =0, and A3 >0

2x 2
Dg(x.y) = ( ; yl). NDCQ holds because x2 + y2 = 9 and y = —2.
Case 7: A1 =0, \» >0, and A3 >0

-1
Da(xy) = ( Ol). NDCQ holds.

Case 8: A\1 >0, \» >0, and A3 >0
X2 +y2 =5+#9, point (-2,-1) violates the constraint set in this case.
NDCQ holds.



Exercise 3 - Solution

(b) The Lagrangian is
L=x>—y> —M(®+y?>—9) = Xa(-2—x) — X3(-1—y)
The first order conditions are

2x —2x* A+ A =0 (13)

2y —2yx A\ +X3=0 (14)
M(x*+y?—9)=0 (15)

X(-2-x)=0 (16)

A3(-1-y)=0 (17)

A1>0,A1>0,A3>0 (18)

x> 4+y>-9<0,-2—x<0,-1-y<0. (19)
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Exercise 3 - Solution

(b) We can check 8 cases of different values of A1, A2, and A3 (whether
the 3 constraints are active or not). Alternatively, it might be faster to go
through 4 separate cases: 1) x = —2 and y = —1; 2) x = —2 and
y>-1;3)x>-2andy=-1and4) x> —2and y > —1.

Case l: x=—-2andy =-1

We have )\1 = 0, /\2 = 4-, )\3 = =2

Eliminate this case since A\3 < 0

Case 2: x=—-2and y > —1

We have A\, > 0, and A3 = 0.

If A\ =0, then y=0, X\, =4, (-2,0) is a candidate.

If \; >0, then y? =5 (—2,/5) and (—2, —+/5) are candidates.
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Exercise 3 - Solution

Case 3: x > —2and y = -1

We have A\, =0, and A3 > 0.

If A\ =0, then x=0, \3 = —2. Eliminate this case since A3 < 0.

If \; >0, then x> = 8,(v/8, —1) and (—/8, —1) are candidates.

Case 4: x > —2and y > —1

We have A\, =0, and A3 = 0.

If Ay =0, then x =y =0,(0,0) is a candidate.

If Ay >0, then 2x(1 — A1) = 0 and —2y(1 + A1) = 0. Therefore, A\; =1
and y = 0. Point (3,0) is a candidate.

Checking all candidates, the unique solution is (3, 0).
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Exercise 4

Let f(x,y) = x and g(x,y) = y® — x* be two functions defined over R
Consider the following constrained problem:

min  f(x,y)
Xy

st. g(x,y)=0.

(a) Form the Lagrangian and show that it does not have any critical
points.

(b) Find all the points where the NDCQ fails.

(c) Solve the constrained minimization problem.
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Exercise 4 - Solution

(a) The Lagrangian is

L=x—p(y® —x*).

The first order conditions are

1+4ux® =0 (20)
Suy* =0 (21)
yo—x*=o0. (22)

From (21) we have either y =0 or y = 0. If 4 =0, (20) cannot
hold. If y =0, then x = 0 by (22) and, consequently, (20) cannot
hold. Thus the system (20)-(22) does not admit any solution.

(b) The NDCQ fails when %€ = & = 0. That is, 5y* = 4x* = 0, which

holds only at the point (X,y) (0,0). Notice that (0,0) belongs to
the constraint set.
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Exercise 4 - Solution

(c) The point where the NDCQ fails is just a solution candidate but not
the true solution. We do not have a solution for the constrained
minimization problem because x can go to negative infinity.
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Exercise 5

Consider the following constrained minimization problem:
min  f(x,y,z) =x*+y>+2°

st. gi(x,y,z)=x+2y+z=30
&(x,y,2) =2x —y — 3z = 10.

(a) Find the unique point that satisfies the first order conditions for
optimality.

(b) Use second order conditions to show that the point you found in (a)
is a local minimizer of f subject to gi(x,y,z) = 30 and
g2(X7y7Z) = L0
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Exercise 5 - Solution

The Lagrangian is
L=x*4+y?+ 2> — iy(x + 2y + z — 30) — po(2x — y — 3z — 10).
The first order conditions are

2x —p1 —2p2 =0
2y —2u1 + 2 =0
2z —p1 +3u2=0
x+2y+z-30=0
2x—y—3z—-10=0.

The above is a system of 5 linear equations in 5 unknowns. The unique
solution is (x, y, z, p1, o) = (10,10, 0,12, 4).
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Exercise 5 - Solution

The bordered Hessian is:

0 0 %& 9%a da

0 0 % & g g 8 ; _2 1 _13

H=lo o 1 1 [ |=|1 2 2 0 o
be dm oy o(n r 2 -1 0 2 0
babe non g 1 30 0 2
0z Oz zx zy zz

In this problem, we have n = 3 variables and m = 2 constraints. We have
to check the sign of the last n — m leading principal minors. That is, we
only need to check the sign of the determinant of the whole matrix H.
This determinant is equal to 150. Since (—1)" =1 and (—1)" = —1, and
since det(H) > 0, we conclude that H is positive definite on the
constraint set. Therefore, (10,10,0) is a strict local minimizer of f over
the given constraint set.
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