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Course outline and learning objectives

• Data and measurement

1 introduction, data
2 today: descriptive statistics
3 more descriptive statistics

• Experimental methods

1 causality and research designs
2 statistical significance
3 statistical power
4 noncompliance

• Quasi-experimental methods

1 observational data and quasi-experiments
2 difference-in-difference (DiD)
3 regression discontinuity design (RDD)
4 regression and matching

• Structural methods

• Today’s learning objectives. After this
lecture you should understand

1 the meaning of central concepts for
conditional descriptive statistics

2 how to characterize the conditional
distributions

3 how to characterize distributions of more
than one variable more generally

4 key results on recent literature on
changes in income distribution
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Conditional descriptive statistics



Conditional descriptive statistics

• Conditional descriptives are statistics of a variables
conditional on another variables
• The most important: conditional expectation

E[Y |X = x ]

i.e. expectation of random variable Y when another
random variable X takes value x

• empirical counterpart: conditional sample average

• All conditional descriptive statistics follow from the
joint distribution of two or more variables

Source: FLEED teaching data
tabstat earn, by(edul) stat(mean N)

alternatively try: tabulate edul, sum(earn)

(see the full code at course website)
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Cross tabulation

• A simple, yet efficient way to display (small)
data of two variables is cross tabulation

1 the no. rows = no. values that Y can take
2 the no. columns = no. values that X can take
3 the cells report no. observations with value (y , x)

Source: FLEED teaching data
tabulate edul woman
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Joint distribution

• A simple, yet efficient way to display (small)
data of two variables is cross tabulation

1 the no. rows = no. values that Y can take
2 the no. columns = no. values that X can take
3 the cells report no. observations with value (y , x)

• Alternatively, cross tabulation cells may report the
share of observations with value (y , x)

Source: FLEED teaching data
tabulate edul woman, cell nofreq

Matti Sarvimäki (Aalto) 3: Descriptive Statistics II Principles of Empirical Analysis 5 / 25



Joint distribution

• A simple, yet efficient way to display (small)
data of two variables is cross tabulation

1 the no. rows = no. values that Y can take
2 the no. columns = no. values that X can take
3 the cells report no. observations with value (y , x)

• Alternatively, cross tabulation cells may report the
share of observations with value (y , x)

• This is the empirical counterpart of the joint
density function

fXY (x , y) = P(X = x ,Y = y)

i.e., the probability that random variable X takes the
value x and that random value Y takes the value y

Source: FLEED teaching data
tabulate edul woman, cell nofreq
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Marginal distribution

• The marginal distribution of Y is defined as

fY (y) =
∑
x∈X

fXY (x , y)

• This is just probability of Y when not taking the
value of X into account

Source: FLEED teaching data
tabulate edul woman, cell nofreq
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Marginal distribution

• The marginal distribution of Y is defined as

fY (y) =
∑
x∈X

fXY (x , y)

• This is just probability of Y when not taking the
value of X into account

• Similarly, the marginal distribution of X is

fX (x) =
∑
y∈Y

fXY (x , y)
Source: FLEED teaching data

tabulate edul woman, cell nofreq
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Conditional distribution

• The conditional distribution of Y is defined as

fY |X (y |x) =
fXY (x , y)

fX (x)

i.e., the probability that Y takes value y conditional
that X takes value x

Source: FLEED teaching data
tabulate edul woman, cell nofreq
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Conditional distribution

• The conditional distribution of Y is defined as

fY |X (y |x) =
fXY (x , y)

fX (x)

i.e., the probability that Y takes value y conditional
that X takes value x
• Example: Probability that a working age woman

living in Finland in 2010 had a bachelor degree
• P̂(X = w ,Y = b) = .1043
• P̂(X = w) = .4883
• P̂(Y = b|X = w) = .1043

.4883 ≈ .213
• where the ”hats” indicate that we are using

estimates of the population probabilities P(·)

Source: FLEED teaching data
tabulate edul woman, cell nofreq
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Conditional expectation

• Let’s get back to conditional expectation. When Y
is discretea, the conditional expectation function
(CEF) is

E[Y |X = x ] =
∑

tfY |X (t|X = x)

aContinuous version: E[Y |X = x ] =
∫
tfY |X (t|X = x)d(t)

Source: FLEED teaching data
tabstat earn, by(edul) stat(mean N)
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Conditional expectation

• Let’s get back to conditional expectation. When Y
is discretea, the conditional expectation function
(CEF) is

E[Y |X = x ] =
∑

tfY |X (t|X = x)

i.e. population average of Y holding X fixed
• in other words: weighted average of Y, where the

weight for of each value of Y is the share of sub-
population (for whom X = x) with this value of Y

• X can also be a vector, i.e., can include many
conditioning variables

aContinuous version: E[Y |X = x ] =
∫
tfY |X (t|X = x)d(t)

Source: FLEED teaching data
tabstat earn, by(edul) stat(mean N)
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Conditional expectation

3.1. REGRESSION FUNDAMENTALS 19

notwithstandingópeople with more schooling generally earn more, on average. The average earnings gain
associated with a year of schooling is typically about 10 percent.

Figure 3.1.1: Raw data and the CEF of average log weekly wages given schooling. The sample includes white
men aged 40-49 in the 1980 IPUMS 5 percent Öle.

An important complement to the CEF is the law of iterated expectations. This law says that an
unconditional expectation can be written as the population average of the CEF. In other words

E [yi] = EfE [yijXi]g; (3.1.1)

where the outer expectation uses the distribution of Xi. Here is proof of the law of iterated expectations
for continuously distributed (Xi;yi) with joint density fxy (u; t), where fy (tjXi = x) is the conditional
distribution of yi given Xi = x and gy(t) and gx(u) are the marginal densities:

EfE [yijXi]g =

Z

E [yijXi = u] gx(u)du

=

Z (Z

tfy (tjXi = u) dt
)

gx(u)du

=

Z Z

tfy (tjXi = u) gx(u)dudt

=

Z

t

(Z

fy (tjXi = u) gx(u)du
)

dt =

Z

t

(Z

fxy (u; t) du

)

dt

=

Z

tgy(t)dt:

The integrals in this derivation run over the possible values of Xi and yi (indexed by u and t). Weíve laid
out these steps because the CEF and its properties are central to the rest of this chapter.
The power of the law of iterated expectations comes from the way it breaks a random variable into two

pieces.

Theorem 3.1.1 The CEF-Decomposition Property

yi = E [yijXi] + "i,

where (i) "i is mean-independent of Xi, i.e., E["ijXi] = 0;and, therefore, (ii) "i is uncorrelated with any
function of Xi.

Source: Angrist and Pischke (2009).
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Example:
Recent work on the widening U.S. income distribution



Income distribution

• We now have tools to understand the basic
results of the income distribution literature
• group averages
• changes over the entire distribution
• extras: top percent shares, social mobility

• Much of this research is based on tax data
• available over long time periods and many

countries, but earlier periods limited to the
top (historically, only the rich paid taxes)

• tax records never capture all income →
ongoing work to deal with the missing parts

• Lot’s of work also based on surveys,
particularly the Labor Force Survey

Source: The Economist, 28 Nov 2019
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many policymakers and popular accounts fre-
quently assume.
It is important to interpret these results in

context. The most recent birth cohorts whose
adult outcomes can be observed at present
were born no later than the early 1990s, which
is still relatively early in the rise of U.S. in-
equality. Another 10 years of data, focusing
on children born since 2000, may suggest a
different conclusion. Moreover, the fact that
mobility has stayed constant while inequality
has risen means that the lifetime relative dis-
advantage of children born to low- versus high-
income families has increased substantially;
concretely, the rungs of the economic ladder
have pulled farther apart but the chance of
ascending the ladder has not improved. Fi-
nally, it is possible to interpret the fact that
mobility has remained unchanged as evidence
that U.S. mobility would have declined had it
not been for the other compensatory steps
taken by the federal government during this
period, including, for example, expanding the
Earned Income Tax Credit for low-income work-
ers in the 1980s, enlarging the early childhood
education Head Start program in the 1990s,
and increasing federal student grant and loan
programs to support college-going (48). Declines
in racial and gender discrimination during this
period likely also complemented these policies
(49). A cautious read of the evidence is that al-
though the United States is not a “land of oppor-
tunity”by conventional economicmobilitymetrics,
it has not become less so in recent decades.

Real Earnings

A second gauge of economic health is the tra-
jectory of earnings and employment. Here, the
data present substantial cause for concern. Al-
though the substantial college wage premium

conveys the positive economic news that educa-
tional investments offer large returns, this wage
premium also masks a discouraging truth: The
rising relative earnings of workers with post-
secondary education is not simply due to rising
real earnings among college-educated workers
but is also due to falling real earnings amongnon–
college-educated workers. Between 1980 and
2012, real hourly earnings of full-time college-
educated U.S. males rose anywhere from 20% to
56%, with the greatest gains among those with
a postbaccalaureate degree (Fig. 6A). During the
same period, real earnings of males with high
school or lower educational levels declined substan-
tially, falling by 22% among high school dropouts
and 11% among high school graduates. Although
the picture is generally brighter for females (Fig.
6B), real earnings growth among females with-
out at least some college education over this three-
decade interval was extremely modest.
Accompanying the fall in real wages among

less educated workers has been a pronounced
drop in their labor force participation rates,
particularly among less educated males. Be-
tween 1979 and 2007, prior to the onset of the
Great Recession, the fraction of working-age
males in paid employment fell by 12 percentage
points among high school dropouts and 10 per-
centage points among those with exactly a high
school diploma. Conversely, employment rates were
generally stable for males with postsecondary
education and rose for females of all education
levels except for high school dropouts.
The causes for the sharp falls in real earnings

among non–college-educated workers are mul-
tiple. One likely force, as noted above, is the
ongoing substitution of computer-intensive ma-
chinery for workers performing routine task-
intensive jobs. This has depressed demand for
workers in both blue-collar production andwhite-

collar office, clerical, and administrative support
positions, and has reduced the set of middle-
skill career jobs available to non–college-educated
workers more generally (25). A second factor
is the globalization of labor markets, seen par-
ticularly in the greatly increased U.S. trade
integration with developing countries. Global-
ization has become particularly important for
U.S. labor markets since the early 1990s, when
China began its extremely rapid integration
into the world trading system. The influx of
Chinese goods lowered consumer prices but
also fomented a substantial decline in U.S. man-
ufacturing employment, contributing directly
to the decline in production worker employment
(50). A third factor impinging on the earnings
of non–college-educatedmales is the decline in the
penetration and bargaining power of labor unions
in the United States, which have historically
obtained relatively generous wage and benefit
packages for blue-collar workers. Over the past
three decades, however, U.S. private-sector union
density—that is, the fraction of private-sector
workers who belong to labor unions—has fallen
by approximately 70%, from 24% in 1973 to 7% in
2011 (51, 52).
Notably, these three forces—technological

change, deunionization, and globalization—
work in tandem. Advances in information and
communications technologies have directly
changed job demands in U.S. workplaces while
simultaneously facilitating the globalization of
production by making it increasingly feasible
and cost-effective for firms to source, monitor,
and coordinate complex production processes
at disparate locations worldwide. In turn, the
globalization of production has increased com-
petitive conditions for U.S. manufacturers and
U.S. workers, eroding employment at unionized
establishments and decreasing the capability
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Fig. 6. Change in real wage levels of full-time workers by education, 1963–2012. (A) Male workers, (B) female workers. Data and sample construction are
as in Fig. 3.

SCIENCE sciencemag.org 23 MAY 2014 • VOL 344 ISSUE 6186 849
Source: Autor (2014), Science.

• Estimates over time for E[w |E = e,G = G ], where w is weekly wage, E education level
and G is gender. Wages are divided by 1963 group-specific average wages.

https://economics.mit.edu/files/11645


16     Journal of Economic Perspectives

To be sure, this counterfactual analysis has its limitations. Perhaps with less 
inequality, average growth might have been lower (there would perhaps have been 
less innovation if million-dollar earners had not been able to earn the sums they did) 
or higher (there might have been more innovation if credit-constrained households 
had been able to earn more than they did). But the counterfactual does illustrate 
vividly the shift in income distribution.

Pitfalls of Personal Income Distributions
In March 2020, the US Bureau of Economic Analysis released a prototype 

distribution of personal income––one of the aggregate measures of income used in 
the US national accounts. These data provide an important step toward the creation 
of official distributional national accounts. But there are strong reasons to prefer 
national income over personal income.

First, personal income is specific to the US national accounts. It is not computed 
in other countries and in fact does not exist in the UN System of National Accounts. 
This makes it impossible to compare inequality internationally.
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Figure 4 
Average Annual Income Growth Rates

Source: Saez and Zucman (2019b). 
Note: This figure depicts the annual real pre-tax income growth per adult for each percentile in the 
1946–1980 period (in blue) and 1980–2018 period (in red). From 1946 to 1980, growth was evenly 
distributed with all income groups growing at the average 2 percent annual rate (except the top 
1 percent which grew slower). From 1980 to 2018, growth has been unevenly distributed with low growth 
for bottom income groups, mediocre growth for the middle class, and explosive growth at the top.
Source: Saez and Zucman (2020), Journal of Economic Perspectives.

• 1946–1980: roughly
2% annual income
growth across the
distribution among
”the 99%”

• 1980–2018: income
growth faster among
the more wealthy even
among ”the 99%”; the
very top very different
than the rest

• Next: How is this
figure constructed?

https://eml.berkeley.edu/~saez/SaezZucman2020JEP.pdf
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The U.S. income distribution, 1962–2014, bottom 95 percentiles

• Let’s start with the CDF of income
distribution in 1946
• 90/10 percentile ratio: 35.5

3.8 = 9.0
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Source: Piketty, Saez, Zucman (2018) data appendix
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The U.S. income distribution, 1962–2014, bottom 95 percentiles

• Let’s start with the CDF of income
distribution in 1946
• 90/10 percentile ratio: 35.5

3.8 = 9.0

• Adding the CDF for 1980 income
• 90/10 percentile ratio: 74.2

8.1 = 9.1
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The U.S. income distribution, 1962–2014, bottom 95 percentiles

• Let’s start with the CDF of income
distribution in 1946
• 90/10 percentile ratio: 35.5

3.8 = 9.0

• Adding the CDF for 1980 income
• 90/10 percentile ratio: 74.2

8.1 = 9.1

• Adding the CDF for 2014 income
• 90/10 percentile ratio: 122.6

6.7 = 18.2
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The U.S. income distribution, 1962–2014, bottom 95 percentiles

• Let’s start with the CDF of income
distribution in 1946
• 90/10 percentile ratio: 35.5

3.8 = 9.0

• Adding the CDF for 1980 income
• 90/10 percentile ratio: 74.2

8.1 = 9.1

• Adding the CDF for 2014 income
• 90/10 percentile ratio: 122.6

6.7 = 18.2

• Horizontal distance btw the CDFs =
dollar change for each percentile
• these are not the same people; we

are comparing percentiles
• next: from dollar changes to

annualized growth rates
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The U.S. income distribution, 1962–2014, bottom 95 percentiles

• Let’s first calculate dollar changes
• i.e., horizontal distance btw CDFs
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• Let’s first calculate dollar changes
• i.e. horizontal distance btw CDFs

• Then: relative change in income
between years a and b for quantile τ

G =
Qb(τ)

Qa(τ)

.8

.9

1

1.1

1.2

1.3

1.4

1.5

1.6

1.7

1.8

1.9

2

2.1

R
el

at
iv

e 
in

co
m

e 
gr

ow
th

10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95
Percentile

1946-1980
1980-2014

Source: Piketty, Saez, Zucman (2018) data appendix
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The U.S. income distribution, 1962–2014, bottom 95 percentiles

• Let’s first calculate dollar changes
• i.e. horizontal distance btw CDFs

• Then: relative change in income
between years a and b for quantile τ

G =
Qb(τ)

Qa(τ)

• Finally: annualization, i.e. annual
growth rate g that accumulates to G
over 34 years

(1 + g)34 = G ⇔ g = G 1/34 − 1 -.5
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The U.S. income distribution, 1962–2014, full distribution

• CDFs for very skewed distributions
are uninformative
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The U.S. income distribution, 1962–2014, full distribution

• CDFs for very skewed distributions
are uninformative ... but changes can
nevertheless be made visible

16     Journal of Economic Perspectives

To be sure, this counterfactual analysis has its limitations. Perhaps with less 
inequality, average growth might have been lower (there would perhaps have been 
less innovation if million-dollar earners had not been able to earn the sums they did) 
or higher (there might have been more innovation if credit-constrained households 
had been able to earn more than they did). But the counterfactual does illustrate 
vividly the shift in income distribution.

Pitfalls of Personal Income Distributions
In March 2020, the US Bureau of Economic Analysis released a prototype 

distribution of personal income––one of the aggregate measures of income used in 
the US national accounts. These data provide an important step toward the creation 
of official distributional national accounts. But there are strong reasons to prefer 
national income over personal income.

First, personal income is specific to the US national accounts. It is not computed 
in other countries and in fact does not exist in the UN System of National Accounts. 
This makes it impossible to compare inequality internationally.
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Figure 4 
Average Annual Income Growth Rates

Source: Saez and Zucman (2019b). 
Note: This figure depicts the annual real pre-tax income growth per adult for each percentile in the 
1946–1980 period (in blue) and 1980–2018 period (in red). From 1946 to 1980, growth was evenly 
distributed with all income groups growing at the average 2 percent annual rate (except the top 
1 percent which grew slower). From 1980 to 2018, growth has been unevenly distributed with low growth 
for bottom income groups, mediocre growth for the middle class, and explosive growth at the top.

Source: Saez and Zucman (2020), Journal of Economic Perspectives.
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Correlation



Scatter plot

• Conditional expectation is a powerful way to detect
how variables are associated with each other

• An alternative approach is to show all observations
and plot two variables against each other
• Example: persistence of income over time

• scatter plot: each dot in this graph shows each
individual’s income in 2009 and 2010

Source: FLEED teaching data
scatter earn earn t1, mcolor(navy%25) msize(vsmall)
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Matti Sarvimäki (Aalto) 3: Descriptive Statistics II Principles of Empirical Analysis 16 / 25



Scatter plot

• Conditional expectation is a powerful way to detect
how variables are associated with each other

• An alternative approach is to show all observations
and plot two variables against each other
• Example: persistence of income over time

• scatter plot: each dot in this graph shows each
individual’s income in 2009 and 2010

• The best known descriptive statistic to characterize
how two variables’ values are aligned is correlation
• here, the correlation is 0.92
• next: what does that mean?

Source: FLEED teaching data
scatter earn earn t1, mcolor(navy%25) msize(vsmall)
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Covariance

• To get to correlation, we need to first define the
covariance of Y and X

Cov(X ,Y ) = E[X − E(X )]E[Y − E(Y )]

... and its empirical counterpart

Ĉov(X ,Y ) =
n∑

i=1

(xi − x̄)(yi − ȳ)

• Here, the covariance is 256.6
• a hard number to interpret

Source: FLEED teaching data
scatter earn earn t1, mcolor(navy%25) msize(vsmall)
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Correlation

• Pearson correlation coefficient is a scaled covariance

Cor(X ,Y ) = ρX ,Y =
Cov(X ,Y )

SD(X )SD(Y )

that varies between −1 ≤ Cor(X ,Y ) ≤ 1
• just makes the number easier to interpret

Source: FLEED teaching data
scatter earn earn t1, mcolor(navy%25) msize(vsmall)

Matti Sarvimäki (Aalto) 3: Descriptive Statistics II Principles of Empirical Analysis 18 / 25



Correlation

• Pearson correlation coefficient is a scaled covariance

Cor(X ,Y ) = ρX ,Y =
Cov(X ,Y )

SD(X )SD(Y )

that varies between −1 ≤ Cor(X ,Y ) ≤ 1
• just makes the number easier to interpret

• More examples
• correlation 1

Matti Sarvimäki (Aalto) 3: Descriptive Statistics II Principles of Empirical Analysis 18 / 25



Correlation

• Pearson correlation coefficient is a scaled covariance

Cor(X ,Y ) = ρX ,Y =
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SD(X )SD(Y )

that varies between −1 ≤ Cor(X ,Y ) ≤ 1
• just makes the number easier to interpret

• More examples
• correlation 1
• correlation 0.009
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Correlation

• Pearson correlation coefficient is a scaled covariance

Cor(X ,Y ) = ρX ,Y =
Cov(X ,Y )

SD(X )SD(Y )

that varies between −1 ≤ Cor(X ,Y ) ≤ 1
• just makes the number easier to interpret

• More examples
• correlation 1
• correlation 0.009
• correlation 0
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Correlation

• Pearson correlation coefficient is a scaled covariance

Cor(X ,Y ) = ρX ,Y =
Cov(X ,Y )

SD(X )SD(Y )

that varies between −1 ≤ Cor(X ,Y ) ≤ 1
• just makes the number easier to interpret

• More examples
• correlation 1
• correlation 0.009
• correlation 0

• Correlation measures a linear dependence
• the point: possible to have perfect

dependence and zero correlation
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Regression



Regression

• A closely related approach for assessing linear dependence:
bivariate regression model

Y = β0 + β1X + ε

• Y is the dependent variable (or outcome)
• X is the independent variable (or regressor)

• observed in data

• ε is the residual (or ”error term”)
• represents the relevant unobserved factors
• defined to have E[ε] = 0

• parameters: β0 (constant), β1 (regression coefficient)
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Matti Sarvimäki (Aalto) 3: Descriptive Statistics II Principles of Empirical Analysis 19 / 25



Regression

• A closely related approach for assessing linear dependence:
bivariate regression model

Y = β0 + β1X + ε

• Y is the dependent variable (or outcome)
• X is the independent variable (or regressor)

• observed in data

• ε is the residual (or ”error term”)
• represents the relevant unobserved factors
• defined to have E[ε] = 0

• parameters: β0 (constant), β1 (regression coefficient)
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Matti Sarvimäki (Aalto) 3: Descriptive Statistics II Principles of Empirical Analysis 19 / 25



Regression

Y = β0 + β1X + ε

• Question: How should we set β0 and β1 to best
describe the data?

Source: FLEED teaching data
scatter earn earn t1
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Regression

Y = β0 + β1X + ε

• Question: How should we set β0 and β1 to best
describe the data?

• One answer : Ordinary Least Squares (OLS)

arg minβ0,β1

n∑
i=1

[Yi − (β0 + β1Xi )]2

Source: FLEED teaching data
scatter earn earn t1
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Regression

Y = β0 + β1X + ε

• Question: How should we set β0 and β1 to best
describe the data?

• One answer : Ordinary Least Squares (OLS)

arg minβ0,β1

n∑
i=1

[Yi − (β0 + β1Xi )]2

• In words: let’s find the values of β0 and β1 that
minimize (the square of) the difference between
observed data and regression model’s prediction

Source: FLEED teaching data
the code is available at the course’s website
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Regression

Y = β0 + β1X + ε

• Question: How should we set β0 and β1 to best
describe the data?

• One answer : Ordinary Least Squares (OLS)

argminβ0,β1

n∑
i=1

[Yi − (β0 + β1Xi )]2

• In words: let’s find the values of β0 and β1 that
minimize (the square of) the difference between
observed data and regression model’s prediction
• here, the answer is: β̂0 = 2.49, β̂1 = 0.93

Source: FLEED teaching data
regress earn earn t1
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Regression vs correlation

• Turns out that correlation and bivariate regression
are closely related, namely:

β1 =
Cov(X ,Y )

Var(X )

• Compare to Pearson correlation coefficient:

ρX ,Y =
Cov(X ,Y )√

Var(X )
√
Var(Y )

• In our example
• β̂0 = 2.49, β̂1 = 0.93
• ρ̂X ,Y = 0.92

• Here, ρ̂X ,Y ≈ β̂1 because
Var(X ) ≈ Var(Y )

• In other applications numerical
values may differ ... but this is
just a matter of different scaling
• i.e., both measure essentially

the same thing
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Regression and Expectation

• If the conditional expectation function (CEF) of Y is linear in X, then:

E[Y |X = x ] = β0 + β1x

• Even if CEF is not linear, regression still provides an approximation
• specifically, regression is the best minimum mean squared error linear

approximation of CEF (more about this in later courses)
• for many (not all) applications, this is good enough ... particularly when

using multivariate regression to make it more flexible (next example)
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Example: Age and income



Association between age and income

• Question: How does income vary with age?
• scatter plot of the full data

Source: FLEED teaching data
scatter earn age
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Association between age and income

• Question: How does income vary with age?
• scatter plot of the full data
• adding a little bit of noise sometimes

makes the pattern more visible

Source: FLEED teaching data
scatter earn age, jitter(10)
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Association between age and income

• Question: How does income vary with age?
• scatter plot of the full data
• adding a little bit of noise sometimes

makes the pattern more visible

• Let’s use the measures of linear dependence
• ρ̂X ,Y = 0.28
• estimating regression Y = β0 + β1X + ε yields

parameter estimates of β̂0 = 10, 654, β̂1 = 297
I note that these estimates are in euros, while the

figure’s y-axis is in thousands of euros

Source: FLEED teaching data
the code is available at the course’s website
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Association between age and income

• Question: How does income vary with age?
• scatter plot of the full data
• adding a little bit of noise sometimes

makes the pattern more visible

• Let’s use the measures of linear dependence
• ρ̂X ,Y = 0.28
• estimating regression Y = β0 + β1X + ε yields

parameter estimates of β̂0 = 10, 654, β̂1 = 297

• Are these helpful summary statistics?
• what do they imply for E[Y |X = x ]?

Source: FLEED teaching data
the code is available at the course’s website
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Association between age and income

• Question: How does income vary with age?
• scatter plot of the full data
• adding a little bit of noise sometimes

makes the pattern more visible

• Let’s use the measures of linear dependence
• ρ̂X ,Y = 0.28
• estimating regression Y = β0 + β1X + ε yields

parameter estimates of β̂0 = 10, 654, β̂1 = 297

• Are these helpful summary statistics?
• what do they imply for E[Y |X = x ]?

• Compare to sample average by age
• these are nonparametric estimates for E[Y |X = x ]
• any ideas about how to improve the fit?

Source: FLEED teaching data
the code is available at the course’s website
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Association between age and income

• Let’s use a multivariate regression model:

Y = β0 + β1X + β2X
2 + ε

• Now, the estimates that best fit the data best are:

β̂0 = −37, 549, β̂1 = 2.857, β̂2 = −31

Source: FLEED teaching data
the code is available at the course’s website
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Association between age and income

• Let’s use a multivariate regression model:

Y = β0 + β1X + β2X
2 + ε

• Now, the estimates that best fit the data best are:

β̂0 = −37, 549, β̂1 = 2.857, β̂2 = −31

• Are these helpful summary statistics?
• seems pretty good for approximating E[Y |X = x ]

within the 15–70 age range (the figure)
• less so outside this age range, e.g., suggest that

expected income of a new-born would be -37,549¿

• General lesson: looking at the data in several ways
almost always a good idea

Source: FLEED teaching data
the code is available at the course’s website
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Summary

• Today we learned the basics tools for characterizing joint distributions
• You should now know well the following concepts:

• joint, marginal and conditional distribution
• conditional expectation function
• cross tabulation, scatter plots
• covariance and correlation
• regression, ordinary least square (OLS)
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Extra 1: Top 1%



Emmanuel Saez and Gabriel Zucman     13

is reported on tax returns. Untaxed capital income includes undistributed corpo-
rate profits, the imputed rents of homeowners, capital income paid to pension 
accounts, and dividends and interest retained in trusts, estates, and fiduciaries.

Piketty, Saez, and Zucman (2018) estimate the distribution of 100 percent of 
national income by combining national accounts, tax, and survey data. As Figure 3 
shows, in both fiscal income and national income statistics, the share of income 
earned by the top 1 percent was high before the 1930s and fell from the 1930s to 
the 1970s before rising again from the late 1970s on. This U-shaped evolution of 
income concentration is a bit less spectacular when one looks at national income 
rather than fiscal income, mainly because only the fraction of corporate profits paid 
out as dividends are included in fiscal income statistics, while all corporate profits 
are included in national income. Accounting for the totality of corporate profits 
generally increases the top 1 percent income share, but the effect is stronger in the 
post-World War II years, a time before the rise of pension plans somewhat broad-
ened equity ownership.

One virtue of distributional national accounts is that they are not affected by 
legal changes in business organization. In the United States, a growing number 
of businesses have been organized as “pass-through” entities since the late 1980s. 
The income of pass-through entities—partnerships, S-corporations, sole proprietor-
ships—is not subject to the corporate income tax; instead, all the income of these 

Figure 3 
Share of Income Earned by the Top 1 Percent

Note: This figure compares the share of fiscal income earned by the top 1 percent tax units (from Piketty 
and Saez 2003, updated series including capital gains in income to compute shares but not to define 
ranks, to smooth the lumpiness of realized capital gains) to the share of pre-tax national income earned 
by the top 1 percent equal-split adults (from Piketty, Saez, and Zucman 2018, updated September 2020, 
available on WID.world).
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Source: Saez and Zucman (2020), Journal of Economic Perspectives.

• US top 1% share
based on tax data
only and Distribu-
tional National
Accounts by PSZ

https://eml.berkeley.edu/~saez/SaezZucman2020JEP.pdf
https://eml.berkeley.edu/~saez/PSZ2018QJE.pdf
https://eml.berkeley.edu/~saez/PSZ2018QJE.pdf
https://eml.berkeley.edu/~saez/PSZ2018QJE.pdf
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Top 10% Income Shares in the US and France, 1910-2018 

Top income shares of pretax national income among adults (income within married couples equally split). 
Source is Piketty, Saez, Zucman (2018) for US and Piketty et al. (2020) for France.

US pre-tax

France, pre-tax

Source: Saez (2021), AEA Distinguished Lecture.

• Comparable
measures
constructed for
many countries
and made
available through
the WID database

https://youtu.be/a-RRXUAwqL8?t=1750
https://wid.world
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Top 10% Income Shares in the US and France, 1910-2018 

Top income shares of pretax and posttax national income among adults (income within married couples 
equally split). Source is Piketty, Saez, Zucman (2018) for US and Piketty et al. (2020) for France.

France, post-tax

US pre-tax

US post-tax

France, pre-tax

Source: Saez (2021), AEA Distinguished Lecture.

• Comparable
measures
constructed for
many countries
and made
available through
the WID database

• Taking into
account taxes and
transfers matters

https://youtu.be/a-RRXUAwqL8?t=1750
https://wid.world


Extra 2: Intergenerational mobility



Intergenerational mobility

• A complementary way to think
about inequality is based on the
idea of equality of opportunities
• the extent to which people

compete on a “level playing
field” vs. inherit their position

• An incomplete, but powerful
measure

E[pc |Pp = pp]

where pc is the child’s position
in (lifetime) income distribution
and pp is her parent’s position
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FIGURE II

Association between Children’s and Parents’ Percentile Ranks

These figures present nonparametric binned scatter plots of the relationship between children’s and parent’s percentile income
ranks. Both figures are based on the core sample (1980–1982 birth cohorts) and baseline family income definitions for parents and
children. Child income is the mean of 2011–2012 family income (when the child is approximately 30 years old), and parent income is
mean family income from 1996 to 2000. Children are ranked relative to other children in their birth cohort, and parents are ranked
relative to all other parents in the core sample. Panel A plots the mean child percentile rank within each parent percentile rank bin.
The series in triangles in Panel B plots the analogous series for Denmark, computed by Boserup, Kopczuk, and Kreiner (2013) using a
similar sample and income definitions. The series in squares plots estimates of the rank-rank series using the decile-decile transition
matrix from Corak and Heisz (1999). The series in circles in Panel B reproduces the rank-rank relationship in the United States from
Panel A as a reference. The slopes and best-fit lines are estimated using an OLS regression on the microdata for the United States and
on the binned series (as we do not have access to the microdata) for Denmark and Canada. Standard errors are reported in
parentheses.
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... in Finland
Figure 2: Child vs parent income and earnings percentile - 1978-1982 birth cohorts
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(a) Child vs parent earnings percentile
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(b) Child vs parent gross income percentile

����������ELUWK�FRKRUWV
5��� ��������

5DQN�UDQN�VORSH� ����������
������

��
��

��
��

��
��

��
&
KL
OG
�,Q
FR
P
H�
SH
UF
HQ
WLO
H

� �� �� �� �� ���
3DUHQW�,QFRPH�SHUFHQWLOH

(c) Child vs parent disposable income percentile

Notes: Earnings is defined as the sum of employment and self-employment earnings. Gross income is defined as the personal monetary

incomes and benefits including capital income and including all the taxable transfers. Disposable income is defined as net income (sum of

earned income, entrepreneurial income, property income, and current transfers received) after taxes and other levies. See Figure 1 for further

notes. Figures are the same, but this figure shows the results for the 1978 to 1982 birth cohorts instead.
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Source: Unpublished, ongoing work.
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