
Topics in Game Theory: Learning,
Experimentation, and Information

Outline for the lectures of Part 2
Pauli Murto

Aalto University and Helsinki GSE

March 23, 2022

1 Outline for the lectures of Part 2

In these three lectures, we will focus on the two-armed bandit model in continu-
ous time. Two versions of that model, a Poisson bandit model and a Brownian
bandit model have both been in extensive use in economics. First, we will ana-
lyze the experimentation problem of a single decision maker in both the Poisson
and Brownian versions of that model. Next, we will intrdoduce strategic ele-
ments into that model in order to focus on informational externalities. Finally,
we will look at some selected extensions/applications. The goal of these lectures
is to give a basis for reading applied papers based on this framework. A very
non-exhaustive list of references to such papers is given below.

1.1 Lecture 1 (24.3.)

In the �rst lecture, we will introduce the classical two-arm bandit problem in
continuous time. To see clearly its connection to the models analyzed so far, I
state here the discrete-time version of the model:

� Time periods t = 0; 1; :::

� Discounting per period � = e�r�, where � is the period length

� A decision maker chooses in each period an action at 2 fsafe (S) ; risky (R)g

� The risky arm has an unknown permanent state � 2 fgood (G) ; bad (B)g
with prior p0 = Pr (� = G) 2 (0; 1).

� The decision maker maximizes the expected discounted stream of rewards:

E
X

t=0;1;:::

e�rt�� (at; �) ;

where expectation is over � and the chosen sequence fatg.
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� The reward using the safe arm is constant � (S; �t) = s �� irrespective of
state �

� The reward for the risky arm is random, and we will focus on two alter-
native formulations:

� Model 1:
� (R; �) =

�
h with probability �� ��;

0 with probability 1� �� ��;
where s, h, �G, �B are positive parameters such that �Bh < s < �Gh.

� Model 2:
� (R; �) = ���+ �

p
�Z;

where �B < s < �G, � > 0, and Z is a standard normal random variable.

� In the continuous time limit �! 0, Model 1 is the "Poisson bandit" and
Model 2 is the "Brownian bandit" model.

� We will do the analysis in the lecture (see references below for material)

1.1.1 Key references for lecture 1:

� For the Poisson bandit problem, see e.g. the cooperative solution in Keller
and Rady (2010). A more mathematical treatment is in Presman (1990).

� For the Brownian problem, see e.g. the cooperative solution in Bolton and
Harris (1999). A more general and mathematically rigorous treatment is
in Cohen and Solan (2013)

1.2 Lecture 2 (29.3.)

In the second lecture, we will analyze a multi-player version of the two-armed
bandit problem. In such a model of "strategic experimentation", N players face
a choice problem analyzed in lecture one, and each player observes in real time
the action choices and realized payo¤s of each other. Hence, in addition to their
own experimentation, the players also learn from the other players�experimen-
tation, which creates an informational externality. We will discuss how this
distorts the incentives to experiment and what this means in applications.

1.2.1 Key references for lecture 2:

The �rst paper that analyzed a model of strategic experimentation was Bolton
and Harris (1999), who utilized the Brownian bandit model. Keller, Rady, and
Cripps (2005) analyzed a "perfectly revealing news" version (i.e. one where
�B = 0) of the Poisson bandit model and Keller and Rady (2010) extended that
analysis to the more general Poisson bandit model. All these papers restrict the
solution concept to be Markov Perfect Equilibrium. Hörner, Klein, and Rady
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(forthcoming) extend beyond that solution concept and show that better out-
comes are achievalbe in "strongly symmetric equilibrium". Their analysis also
extends to a more general Levy-bandit model that encompasses both Brownian
and Poisson models as special cases.

1.3 Lecture 3 (31.3.)

In the third lecture, we will discuss some modi�cations/applications of the model
of strategic experimentation. In the model analyzed in Lecture 2, the agents
observe both the action choices and the action outcomes (rewards) of the other
agents. One may ask what happens if agents�observations are more limited:

� What if agents only observe the action choices of each other, not rewards?
Rosenberg, Solan, and Vieille (2007) and Murto and Välimäki (2011) an-
alyze such models.

� What if agents only observe action outcomes but not action choices? Bon-
atti and Hörner (2011) is such a model.

1.4 Possible papers for student presentations

The two-armed bandit framework has been extensively utilized as an incredi-
ent in applications. Here are some examples of such papers. We don�t have
time to discuss these in the lecture, but they make suitable topics for student
presentations:

� Papers utilizing Poisson bandit framework: Bergemann and Hege (2005),
Bonatti and Hörner (2011), Che and Hörner (2018), Halac, Kartik and
Liu (2017), Hörner and Samuelson (2013), Malueg and Tsutsui (1997),
Strulovici (2010).

� Papers utilizing Brownian bandit framework: Bergemann and Välimäki
(1997), Bergemann and Välimäki (2000), Bonatti (2011), Gul and Pe-
sendorfer (2012), Laiho, Murto and Salmi (2022).
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