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Preface

The Seminar on Network Security, Seminar on Internetworking and Sem-

inar on Software Technology and Systems Research were previously sepa-

rate Master’s level courses in computer science at Aalto University. These

seminar courses have now merged into one seminar course. These sem-

inar series have been running continuously since 1995. From the be-

ginning, the principle has been that the students take one semester to

perform individual research on an advanced technical or scientific topic,

write an article on it, and present it on the seminar day at the end of

the semester. The articles are printed as a technical report. The topics

are provided by researchers, doctoral students, and experienced IT pro-

fessionals, usually alumni of the university. The tutors take the main

responsibility of guiding each student individually through the research

and writing process.

The seminar course gives the students an opportunity to learn deeply

about one specific topic. Most of the articles are overviews of the latest

research or technology. The students can make their own contributions in

the form of a synthesis, analysis, experiments, implementation, or even

novel research results. The course gives the participants personal con-

tacts in the research groups at the university. Another goal is that the

students will form a habit of looking up the latest literature in any area

of technology that they may be working on. Every year, some of the semi-

nar articles lead to Master’s thesis projects or joint research publications

with the tutors.

Starting from the Fall 2015 semester, we have merged the three courses

into one seminar that runs on both semesters. Therefore, the theme of the

seminar is broader than before. All the articles address timely issues in

security and privacy, networking technologies and software technology.

These seminar courses have been a key part of the Master’s studies in

several computer-science major subjects at Aalto, and a formative expe-

rience for many students. We will try to do our best for this to continue.

Above all, we hope that you enjoy this semester’s seminar and find the

proceedings interesting.
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1 Introduction

In recent years, Machine learning (ML) models have been a central part

of most modern applications. Such models are at the heart of e-commerce

applications, streaming services, and search engines. These models man-

age the critical infrastructure of the banking, healthcare, and transporta-

tion industries. As those systems mature, it has become increasingly

important to develop observability for debugging, logging, and monitor-

ing the operation of the ML component in those systems. Traditionally,

ML models were treated as black boxes. That is, in cases of performance

degradation, it is difficult to know which combination of data points and

hyperparameters had this influence on the model and why. The ad-hoc

way of handling the failures of ML systems was through repeated experi-

mentation and hyper-parameters tunning.

The ML community has proposed a diverse set of tools and techniques

to address this problem. For logging, industry tools such as MLflow [24]



and Weights & Biases [1] are widely adopted to track experiments during

the training phase of those models. Data Unit Tests [20] and Data Debug-

gers [19] were introduced to ensure the quality of data coming through

the system. Such tools are tailored for individual components in the ML

pipeline without providing end-to-end visibility into the platform’s perfor-

mance. A handful of tools were proposed to fill this gap, such as Apple’s

Overton [18] and IBM’s Maro [4]. However, the majority of these tools are

not optimal. Overton requires exclusive use of their platform for the en-

tire pipeline [18], and Maro only supports Scikit-learn and requires access

to the history of previous training rounds.

This paper explores the different techniques and tools that could be used

to monitor, debug, and log machine-learning pipelines.

2 Background: Machine Learning Pipelines

Machine learning models are an integral part of a variety of applications

spanning a multitude of domains. Regardless of the downstream task, the

majority of those models undergo the same development and deployment

lifecycle. As shown in figure 1, ML development lifecycle consists of three

main stages: data management, model development, and model serving

[10].

Data Management
Model Selection Model Training Model Evaluation Model Serving

Data Manag... Model Managment Model Serving

Figure 1. ML lifecycle. It includes data management, model training and evaluation,
and model serving.

The data management stage encapsulates the techniques and tools used

to store and transform the data used in ML pipelines. A multitude of

tools are published every year to optimize the storage and retrieval of

different formats of data over various file systems. Upon retrieval, data

points typically undergo multiple stages of transformations in order to be

usable by the model. For example, most ML frameworks provide tools to

impute missing values, scale, reshape, or even drop data points. Further,



to compensate for the lack of real data, many researchers started adopting

various data augmentation techniques to their pipelines. To mention a

few, researchers augment their data by applying linear transformations

or adding white noise to the data [23]. In addition, they could depend

on entirely synthetic data generated from auto-encodes and generative

adversarial models [21].

The model development stage represents the activities involved with se-

lecting the hyper-parameters of the systems and fitting the parameters of

the selected model. The process of selecting the optimal hyper-parameters

is iterative in nature. That is, researchers run different experiments with

different combinations of hyperparameters before selecting the optimal

ones. Those experiments could be performed manually or automatically.

Multiple tools, such as MlFlow [24], were introduced to facilitate keeping

records of the different experiments and their results. Further, tools, such

as AutoML [7], perform an optimized search for the optimal hyperparam-

eters in more constrained ranges, thus leading to convergence faster.

Lastly, the model serving stage describes the process of exposing the ML

model for users to query. This could be achieved by manually packaging

the model and serving it through a RESTful API. Alternatively, this could

be realized through using out-of-the-box tools such as TensorFlow Serv-

ing, AWS Sagemaker, or Cortex.

Models typically are subject to iterations of retraining to incorporate the

newly collected data. Most out-of-the-box model serving tools facilitate the

retraining process [15]. Thus, periodically, data gets transformed, and

models get re-trained and served. However, this process is error-prone

since there are no guarantees that the newly added data points are se-

mantically correct. Thus, the need for rigorous observability mechanisms

has become more pressing.

3 Data: monitoring and debugging techniques

Machine learning applications are typically described as data-driven pro-

gramming [2]. The performance of a model is bounded by the quality of

the data used during training. Similarly, if the performance of a model

is degrading, this would be directly related to the degraded quality of the

training data. Thus, the task of debugging ML models revolves around

debugging their training data. To mention a few, data could be corrupted

because of skewed data distribution, misconfiguration errors in the pre-



processing pipeline, or inaccurate labeling.

Numerous techniques are proposed by the research community to ad-

dress those problems. Dagger was introduced to be a “data debugger.”

Dagger provides a framework-agnostic interface that provides high-level

abstractions that enable researchers to monitor and debug the lineage of

the data through their ML pipeline [19]. In Dagger’s terminology, each

pre-processing step is thought of as a “block.” Those blocks are used to

construct a directed acyclic graph (DAG) to describe the execution of the

pipeline. As data points undergo different transformations through each

block, Dagger keeps track of the changes, Deltas, happening to each row

of data. Dagger also could be used to insert data breakpoints between

different pre-processing blocks. Further, Dagger provides an interface to

split the pipeline resulting in forked pipelines running using different hy-

perparameters [19]. Thus, it enables comparing the performance of those

different pipeline splits. Lastly, Dagger comes with a DQL (Dagger Query

Language) that could be used to query the logging manager for different

versions of the data at different stages of the pipeline [19]. In addition to

DQL, a preliminary version of Dagger is integrated into data civilizer 2.0,

enabling researchers to debug their pipeline through an intuitive GUI.

Additionally, MLinspect targets the data distribution problem [6]. It is

framework and language-independent. Similar to Dagger, It transforms

the pipeline into a graph presentation. However, in MLinspect, nodes are

snapshots of the data and edges are the transformations applied over the

data. At each node, it keeps track of the data distribution of the differ-

ent variables in the dataset. MLinspect comes with a GUI where users

could hover over the node and explore the statistics associated with each

snapshot of the data.

As we could have noticed in the aforementioned tools, debugging is per-

formed at the data level independently of the performance of the down-

stream prediction task. Flokas et al. introduced a complaint-based de-

bugging mechanism to solve this problem [5]. Basically, domain experts

could define rules describing how the model should be performing. Then,

the data is transformed to enable the model to follow the pre-specified

rules. Further, to avoid the cost of retraining the model with the newly

refined data, Flokas et al. utilized Influence Functions [9] to manipulate

the behavior of the model until it reaches the desired state.



Data Management
Model Selection Model Training

Data Manag... Model Managment

MLinspect

Dagger

MLinspect

Dagger

Complaint-bas...

Figure 2. A summary of the different tools that could be used to debug data related prob-
lems

4 Models: monitoring and debugging techniques

The second main component of the ML pipelines is the model. Assuming

a model is malfunctioning, the second step after debugging data would be

debugging the model itself. The research community proposes an array

of tools that could be used for this purpose. In [3], Ariadne, an analy-

sis tool for machine learning programs, utilized static analysis techniques

to localize errors during the development process of the model. BugDoc

[13] and Maro [4] incorporated iterative approaches to identify errors’ root

causes. Further, OMG [8] used model performance assertion to make

sure that the model is behaving as expected. Lastly, others [22], [14]

proposed using model management and versioning tools to compare the

performance of different variations of models.

BugDoc and Maro are iterative debugging tools. On one hand, Bug-

Doc could assist in localizing errors in any computational pipelines. On

the other hand, Maro could only be used to debug AutoML pipelines. In

essence, both tools are capable of determining the root cause of errors and

providing a natural language explanation for what went wrong. However,

Maro is additionally capable of automatically remediating the pipeline [4].

Bugdoc takes as input 1) a pipeline description, 2) a history of the runs

of the pipeline, and 3) an evaluation function to determine if the pipeline

succeeds or fails [13]. Then, it produces a report about the possible root

causes of the failure of the pipeline if any.

BugDoc uses two main algorithms to determine the root cause of the er-

ror. The first algorithm is refered to as Shortcut. It assists in determining

single hyperparameter misconfigurations in the system. To detect more

complex misconfiguration errors, a second algorithm, Debugging Decision

Tree, is used. The output of both algorithms is fed into the explainer

module whose main function is to describe the root cause of the error in



natural language description. On the other hand, Maro models bug local-

ization as a search problem over the set of all possible hyperparameters

used in the pipeline. It uses Satisfiability Modulo Theories (SMT) Solvers

to localize the error [4], as well as derives a set of constraints over the

original model to describe the error. Then, using those constraints, it

identifies the best configuration for the pipeline that would eliminate the

detected errors. Lastly, similar to BugDoc, the identified constraints are

fed to the explainer module which provides a description of the error in

natural language.

Realizing the importance of Boolen Assetions in software production,

Kang et al. in [8] introduced the idea of model assertions which could be

used to enforce expectations over the behavior of the model. Assertions

could either be soft (probabilistic) or hard (deterministic). The paper pro-

posed OMG Model Guardian which consists of an API to specify asser-

tions, a runtime system, and a logging mechanism. OMG (OMG Model

Guardian) could be used to enforce assertions during both development

and deployment. Further, it could be used to encode corrective actions

when the model fails any of the pre-defined assertions. Lastly, since the

logging manager keeps track of the instances when our model fails, those

records could be utilized during the process of active learning. As reported

by Kang et al, OMG increased the accuracy of a Single Shot Detection

(SSD) [12] model from 40.4% to 82.6% [8].

Lastly, model versioning mechanisms are essential for the effective de-

bugging and monitoring of ML pipelines. The need for model version-

ing arises from the nature of the ML lifecycle. As developing ML models

pertains to extensive experimentation, manually keeping track of all the

versions, their related artifacts, and their corresponding performances

becomes impractical. Further, without proper versioning and archiving

mechanisms, storing snapshots of production models required hundreds

of MBs or even GBs. Multiple tools were proposed to solve those problems.

ModelDB was one of the earliest systems for versioning ML systems [22].

It had client libraries that could be integrated with ML environments,

such as Spark and Scikit-learn. As researchers conduct their experimen-

tations, ModelDB collects metadata about the model parameters in the

background and sends it to a hosted backend. Using this system, re-

searchers have access to an interface where users could browse through

the different medals and their associated metadata [22]. Furthermore,

Modelhub, a lifecycle management tool for deep learning, presented a sys-



tem that enabled effective debugging and exploration for model versions

[14]. Modelhub introduced a model versioning system (DLV) along with

a Domain Querying Language (DQL) that enables researchers to explore

the models in a repository based on the network architecture or any of

the selected hyper-parameters. Distinctive features of ModelHub include

its efficient storage mechanism along with its optimized query execution

planner. Additionally, ModelHub could be deployed to enable model shar-

ing among teams.

Model Selection Model Training Model Evaluation

Model Managment
Maro  BugDoc

OMG Model G...

ModelHub ModelDB

Figure 3. A summary of the different tools that could be used to debug model-related
problems

5 Inference: monitoring and logging techniques

The next step in the ML lifecycle is model deployment. Models in produc-

tion commonly experience performance degradation. This happens be-

cause the training data doesn’t always have the same distribution as the

real-world data. As time progress, changes in the user-generated data

might render models ineffective. Additionally, in cases of Continuous

Training and Continuous Deployment (CT/CD), the parameters of mod-

els are prone to poisoning and drifting. For example, under a brute force

attack, a fraud detection model, if left unmonitored, would be trained on

an uneven distribution of fraud transactions [17]. Thus, the model might

make more false-positive predictions, i.e. predicting that more transac-

tions are fraudulent, leading to a degradation of the overall performance

of the system. To address this problem, multiple open-source and pro-

prietary tools were proposed. Most of those tools provided capabilities to

monitor and detect drifts. Further, most of them are equipped with log-



ging mechanisms that would enable debugging the performance degra-

dation of models. Since performance monitoring is essential for reliable

AI, many enterprise solutions were proposed, such as Amazon SageMaker

Model Monitor [16], SAMM by Feedzai [17], and Fiddler.ai. Further, many

open-source solutions exist, such as Great Expectations, Angur, and Why-

logs. Most of those tools share similar functionalities. In this section, we

are presenting the overall architecture of a representable subset of those

tools.

Amazon SageMaker Model Monitor is one of the most used model mon-

itoring tools. It is designed for scalability and usability, and it easily inte-

grates with Amazon Web Services (AWS) tools. SageMaker Model Moni-

tor consists mainly of three components: a model monitor, data collection

endpoints, and a scheduler. The concept of Data Sketches is essential to

understand how SageMaker Model Monitor works [16]. Basically, through

the data collection endpoint, a summary of the data is accumulated in a

Data Sketch Object. Then, the model monitor component queries those

Data Sketch Objects to get different measurements about the model, the

input data, and the predictions made. The execution frequency of this

process is managed by the scheduler module. SageMaker Model Monitor

is equipped with numerous functions that could assist in detecting drifts

in model fairness and in model feature attributions. When the Model

Monitor detects any of those drifts beyond a preconfigured threshold, it

triggers alarms and produces a report with the preliminary root cause

analysis [16].

The majority of the monitoring tools assume the existence of immediate

labels, a ground truth, which could be used to assess the performance of

the model. This is only possible in limited scenarios. For example, con-

sider a case where a model is predicting whether, for example, a user is

going to click on a certain link. Then, in a few seconds, the ground truth

about the user behavior is reported. However, in most cases, human input

is needed for labeling, and this process is slow and unreliable. This moti-

vated the work done on the Streaming System for Automatic Model Mon-

itoring (SAMM) by Feedzai [17]. This system operates on data streams

of the input data feed into the model under observation. And it computes

a signal indicating the shift in the distribution of the data compared to

historical records of data. In [17], the authors proposed a novel, constant-

time streaming algorithm SPEAR for percentile estimation using a fixed

number of bins. Users could select a certain threshold before alarms could



Enterprise Drift Detection Drift Induction

for unlabled data and Analysis

AWS SageMaker Model Monitor SAMM Augur

Fiddler.ai - -

Arize AI - -

Evidently - -

Table 1. A summary of the different tools that could be used to debug model performance
problems

be triggered. Lastly, SAMM includes a configurable response module that

could trigger retraining for the model.

In [11], Augur was proposed to address the explainability problem with

the monitoring of the performance of the ML models. That is, although

different tools such as Amazon SageMaker Model Monitor [16] and SAMM

[17] could detect the occurrence of data drifts, they don’t provide a system-

atic analysis of the underlying cause and the type of drifts. Lewis et al.

listed the different types of drift that could occur. Concept drifts happen

when the underlying relationship between the features and the output,

p(y|x), changes. Feature drift happens when the distribution of the input

to the model, p(x), changes. Label drift happens when the distribution of

the output of the model, p(y), changes. Further, those types of drifts could

be categorized into continuous, abrupt, and re-occurring [11]. Angur ad-

dressed this problem by creating a simulation test environment where

different types of data drifts could be induced into the model. Then, it

generates a report of the best metrics and thresholds that could be used

to detect the different types and categories of drifts.

6 Conclusion

This paper presents an overview of the different technologies and tech-

niques that could be used to debug and monitor Machine Learning appli-

cations. As shown in figure 4, The paper was organized according to the

ML lifecycle, and it aims to asset systems designers select the right tools

for each stage of the ML pipeline. For the data management stage, this pa-

per discussed data flow debuggers, complaint-based data assertions, and

data distribution debuggers. For the model fitting stage, an overview of



iterative debugging tools such as Maro and BugDoc was presented. Fur-

ther, we discussed how ideas from the software industry such as Boolen

Assertion and Software Versioning could be used to debug and monitor

ML applications. For the model serving stage, we discussed the reasons

behind the performance degradation of models. Further, we presented a

sample of different enterprise performance monitoring tools such as Ama-

zon SageMaker Model Monitor, SAMM, and Angur.

Data Management
Model Selection Model Training Model Evaluation Model Serving

Data Manag... Model Managment Model Serving

MLinspect

Dagger

MLinspect

Dagger

ModelHub...
OMG

SageMaker...

SAMM

Angur
Complaint-bas...

Maro

BugDoc

Figure 4. A summary of the different tools that could be used to debug and monitor ML
applications.
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Abstract

Formal verification is a powerful technique for ensuring the security, cor-

rectness, and efficiency of security protocols, but it can be complex and time-

consuming to conduct manually. Fortunately, many tools have been devel-

oped to automate formal verification, and this paper provides an analysis

and classification of these tools to help developers and researchers under-

stand their variety and differences and choose the most appropriate one

for their security protocol. The paper discusses the applications of formal

verification, the challenges associated with it, and various tools available

for automated formal verification. The analysis and classification of these

tools are presented in a diagram to facilitate their comparison and selec-

tion. This paper contributes to the development and improvement of formal

verification techniques and tools, ultimately leading to stronger security

and correct and efficient security protocols.

KEYWORDS: formal verification, security protocols

1 Introduction

Security protocols are rules designed to protect data and ensure secure

communication. They define how information is exchanged between par-



ties and how it is protected from unauthorized access. Typically, such pro-

tocols leverage cryptography for data protection. Security protocols are

used in many areas, including internet communication, mobile devices,

financial transactions, and healthcare. Given their widespread use and

critical importance in protecting sensitive information, it is essential to

ensure their security and correct implementation.

Formal verification is one technique to verify the correctness and secu-

rity of security protocols, by checking whether they comply with the spec-

ification using formal mathematical proofs. Formal verification provides

exhaustive coverage of all possible inputs and paths, and a mathematical

proof that predefined properties hold (or do not).

Formal verification can be complex and time-consuming, so many tools

have been developed for its automation, including [6, 16, 7]. Their main

purpose is to help create formal models of security protocols, and auto-

matically verify the desired properties. They have proved their efficiency

before [13, 19, 22].

Different tools usually focus on specific properties they prove. Since

most of the tools have their own descriptive language for models, it is dif-

ficult to use several of them, as it would require a new model specification.

With a huge number of existing tools, it may be difficult to understand

their differences and advantages to choose a suitable one. Also, there ex-

ists an implementation gap [22]. Most of the formal verification tools only

verify models described in a specific formal language. It is still a challenge

to provide a source code (or a machine code) that would be just as secure

and correct.

To address these problems, this paper discusses how formal verification

can be used to reach different goals, including the security of a protocol,

correctness, efficiency, and security of implementations. In addition, this

paper provides analysis and classification of existing formal verification

tools in form of Fig. 1. This can help developers and researchers under-

stand the variety of formal verification tools, choose a tool suitable for

their security protocol, and understand how (and if) it can be translated

to a high-level language or machine code.

This paper is organized as follows. Section 2 discusses applications of

formal verification. Section 3 reviews existing tools and presents them

in a diagram showing possible connections and translations. Section 4

discusses existing challenges formal verification faces when dealing with

security protocols. Finally, Section 5 presents some concluding remarks.



2 Applications of formal verification

Formal verification of cryptography can be applied to three main areas:

protocol-level security, functional correctness and efficiency, and security

of implementations [20]. Different tools exist addressing each of these

areas, but the real challenge is to combine them and prove that a secure

design results in a secure, correct, and efficient implementation. This

section describes reasons and approaches to formal verification in each of

the areas.

2.1 Protocol-level security

Protocol-level security can ensure that a security protocol is resistant

to many attacks that can be caused by bad specifications. It is usually

achieved by using symbolic and computational mathematical security mod-

els [5].

Symbolic models

Symbolic models, also known as the Dolev-Yao models, define cryptographic

primitives as black-boxes, with atomic terms as their arguments that can-

not be further divided into smaller components [27]. An adversary in such

models is an abstract machine that can only use predefined primitives. It

ensures that any possible actions and their combinations are not leading

to a successful attack.

The majority of automated formal verification tools use a symbolic model

because it is relatively simple to use and automate. Meanwhile, this

model may be less realistic and therefore accurate than a computational

model.

Computational models

Computational models present arguments as bitstrings, and cryptographic

primitives as probabilistic algorithms [27]. An adversary of such model is

a probabilistic Turing machine. It means that security holds if an adver-

sary cannot efficiently solve a hard computational problem.

A computational model is more realistic, usually used by cryptographers

[5]. It implies a stronger security notion than a symbolic model but is

more difficult to prove.



2.2 Functional correctness and efficiency

Functional correctness means that a design provides correct results on all

valid inputs. It can be achieved by proving equivalence to a reference im-

plementation or meeting a functional specification that usually includes

pre- and post-conditions that describe requirements for a program’s in-

puts and outputs.

For practical reasons, programs should also be efficient. It is often

achieved by heavy optimizations, or using low-level languages. While

functional correctness may be checked on different levels (including proto-

col model, and source code), efficiency is measured while running machine

code. It can be difficult to combine both and ensure machine code guaran-

tees functional correctness.

2.3 Security of implementations

Protocol-level security can protect from many attacks, and implementa-

tions that follow the protocol specification will be secure with respect to

the design. Meanwhile, in the real world, attackers are not bounded by

what exists in the design. They can observe other useful information, in-

cluding timing patterns, and power consumption, which can lead to side-

channel attacks. Side-channel attacks rely on such information and may

lead to key recovery or leakage of other secrets. Proving the security of im-

plementations means proving that a program can withstand these types

of attacks, usually by ensuring it runs in constant time for all the inputs.

Also, implementation security means avoiding any kind of possible weak-

nesses, including memory vulnerabilities.

3 Automated formal verification

Formal verification can be applied to check the security of protocols and

their implementations, and their correctness and efficiency. Fig. 1 aims to

categorize different tools and languages that aid in formal verification.

The items in the Fig. 1 can be divided into five groups:

• formal verification tools that use symbolic model (located in the top left

corner);



• formal verification tools that use computational model (located in the

top right corner);

• assistive tools that allow translating a model from one syntax to an-

other;

• formal description languages (in the center);

• other programming languages, including JavaScript, C (found at the

bottom).

This section presents a more detailed description and analysis of the

tools for automated formal verification. Tools that work in symbolic and

computational models usually verify security properties only. Correctness

and efficiency may be in the scope of assistive tools and formal descrip-

tion languages. Security of implementations is partially addressed in lan-

guages, such as hacspec and Jasmin [22].

Tools that work in a symbolic model

ProVerif is one of the most popular tools for security protocol verification

that works in a symbolic model [6]. It is fully automatic, and works for an

unbounded number of sessions and messages, but still has some defects,

partially addressed by existing extensions [18]. They deal with stateful

protocols or help verify protocols with algebraic properties.

Tamarin prover is another popular tool for security protocols analysis

[23]. It also works in a symbolic model and has both automated and in-

teractive modes. DeepSec is a verification tool that works for a bounded

number of sessions [9]. ProVerif, Tamarin, and DeepSec have been re-

cently combined into the SAPIC+ tool, which allows to conveniently write

one model and use it with any of the three tools [24].

AVISPA is a popular suite of tools for formal verification [34]. It in-

cludes four tools OFMC, SATMC, CL-AtSe, and TA4SP. OFMC has been

proven to run faster if parallelized [25]. Other tools that work in a sym-

bolic model include AVANTSSAR (a successor of AVISPA) [12], AKISS [7],

Casper/FDR [30], CryptoSolve [14], CPSA [28], APTE [8], Maude-NPA

[11], Scyther [10], and scyther-proof [31]. A relatively new tool called Ver-

ifpal aims to be intuitive and easy to use [26]. It has a list of predefined

primitives and can be translated to the ProVerif syntax.



Figure 1. Tools that automate formal verification of security protocols



Tools that work in a computational model

CryptoVerif and EasyCrypt are amongst the most popular tools that work

in a computational model. CryptoVerif is semi-automatic and uses games

to generate proofs, but does not reconstruct attacks [4]. Compared to

CryptoVerif, EasyCrypt is a less automated tool, but it is capable of per-

forming more subtle proofs [16]. Scary is a fully automatic prover that

works in a computational model, but combines it with a symbolic model

[33]. Others include CryptHOL [29], AutoG&P [17], CertiCrypt [15], FCF

[32], SSProve [21].

Formal description languages for models

Verification tools usually have their own descriptive languages for mod-

els. In some cases, it can be convenient to use other languages to write a

model, and then translate it to a verification tool syntax. ProScript can be

used as an example of such language [2].

Assistive tools

Different tools exist to translate a model from one syntax to another. It

can be useful when building connections (proving equivalences) between

a model and its implementation. fs2pv can translate models written in

F# to ProVerif [3]. ps2pv is an experimental tool to translate ProScript to

ProVerif [2]. KaRaMeL (formerly KReMLin) is a tool that extracts an F*

program to readable C code [1].

Solutions for model-to-implementation mapping

Several papers have proposed solutions for translating formal models into

protocol implementations. These approaches can be useful in addressing

this challenge:

• the BIFROST approach allows to connect C code (implementation) with

its verified model in ProVerif by utilizing F* [13];

• a model written in a subset of F* can be translated to ProVerif via fs2pv,

and to C via KaRaMeL [19];

• a model written in Jasmin can be translated to and verified with Easy-

Crypt, and translated to Assembly [19];

• a model written in hacspec (a subset of Rust language) can be translated



to and verified with SSProve [22];

• a model written in Jasmin can be translated to and verified with SSProve

[22].

4 Discussion

Formal verification is a highly active research domain that has given rise

to several tools that utilize different approaches to formal verification.

However, there is still a lack of standards and common practices in the

field, posing a challenge for users seeking to utilize formal verification.

Attempts have been made to address this challenge through papers that

aim to combine existing tools into one [24] or develop new tools that are

compatible with older ones [6]. Despite such efforts, the adoption of formal

verification remains limited, and more work is needed to establish widely

accepted standards and practices.

Formal verification faces another challenge with respect to the transla-

tion of formally verified models into secure, correct, and efficient imple-

mentations. Many tools that facilitate formal verification operate inde-

pendently and do not consider the eventual translation of the model into

a high-level language (or Assembly). Several papers have attempted to

address this gap by developing tools for model translation [13, 19, 22],

but limitations remain.

5 Conclusion

In conclusion, formal verification tools can play an important role in en-

suring the correctness, security, and efficiency of software and protocols.

However, with the vast number of existing tools and the implementa-

tion gap between formal models and actual code, it can be challenging to

choose and use the right tool for a particular task. This paper addresses

these challenges by providing an overview of the tools of formal verifica-

tion and their classification. It can help developers and researchers better

understand and utilize formal verification tools.
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Abstract

The paper explores the challenge of energy efficiency in the cloud computing

industry, which has been growing rapidly due to the increasing demand

for cloud services. Data centers consume a significant amount of electrical

power, and traditional hardware-based solutions have been insufficient in

addressing energy inefficiencies. However, software-only solutions such as

containers and container orchestration systems have emerged as promis-

ing alternatives. The paper focuses on scheduling algorithms as means to

improve energy efficiency in the cloud, both for homogeneous and heteroge-

neous clusters, while providing a meaningful comparison between them.
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1 Introduction

With the ever-growing demand for different information and communi-

cation technology services delivered through the cloud, the number of

energy-intensive data centers is continuously growing [1]. The data cen-

ter industry is now estimated to consume 2-3% of worldwide electrical

power, with traffic more than doubling every four years [2]. Furthermore,



the typical workload of a data center ranges between 10% and 30% [3, 2].

However, as energy has become more expensive and the market for cloud

services has become more competitive, cloud providers are researching

and developing energy-saving alternatives for data centers [3]. This sig-

nificant issue prompts a reconsideration of the methods and research ap-

proaches to reduce energy consumption as a major factor in the cloud envi-

ronment [1]. Although researchers have developed a number of solutions

to overcome this challenge, energy efficiency still remains a difficulty.

The data center business has historically mostly addressed energy inef-

ficiencies through hardware innovation, such as more effective processors,

better cooling systems, and better power distribution systems. However,

there is room to improve efficiency with software solutions as well [2].

The goal of this paper is to explore those software-only solutions that

could further improve energy efficiency in the cloud, in particular, through

the utilization of containers, their orchestration systems, such as Kuber-

netes, and scheduling algorithms.

In Section 2, this paper will introduce the reader to relevant technologies,

such as containers, orchestration systems, and scheduling algorithms.

Section 3 will provide various solutions found in literature to the problems

presented in Section 2 about energy efficiency of orchestration systems.

Finally, Section 4 will provide an analysis and meaningful discussions on

the topic, and Section 5 will present the conclusions.

2 Background

Before discussing the energy saving capabilities of various Kubernetes

configurations, it is important to examine the energy efficiency provided

by containers and orchestration technologies.

2.1 The advent of Containers

Because of the demand for computing power, agility, and manageability

over the past decade, Virtual Machines (VMs) have been widely used in

the cloud environment [4]. However, there are various other approaches

for running workloads efficiently, such as containers.

Containers are a form of operating system virtualization that allows

packaging and isolating applications into a single unit that can run con-



Figure 1. Evolution of deployments, from VMs to containers [6]

sistently on any infrastructure. Unlike traditional virtualization meth-

ods, containers offer many important advantages, such as being more

portable, quick to boot and efficient – both in terms of resources and costs

[3]. Most importantly, containers introduce no form of overhead on their

underlying system since they can be executed directly on kernel level, in

contrast to VMs which require a hypervisor. In practical terms, when

containers are used instead of virtual machines, either more tasks can be

executed on the same physical hardware, or the same tasks can be exe-

cuted with a lower energy consumption. In both cases, energy efficiency

can increase up to 21% compared to a traditional VM setup [3].

At the time of writing of this paper, Docker is one of the most well-known

and utilized container management system [5].

2.2 Container orchestration with Kubernetes

Most high-level container management systems (also known as container

engines) have the capability of managing the full lifecycle of a container,

including being able to pull container images from repositories, managing

them and running them through lower-level runtimes [7]. However, when

scaling a system to cluster levels, managing the lifecycle of containers

becomes extremely difficult, especially if the system must consider elastic

demand. The solution to this problem is container orchestration, which

consists of a smart container management system capable of deploying,

scheduling, and networking all containers belonging to the cluster [1, 7].

Currently, the most used container orchestration system is Kubernetes

[8].

Kubernetes, also known as k8s, is an open-source system for automat-

ing deployment, scaling, and management of containerized applications

[9]. In recent years, Kubernetes has become the de-facto standard for con-



tainer orchestration. Therefore, most of the conclusions drawn from this

paper can also be applied to other container orchestration systems as well.

2.3 The scheduling problem

The main goal of Kubernetes is managing tasks on containers over a clus-

ter. Clusters are a set of nodes, either physical devices or abstract entities,

that can communicate and act together as a single object. Nodes can be

vastly different from each other, since Kubernetes is specifically designed

to interact with real-life environments, comprised of both homogeneous

and heterogeneous systems.

The component of the orchestration systems that assigns tasks to nodes

is the scheduler [7]. The role of the scheduler is to handle system re-

sources on the cluster level. It must assign the most suitable task to

the most suitable node in each instant of execution, also considering fac-

tors such as cluster structure, node affinity (not all nodes can handle all

tasks) and other constraints. The role of the scheduler is extremely impor-

tant since it can influence both the efficiency of the entire cluster and the

amount of system resources needed to perform any given tasks. Differ-

ent approaches to scheduling can help prioritize different targets, such as

resource utilization, time requirements, and energy efficiency. So far, no

scheduler has proven itself superior to the others. Therefore the schedul-

ing problem still remains unsolved [7].

3 Energy efficiency of schedulers

By default, the Kubernetes scheduler attempts to distribute the workload

evenly across all nodes [2, 7]. This is achieved by design, since the default

scheduler is meant to be a general-purpose system that accommodates all

kinds of different workloads. This behavior, however, is not ideal when

accounting for the energy efficiency of the system.

The default scheduler also allows a more fine-grained customization,

due to a set of properties that can be assigned to tasks and nodes. One of

the most useful properties are affinity and taint [10], which can be used to

respectively increase or decrease the likeness of a task being assigned to a

certain node. Due to a third parameter named tolerance it is also possible

to completely prevent a task from being performed on a node with a taint

level superior to the one tolerated by the task, effectively preventing some



tasks from being executed on certain nodes. The goal of these measures

is to maximize affinity on all kinds of systems, by assigning tasks to the

nodes best suited to perform them correctly.

Although these functionalities alone are often enough to operate most

real-life scenarios, the standard Kubernetes scheduler still cannot achieve

more complicated situations, such as energy efficiency. For this reason,

Kubernetes also supports several ways to extend its scheduling features

[7]. To achieve this, the Kubernetes Scheduling Framework [11] is the

officially recommended solution to extend the standard functionalities of

the scheduler with user-created plugins.

With both the default scheduler customizability features and the exten-

sion capabilities provided by the scheduling framework, new scheduling

algorithms can be implemented. Since the scheduling problem is a hard-

NP problem [7, 12], indicating there is no optimal solution for a generic

scenario, multiple solutions and approaches are applicable.

3.1 Improving task distribution across nodes

One of the most common strategies to improve the energy consumption of

the cluster and, consequently, the overall energy efficiency is to improve

the method used by the scheduler to distribute tasks across nodes.

Menouer [13] proposes a method that improves the standard schedul-

ing rules by introducing a multi-criteria decision algorithm. Instead of

distributing tasks evenly across the whole cluster, the revised algorithm

takes into account multiple factors, such as processor usage, memory us-

age, storage disk usage, power consumption, and running containers. The

system also takes into account if the requested container image is already

cached by the node. Every time a new task has to be assigned to a node,

the scheduler computes a score for each of the aforementioned parame-

ters for every node, multiplies them by their respective weight, and finally

ranks them, assigning the task to the node which ranked the highest. By

default, the weight is set equal for all parameters.

The proposed algorithm ranks higher those nodes whose processor, mem-

ory, and disk usage is higher than the competing nodes, contrary to how

the default scheduler works. This is done in order to keep as many tasks

as possible running on the same node, with a technique defined as “com-

pacting”. As shown in the paper, compacting helps mitigating energy con-

sumption and decreases waiting times by fully utilizing fewer nodes, and



therefore processors, instead of partially utilizing all processors, as per-

formed by the standard scheduler.

As shown in by Menouer [13], the proposed scheduling algorithm is

successful since it provides both a lower energy consumption and lower

waiting times, thus proving itself as computationally and energy efficient.

Menouer also claims that the inclusion of the power consumption parame-

ter in the scheduling process alone is enough to improve energy efficiency,

since it is never considered by default.

However, one of the major shortcomings of this approach is the complete

lack of support for heterogeneous clusters, since all nodes are considered

virtually identical to each other.

Kaur et al. [14] propose a similar but different approach. First and fore-

most, the proposed method takes into account the energy consumption of

nodes, just like the previously mentioned one. However, while the first

paper designs a specific scheduling algorithm to perform a task distri-

bution across nodes, this paper formulates the scheduling problem as a

multi-objective optimization problem, whose goal is to minimize energy

consumption while also trying to reduce interference between tasks.

Further differentiating the two approaches, the proposed solution sup-

ports both heterogeneous nodes and heterogeneous workloads. To achieve

this, the authors proposed a system capable of being configured with dif-

ferent types of tasks (either processor-intensive or network-intensive) as

well as various constraints, such as minimum processor and memory re-

sources, job deadlines, and number of replicas. The result is a robust sys-

tem which is able to operate an enormous number of workloads and clus-

ter configurations, while also providing efficiency. The scheduling system

also provides a feature which allows those nodes powered by green en-

ergy sources to be prioritized over the others in order to provide a more

environmentally friendly approach.

Just like the previous solution, in order to optimize power consump-

tion and efficiency, tasks are compacted onto fewer nodes. However, be-

cause the system also support heterogeneous workloads, a more advanced

scheduling solution is used, which will try to group similar tasks onto sim-

ilar nodes.

According to the authors of the paper, the proposed scheduling solution

can help increasing energy efficiency by up to 14%, while also reducing

interference by 47% and the carbon footprint of the cluster by 31%.



3.2 Limiting performance to increase efficiency

While the previously presented algorithms try to achieve energy efficiency

by manipulating the way tasks are assigned to nodes, Rocha et al. [15]

take a fundamentally different approach.

The proposed scheduling system offers the client the capability to specify

the maximum acceptable energy-performance ratio, also known as trade-

off. When a new task will be queued for execution in the cluster, the

proposed scheduler will first check which node is capable of executing the

task, also excluding those nodes which are incompatible or too busy with

other tasks. The scheduler will then try to estimate the energy efficiency

of the new task before execution starts. This estimation is performed

thanks to pre-computed references as well as similar tasks already run-

ning in the system. Finally, the scheduler will compute an efficiency score

for every capable node and will assign the task to the node whose score is

closest to the requested trade-off previously set by the user.

With this method, the scheduler effectively excludes some nodes from

the active ones because they were not considered energy efficient enough

to perform the required task, therefore drastically improving energy ef-

ficiency. However, this method also drastically reduces overall perfor-

mances, since high-performance nodes are more likely to draw more power

and therefore are also more likely to be excluded. This performance drop,

however, is often acceptable, especially for deadline-free and low-priority

tasks. Those workloads do not require a fast execution or a real-time re-

sponse form the system, therefore achieving energy savings is the prefer-

able alternative.

Rocha et al. [15] claim an average energy saving of 1.5% and conse-

quently a total efficiency improvement of 7.1% while running the pro-

posed scheduler against the default one on a realistic test environment.

The drawback, however, is the penalty in performance, which can only be

considered acceptable when running deadline-free tasks.

3.3 Reducing energy consumption by predicting performance

The scheduler proposed in [15] is peculiar because it can achieve energy

savings by predicting workloads and assigning tasks.

Another similar paper on the topic is [2], which presents an improved

scheduler that can allocate tasks more efficiently by using experimental

data gathered previously. The authors collected all required data through



experiments conducted on the selected hardware in a wind tunnel, and

then designed a custom scheduler to accommodate their needs.

The scheduler showed vast improvements in both energy consumption

and energy efficiency, while also providing good overall performances.

However, the proposed approach requires advanced research and can only

be applied to a well-defined hardware. Furthermore, those systems that

improve energy efficiency by predicting workloads attributes are not guar-

anteed to work as expected for real-time applications or I/O bound appli-

cations (those applications dependent on external factors). For these rea-

sons, the solution presented cannot be easily achievable unless for very

specific hardware configurations and workloads.

4 Analysis and considerations

Overall, all presented methods seem to provide clever solutions that man-

age to improve energy efficiency by only changing the behavior of the

scheduler. In particular, the methods proposed by Menouer [13] for ho-

mogeneous clusters and Kaur et al. [14] for heterogeneous clusters seem

particularly promising because of their simplicity of implementation and

use, while also remaining effective. The method proposed by Rocha et

al. [15] also seems effective and efficient, although it requires a more ad-

vanced setup and a deeper knowledge of the underlying heterogeneous

system. The scheduler proposed by Townend et al. [2], however, requires

a more advanced physical setup as well as advanced equipment to be per-

formed correctly, therefore it might be the least widely applicable method

of the analyzed ones, although still effective.

5 Conclusion

In conclusion, the demand for cloud services has led to an increase in

energy-intensive data centers, which account for a significant amount of

worldwide electrical power consumption. While the data center industry

has historically focused on hardware innovation to address energy inef-

ficiencies, cloud providers are now exploring energy-saving software so-

lutions. Containers and container orchestration systems, such as Kuber-

netes, have emerged as efficient alternatives to traditional virtualization

methods. This paper has explored software-only solutions to improve en-



ergy efficiency in the cloud, specifically through scheduling algorithms.

Although some effective methods to improve energy efficiency have al-

ready been developed, the scheduling problem remains unsolved, and no

scheduler has proven itself superior to others. Overall, energy efficiency

in the cloud remains an ongoing challenge, and continued research is

needed to further reduce energy consumption.
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Abstract

This paper examines the usability of passwords as a primary means of

authentication and explores alternative forms of authentication that can

improve usability. It highlights the difficulties faced by users in remember-

ing complex and unique passwords, the impracticality of complying with

rigid standards for robust passwords, and the complexity of creating and

managing passwords. The paper also discusses other types of authentica-

tion as possible methods to increase the security of authentication systems

without negatively impacting their usability.

1 Introduction

Passwords have been the primary means of authentication for decades, but

their inefficiency has become increasingly apparent in the present world.

The widespread use of the Internet has led to a surge in online security

threats, and passwords are often the weakest link in the security chain.

With the increasing number of data breaches, it is clear that traditional

passwords are no longer sufficient to protect sensitive information, as



cybercriminals have developed sophisticated methods to steal passwords

and render them ineffective. To mitigate these risks, there is a pressing

need to enhance password authentication systems, to ensure that they are

secure, yet still usable for the end-user.

The usability of passwords constitutes a vital facet of their overall secu-

rity, as it influences the ease with which users are able to retain and input

their passwords without compromising security. According to Whitten and

Tygar [19], password usability is "the degree to which a password system

is easy to learn, efficient to use, easy to remember, and satisfying to the

user." However, the utilization of passwords as the predominant mode of

authentication has been hampered by the difficulties that users experience

in generating and retaining complex and unique passwords. This leads to

the widespread usage of readily guessable or repeated passwords, as seen

by the findings of a SplashData survey done in 2019, which revealed that

the most often used passwords in the year were "123456" and "password."

[16]. Additionally, the recurrent imposition of password changes can also

generate confusion and frustration, leading to forgotten passwords. De-

spite these issues, passwords remain a widely used form of authentication

due to their ease of use, low cost, and widespread availability. [13]

The purpose of this paper is to examine the interdependence of password

usability and security, and to offer suggestions for enhancing both. Section

2 discusses the implications of password usability on security and the

importance of preserving both usability and security. Section 3 examines

various methods of improving password usability while maintaining secu-

rity, including the use of password managers, alternative authentication

techniques, and the impact of user education and industry standards. The

paper concludes with a summary of the findings and suggestions for future

advancements in password usability.

2 Challenges to Password Usability

Passwords, despite being a widely used form of authentication, have been

increasingly criticized for their poor usability. Bergstrom et al. [5] found

that the linguistic and phonological difficulty of passwords greatly impacts

the usability of these authentication methods. This issue is exacerbated

by the increasing need for users to enter complex passwords on mobile



devices, as highlighted by Greene et al. [7]. This can lead to difficulties in

typing and, ultimately, a decrease in the overall usability of passwords.

Greene et al. [8] also highlighted the issue of password security being

compromised by poor usability in their study on the usability and security

of peruted passwords on mobile platforms. They found that users often

choose easily guessable or reused passwords, which can have a signifi-

cant impact on security, as easily guessable or reused passwords can be

easily cracked by attackers, potentially leading to unauthorized access to

sensitive information.

2.1 The trade-offs between security and usability in password
design

The design of passwords is a delicate balance between ensuring security

and promoting usability. Research in the field of information security

has long highlighted the trade-offs between these two goals. As stated

by Sasse [14], "usability and trust are often seen as conflicting goals in

information systems." This is because security measures, such as requiring

complex and unique passwords, can make it difficult for users to effectively

recall and apply them, ultimately resulting in poor password management

practices, such as writing them down or reusing the same password across

multiple accounts. On the other hand, longer passphrases that are easier

to remember can be more secure, but users may still make errors that com-

promise their effectiveness. Therefore, when designing password systems,

it is crucial to balance both security and usability considerations to ensure

that they are efficient and effective in promoting strong security practices

among users.

3 Improving usability of passwords

To address the security and usability issues associated with passwords,

researchers and developers have proposed various solutions. These solu-

tions include the use of password managers and alternative authentication

methods, such as token-based authentication, as well as both physiologi-

cal and behavioral biometrics. Password managers provide a convenient

solution for managing complex and unique passwords for multiple online

accounts. They generate strong passwords, store them securely, and aut-



ofill them when needed, thus mitigating the risk of password reuse and

theft. Alternative authentication methods can provide additional layers

of security when used in conjunction with passwords, such as two-factor

authentication. While they are not inherently more secure than passwords,

they can address certain security risks associated with passwords and may

offer a more seamless user experience. However, it is important to note that

these methods also have their own limitations and potential vulnerabili-

ties that must be considered when implementing them in a security system.

This section will examine the potential of password managers and alter-

native authentication methods to enhance the usability of passwords. The

advantages and limitations of these approaches will be explored, along

with recommendations for their effective implementation. Furthermore,

the importance of user-centered design and human factors in the imple-

mentation of these solutions will be discussed to ensure their usability and

effectiveness.

3.1 The use of password managers

Password managers have become increasingly popular due to their many

advantages. By reducing the risk of password guessing and brute-force

attacks, password managers provide a higher level of security for online

accounts. This is accomplished by using complex algorithms, such as cryp-

tographic hash functions, random number generators, and symmetric-key

encryption, to generate strong and unique passwords that are difficult to

crack. By doing so, password managers provide a higher level of security

for online accounts.

Florencio and Herley [6] highlight the significance of password managers

in enhancing the security of online accounts by generating and storing

strong passwords in an encrypted format. This encryption method ensures

that even if an attacker gains access to the password database, they cannot

read the passwords without the encryption key, which is typically stored

locally on the user’s device or in a secure cloud-based vault. Although

different password managers store passwords in various locations, such

as a user’s device, the cloud, or across multiple devices, they all aim to

securely store passwords to minimize the risk of data breaches. Ultimately,

password managers offer a convenient and secure way to generate and

store strong passwords, providing an extra layer of protection to online



accounts and reducing the risk of unauthorized access.

Furthermore, as highlighted by Oorschot et al. [18], password managers

simplify the login process by filling in the username and password fields

automatically, alleviating the burden of memorizing or typing in passwords.

By doing so, password managers save users time and effort while reducing

the likelihood of errors. Additionally, password managers can be used

across multiple devices, which is particularly advantageous for those who

utilize several devices.

Additionally, password managers can prevent man-in-the-middle attacks

by providing login credentials only for recognized websites based on their

URL or domain, which reduces the risk of credential theft. Password man-

agers also enhance password usability by generating strong passwords and

storing them securely. This allows users to avoid the burden of creating

and recalling passwords for multiple accounts, which in turn lowers the

likelihood of insecure password practices such as using easily guessable

passwords or reusing the same password across multiple accounts.

Despite their many advantages, password managers are not without

drawbacks. One of the primary concerns is the risk of a single point of

failure, which arises if the database of the password manager is compro-

mised, thereby putting all user accounts at risk. Furthermore, the security

measures implemented by password managers, such as encryption and

protocols, can also be vulnerable to attack. Additionally, factors such as

human error, the use of weak master passwords, or concerns about privacy

can impede users from adopting password managers.

Hence, as with any security measure, password managers are not infalli-

ble, and their effectiveness ultimately depends on how they are used. Users

should be cautious about selecting a reliable and trustworthy password

manager, keeping the master password secure, and regularly updating

and backing up their password database. By using password managers

carefully, users can enjoy the many benefits they offer while minimizing

the risks associated with password-based authentication.



3.2 The use of alternative authentication methods

The use of alternative authentication methods has gained significant atten-

tion in recent years as a way to improve password usability. Token-based

authentication, as well as both physiological and behavioral biometrics,

are among the most commonly used alternative authentication methods.

Token-based authentication is a passwordless authentication method

that utilizes a token or code, generated by a third-party service, to au-

thenticate a user’s identity. This technique is gaining popularity as an

alternative authentication method for improving password usability be-

cause it eliminates the need for users to remember and manage passwords.

In their study, Banerjee and Hasan [4] evaluated the effectiveness of token-

based authentication techniques on open-source cloud platforms. The study

found that token-based authentication techniques are more secure than

traditional password-based authentication, as the token or code is only

valid for a short period, reducing the risk of unauthorized access. Moreover,

the study found that token-based authentication is easier to implement

and manage than traditional authentication methods, which can reduce

the burden on the user and the system administrator. The results suggest

that token-based authentication can be an effective alternative authen-

tication method to enhance password usability and security, particularly

in cloud-based environments. However, it should be noted that the dis-

tribution of tokens can present security challenges, as the tokens must

be distributed in a secure manner to prevent interception or theft, which

could undermine the security of the authentication process. Therefore, it

is imperative to implement appropriate security measures to ensure the

safe distribution and management of tokens.

Physiological biometrics, which uses physical or behavioral characteris-

tics of a person to authenticate their identity, is a promising alternative

authentication method for improving password usability. One such bio-

metric authentication method is FingerPIN, which utilizes fingerprints to

authenticate a user’s identity. The usability of FingerPIN was evaluated

in a study conducted by Marasco et al. [10], which found that FingerPIN

was perceived as easy to use and efficient by users, compared to traditional

password-based authentication. The study also found that FingerPIN

was effective in reducing the risk of unauthorized access, as it is difficult



for an attacker to replicate a person’s fingerprints. The results suggest

that biometric multi-factor authentication, such as FingerPIN, can be an

effective solution to improve password usability and security, particularly

in situations where the user is required to access sensitive information or

perform high-value transactions.

Behavioral biometrics is a relatively new authentication method that

utilizes the unique behavioral patterns of the user, such as keystroke

dynamics and touch screen interactions, to authenticate the user. This

technique provides several advantages over traditional authentication

methods, including the elimination of the need for the user to remem-

ber and manage passwords, which can be challenging for many users.

Moreover, behavioral biometrics is more secure because it is difficult for

attackers to replicate or steal a person’s unique behavioral patterns. Ac-

cording to a survey by Stylios et al. [17], continuous user authentication

based on behavioral biometrics, such as touch dynamics and accelerometer

data, on mobile devices shows promise for improving password usability

and security while providing a better user experience compared to tradi-

tional password-based authentication.

Consequently, authentication methods such as token-based authentica-

tion, as well as both physiological and behavioral biometrics are promising

ways to improve password usability and security. However, they may not

provide sufficient security on their own. Multi-factor authentication (MFA)

is necessary to combine two or more authentication factors to ensure the

highest level of security. MFA can provide an additional layer of security to

protect against various types of attacks and unauthorized access attempts.

Therefore, it is crucial to consider implementing MFA in combination with

alternative authentication methods to ensure the best possible security

while maintaining easy usability for users.

3.3 The role of user education and standards

Enhancing and improving user education as well as the rigorous adher-

ence of industry standards are vital for establishing appropriate password

habits among users. According to the study by Adams and Sasse [1], in-

adequate policies, rather than user carelessness, are the main cause of

insecure password practices. Therefore, it is essential to educate users on

password management policies to improve password usability.



One way to improve password usability is to adopt standardized pass-

word policies that are user-friendly and easy to understand. A study

by AlFayyadh et al. [2] found that standardized password policies can

significantly improve the usability of password management systems by

providing clear guidelines and reducing the burden of remembering com-

plex passwords. These policies can include guidelines for creating strong

passwords, using unique passwords for each account, and performing reg-

ular password updates. By providing users with clear and easy-to-follow

guidelines, organizations can promote good password practices and im-

prove password usability.

Government and industry standards can also play a role in improving

password usability. For example, the General Data Protection Regulation

(GDPR) of the European Union mandates the use of strong passwords and

password protection measures to ensure the confidentiality and integrity

of personal data. In the United States, the National Institute of Standards

and Technology (NIST) has published guidelines on password security

that include recommendations on password complexity and length, as well

as restrictions on password reuse and expiration [11]. By adhering to

these guidelines, organizations can ensure that their password policies are

user-friendly and easy to follow.

4 The future of password usability and security

With the ongoing advancement of technology, the emergence of novel pass-

word technologies is expected to transform both the usability and security

of passwords in the foreseeable future. One such technology is password-

less authentication, which eliminates the need for users to remember and

enter complex passwords by using alternative factors, such as biometric

authentication or hardware tokens, to authenticate users. Parmar et al.

[12] conducted a comprehensive study on passwordless authentication,

which evaluated the effectiveness and usability of various passwordless

authentication methods. Their study contributes to the understanding and

development of passwordless authentication, which is expected to become

more widely adopted in the future.

Another emerging technology is the use of artificial intelligence (AI)



to enhance password security. AI can analyze user behavior and detect

anomalies that may indicate a security breach. For example, a study by

Azanguezet Quimatio et al. [3] proposed an ensemble learning approach

for user authentication through keystroke dynamics or mouse movements.

This approach is different from keylogger attacks, which record the keys

pressed by a user to steal their password. While keylogger attacks can

capture passwords regardless of the complexity of the password, analyzing

keystroke patterns adds an extra layer of security and usability, as it is less

intrusive and does not require users to change their behavior. Additionally,

AI can also be used to generate strong passwords that are difficult for

attackers to guess or crack.

Blockchain technology is also being explored as a potential solution for

password security. Blockchain technology provides a decentralized and

secure platform for storing and sharing user credentials, eliminating the

need for passwords. In a blockchain-based authentication system, user cre-

dentials are stored on a distributed ledger, and access is granted through

cryptographic protocols. This technology has the potential to provide a

more secure and transparent authentication system. To get access, users

would need to use their private key to verify their identity and grant per-

mission to access their credentials on the blockchain. [15].

In addition to these emerging technologies, there are also innovative

password mechanisms being developed that could revolutionize password

security in the future. According to Gui et al. [9], researchers are exploring

the use of electroencephalogram (EEG) signals to authenticate users based

on their brainwaves, providing a secure and easy-to-use alternative to

traditional passwords. This technology has the potential to revolutionize

password security in the future, making it more convenient and reliable

for users to access their accounts while also reducing the risk of security

breaches.

Overall, the future of password usability and security is likely to involve

a combination of emerging technologies and innovative password mecha-

nisms. Passwordless authentication, AI-based security, blockchain-based

authentication, and brainwave authentication are just a few examples of

the potential solutions that may become widely adopted in the future. As

technology continues to evolve, it is essential to evaluate the security and



usability of these solutions carefully to ensure that they provide users with

the highest level of protection.

5 Conclusion

In conclusion, passwords remain the most widely used form of authentica-

tion, but their usability and security have increasingly become a challenge

in the digital age. This paper has explored the difficulties faced by users

in generating and retaining complex and unique passwords, and the neg-

ative impact on security when users choose weak and easily guessable

passwords. We have also discussed the trade-offs between security and

usability when designing password systems and highlighted the need to

strike a balance between the two.

To improve the usability of passwords while maintaining security, we

have explored the use of password managers and alternative authenti-

cation methods such as biometrics and token-based authentication. We

have also emphasized the importance of user-centered design and human

factors in the implementation of these solutions to ensure their usability

and effectiveness.

Furthermore, the role of user education and industry standards in im-

proving password usability and security cannot be overlooked. Educating

users on the importance of strong passwords, the risks of weak passwords,

and best practices in password management can go a long way in miti-

gating the risks associated with passwords. Industry standards can also

help promote consistent and effective password policies across different

platforms and organizations.

In summary, the password conundrum requires a rethinking of authen-

tication for the digital age. While passwords remain relevant, there is a

need to explore and implement alternative authentication methods and

user-centered solutions that can enhance password usability and secu-

rity. The way forward requires collaboration between users, developers,

industry leaders, and policymakers to ensure a secure and user-friendly

authentication system for the digital age.
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Abstract

OAuth 2.0 is an open-standard protocol widely adopted by organizations.

It enables secure access to resources stored on one website from another,

without exposing the user credentials. While initially intended for autho-

rization, OAuth 2.0 is also increasingly used for authentication. In fact,

a study found that 77% of users view social login as a good registration

solution. This highlights the growing trend towards the use of OAuth 2.0

and social login to facilitate user authentication and improving user ex-

perience on the web. However, the widespread use of the framework also

makes it a popular target for attackers. This paper reviews the security

features, common security vulnerabilities, and best practices for securing

OAuth 2.0-based applications.

KEYWORDS: OAuth 2.0, Authorization, Authentication, Session integrity,

Token

1 Introduction

OAuth 2.0 gained immense popularity as an authorization and authen-

tication protocol in web and mobile applications. The growing adoption

of OAuth 2.0 made it integral to many online services, including social



media, email, and e-commerce platforms [1]. Although OAuth 2.0 has be-

come a widespread solution for secure access, it has faced criticism and

concerns regarding its security and privacy vulnerabilities. Various re-

searchers have analyzed the protocol and several security weaknesses

have been identified [2, 3, 4, 5]. These shortcomings have the potential

to put sensitive information at risk and leave organizations and individu-

als exposed to malicious attacks.

Despite established guidelines and best practices aimed at securing OAuth

2.0 applications, current implementations remain vulnerable to attack.

These vulnerabilities are exemplified by the attack [6] on Booking.com,

an online travel agency with over 100 million users. In addition, a study

conducted by Arshad et al. on the "Alexa top 50k websites" [7] revealed

that nearly 36% of the sites using OAuth 2.0 are vulnerable to cross-site

request forgery (CSRF) attacks [4, 5]. These findings emphasize the ur-

gency for continued research and development efforts to improve the se-

curity of OAuth 2.0 implementations. This paper provides an overview of

OAuth 2.0 protocol and summarizes its security aspects.

The rest of the paper is structured as follows: Section 2 summarizes the

technical details of OAuth 2.0 and explains how it enhances application

security. Section 3 discusses the fundamental security concepts that un-

derlie OAuth 2.0. Section 4 examines various types of attacks that can

exploit vulnerabilities in OAuth 2.0 implementations and provides guid-

ance on how to mitigate these risks. Section 5 presents a brief discussion

about the paper. Finally, Section 6 summarizes the key findings and high-

lights the importance of following the strict guidelines and best practices

provided by the OAuth 2.0 community to ensure the secure implementa-

tion of the protocol.

2 Background

2.1 OAuth 2.0 Protocol Overview

OAuth 2.0 is a widely used authorization framework for securing access

to Application Programming Interfaces (API) [8]. It enables third-party

applications to access the user’s resources, such as their data, without

requiring the user to share their login credentials. The OAuth 2.0 protocol

was developed by the Internet Engineering Task Force (IETF) in 2012 as



an upgrade to the earlier OAuth 1.0 protocol.

The OAuth 2.0 framework involves four roles [9]: (1) The Resource Owner

owns the resource and can grant access to it through the Authorization

Server (AS). In the context of OAuth 2.0, this is typically the end-user

who possesses the resources that a third-party service desires to access.

(2) The Client is an application that communicates with the AS to receive

an access token, that can be used to access the user’s protected resources

on the resource server. (3) The Resource Server (RS) stores the user’s re-

sources. It is responsible for validating the client provided access token

and granting access to the requested resources if the token is valid. (4)

The Authorization Server (AS) grants access tokens to clients after the re-

source owner grants authorization. The AS is responsible for verifying the

identity of the client and the resource owner, and to ensure if the client

has appropriate permissions to access the requested resources.

OAuth 2.0 protocol provides four types of grant, each with unique char-

acteristics and recommended use cases [9]. (1) The Authorization Code

Grant is a server-to-server exchange where an authorization code is ex-

changed for an access token, providing secure access to resources without

sharing the user’s credentials with the client application. (2) The Implicit

Grant involves a client receiving an access token directly from the AS. The

OAuth 2.0 best security practices [3] recommends against using Implicit

grant type because it involves transmitting the access token directly to

User Agent (UA) or browser that can be easily intercepted and misused

[10]. (3) The Resource Owner Password Credentials Grant requires the

user to provide their credentials to the client application to exchange for

an access token, and is only recommended for highly trusted clients. (4)

The Client Credentials Grant involves the client applications providing

their credentials to the AS to receive an access token. It is typically used

for machine-to-machine communication.

Figure. 1 depicts a typical OAuth 2.0 protocol flow [9, 11] between the

above mentioned roles. The numbers below denote the order of the mes-

sages exchanged between the roles. (1) The client initiates the process by

sending an authorization request to the resource owner. (2) The resource

owner then generates an authorization grant as a code and sends it back

to the client. (3) After receiving the authorization grant, the client au-

thenticates to the AS and presents the code to initiate an access token

request. (4) The AS then validates the authorization grant and issues

an access token to the client. (5) The client redeems the access token to
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Figure 1. OAuth 2.0 Protocol Flow [11]

the RS to access the protected resource. (6) Finally, the RS validates the

access token and sends the requested resource.

2.2 OAuth 2.0 Application Security

One of the most common approaches legacy applications can handle au-

thentication is through a username and password prompt. In this method,

the user enters their password, and the application exchanges it for a ses-

sion cookie [12]. This works well for simple systems. However, it becomes

limiting when creating multiple apps that share a user database with a

single sign-on.

Without OAuth 2.0, the applications would have to collect the user pass-

word and send it to the API. This is not a good idea because it presents a

set of risks. For instance, the user cannot trust the application that asks

for a password, whether it is a legitimate or third-party app. For third-

party apps, this is a severe problem as the app can read any files in the

account, change the password, and much more [10].

OAuth 2.0 requires applications to redirect users to the AS for login,

thereby avoiding the application’s access to the user credentials. This en-

hances security against untrusted third-party applications, and enables

first-party applications to become more flexible. For example, implement-

ing multi-factor authentication at the identity provider (IdP) can improve

system security and increase flexibility for updates without requiring changes

to individual applications [3, 9, 10]. In summary, OAuth 2.0 improves ap-



plication security by reducing the instances where users enter credentials

and enabling centralized control over authorization and authentication

mechanisms.

3 OAuth 2.0 Security Concepts

3.1 Front Channel and Back Channel

In OAuth 2.0, there are two communication channels between the dif-

ferent roles involved in the protocol: the front and the back channel [10].

The front channel is an unauthenticated communication channel typically

uses the user agent to interact with the AS and the client. It involves user-

facing interactions, such as granting permissions and redirection between

various web pages [13]. The back channel is a more secure communication

channel that is used between the AS and the client. This channel is used

for exchanging tokens and other sensitive information. The back channel

is secured using Transport Layer Security (TLS) encryption and requires

authentication from both the AS and the client [13]. By separating these

channels, OAuth 2.0 can ensure that sensitive information, such as access

tokens is not leaked to unauthorized parties.

3.2 OAuth 2.0 Security Parameters

OAuth 2.0 protocol uses various security parameters to ensure secure

communication between the authorization server, the resource server and

the client [3, 10, 13].

The IdP assigns unique Client ID and Client Secret to a client applica-

tion, which are primary security parameters in OAuth 2.0. These param-

eters are essential for authenticating the client application and allowing

it to access protected resources on behalf of the user. In certain instances,

IdPs may choose to omit the provision of a client secret to clients with

a higher likelihood of exposing this sensitive parameter due to their un-

derlying architecture, such as Single Page Applications (SPA) and native

mobile apps.

The authorization server redirects the resource owner to Redirect URI

after the user has granted permission for the client to access their re-

sources. The Redirect URI is used to receive the authorization code or

access token from the AS. The Client must provide the precise URI or



URI pattern that AS will utilize to redirect back to the client. This pa-

rameter holds significant importance as it is the only reliable means by

which the AS can ensure that the code or token is being transmitted to a

legitimate source in a client with no client secret [3].

The State parameter is a random value generated by the client and in-

cluded in the authorization request. The AS returns this value along with

the authorization code or access token. The client should verify that the

state value returned by the AS matches the one that is sent in the autho-

rization request to prevent CSRF attacks [13].

The Scope parameter is used by the client to request access to specific

resources or actions on behalf of a user. The scope can specify a set of

permissions or access rights, such as read-only access to user data or the

ability to post on behalf of a user.

3.3 Proof Key for Code Exchange

Proof Key for Code Exchange (PKCE) is an OAuth 2.0 protocol extension

that enhances the security of authorization code flows [14]. It ensures that

only intended client can obtain an access token, even when an attacker

intercepts the authorization code. PKCE introduces a code verifier and a

code challenge in the authorization process.

When a client initiates an authorization request, it generates a random

code verifier and computes a hash called code challenge based on the ver-

ifier. The code challenge is sent to the AS with the authorization request.

The AS then stores the code challenge and generates an authorization

code that is sent back to the client. The client redeems the authorization

code back to the AS, and the code verifier it initially generated. The AS

verifies that the hash of the incoming code verifier matches the code chal-

lenge it initially received, and if it does, it issues an access token to the

client [3, 15].

4 Attacks and Mitigations

OAuth 2.0 is the most reliable option of other frameworks that provide

the same functionality, yet there are several open issues that can make it

vulnerable to attacks. To address these issues, the IETF has made efforts

to educate the developer community on best practices for implementing

OAuth 2.0 securely [3, 13]. The following section discusses some of the



attacks associated with these vulnerabilities and their mitigation strate-

gies.

4.1 Insufficient Redirect URI and State Validation

As discussed in the Section 3.2, particular authorization servers enable

clients to provide redirect URI patterns rather than specific redirect URIs.

This parameter holds a significant role in client validation at the AS end-

point, especially for public client with no client secret. While this ap-

proach allows clients to add a range of URI patterns, it is vulnerable to

various types of impersonation and CSRF attacks, making it error-prone

[13]. For example, a URI pattern https://*.someclient.com/ can be re-

placed by an attacker as https://evil-server.com/.someclient.com/ in a

way to bypass the AS validation, resulting in getting the authorization

code or token to attacker’s domain. Even if validations are handled cor-

rectly, this vulnerability can exist due to subdomain takeover attack [16].

An experiment by Arshad et al. on CSRF attacks due to the improper

redirect URI claims that around 36% of the sites are vulnerable to CSRF

attacks. The experiment also claims that around 13% of the sites have

empty state parameters, 27% of sites have state parameters but with im-

proper validation, and 5% of the sites use same state for every request

[5].

Mitigation: The intricacy involved in the correct implementation and

management of pattern matching of the URI raises few security concerns.

It is recommended to simplify the logic and configuration required by em-

ploying exact redirect URI matching [3]. PKCE, as discussed in the Sec-

tion 3.3 can be used as a countermeasure for CSRF attacks [14].

4.2 Authorization Code Injection

Attackers can gain unauthorized access to protected resources by stealing

the authorization code intended for a legitimate client during the autho-

rization process [3]. he attacker can use various means to intercept the

authorization code, including network eavesdropping, Cross-Site Script-

ing (XSS), and Man-in-the-Middle (MitM) attacks. Once the attacker has

the stolen authorization code, they can inject it into their own session with

the client. This enables the attacker to obtain victim’s access token, which

can be used to access the victim’s protected resources. The attacker can

then read, modify, or delete sensitive information, potentially compromis-



ing the victim’s data security [13].

Mitigation: Implementing measures, such as HTTPS to encrypt com-

munications, PKCE or nonces to prevent code interception, and client

authentication to prevent unauthorized clients from accessing the autho-

rization server [3].

4.3 PKCE Downgrade Attack

An attacker intercepts the initial authorization request and replaces it

with a request that does not include the PKCE parameter i.e., code chal-

lenge. The attacker then uses the resulting authorization code to ob-

tain an access token and potentially gain unauthorized access to pro-

tected resources [3, 13]. The PKCE downgrade attack can be carried out

through various means, such as intercepting and modifying the initial au-

thorization request, exploiting vulnerabilities in the client or authoriza-

tion server, or performing a MitM attack.

Mitigation: Authorization servers should enforce the use of PKCE for all

authorization requests and ensure that clients and authorization servers

are configured to reject requests that do not include PKCE parameters

[15]. Additionally, clients should use secure methods to generate code

verifiers and code challenges, such as cryptographic libraries, and validate

the PKCE parameters during the token exchange.

5 Discussion

The security of a system depends on three key factors: authorization, au-

thentication, and session integrity. Authorization controls access to pro-

tected resources, authentication verifies the user’s identity, and session

integrity ensures that protected resources are accessed correctly [2]. Al-

though OAuth 2.0 is widely used for secure resource access, there is no

centralized body for testing authorization and authentication schemes of

the framework. Developers typically conduct their own pen-testing on

their implementation of the OAuth 2.0 services [17]. OAuth’s popularity

stems from its interoperability across platforms and programming lan-

guages, unlike rival solutions that are site-specific, such as Yahoo BBAuth

and Facebook Auth. The flexibility of OAuth 2.0 has led to misinterpreta-

tions and criticisms from the security community [12]. Balancing security

and usability is a challenge, especially as demand for user-friendly solu-



tions increases.

6 Conclusion

This paper provides an overview of the OAuth 2.0 security model and a

few attacks on OAuth 2.0 implementations. It is important to note that

there are many other types of attacks that could occur, such as IdP Mix-

Up attacks, Authentication code injection, Credential leakage through

browser history, Open redirection, and many more [3, 13]. Ultimately, the

security of OAuth 2.0 implementations depends on the developer team

behind the client application and their adherence to following the strict

guidelines and best practices provided by the community.

The OAuth 2.0 framework offers comprehensive documentation [10],

RFCs [9, 3, 13], and security profiles, such as Financial-grade API (FAPI),

Pushed Authorization Requests (PAR), Demonstration of Proof of Posses-

sion (DPoP), and many more [10] to help developers implement the pro-

tocol securely. However, the abundance of documentation may also be

overwhelming, leading to confusion and potential mistakes. The OAuth

community is addressing this concern by releasing OAuth 2.1 [15] with

stricter guidelines for implementing OAuth securely. The developers need

to be well-equipped with these guidelines and best practices to ensure the

security of their implementations.
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Abstract

The evolution of the internet and the emergence of various sensor devices

connected to it have made it possible to collect vast amounts of data for dif-

ferent purposes. Companies and researchers can utilize this data to create

products and analyze patterns. With numerous devices already connected

to the internet, optimizing the number of participants and balancing the

server’s load that collects the data is essential[9]. In mobile crowdsensing

(MCS), participant selection strategies must be carefully designed to en-

sure adequate coverage while avoiding unnecessary energy consumption.

In this survey, we will examine various techniques developed to optimize

participant selection for MCS.

KEYWORDS: Mobile Crowdsensing, Internet of Things, Participant Selec-

tion

1 Introduction

Mobile crowdsensing (MCS) is a new paradigm in sensing and data collec-

tion that utilizes the power of mobile devices and crowdsourcing to gather

data on a large scale. MCS enables individuals to participate in data col-

lection activities using their mobile devices, such as smartphones, wear-



able sensors, and other portable gadgets, and share data with researchers,

companies, or public institutions. The resulting data can provide insights

into various domains, such as urban planning, healthcare, and environ-

mental monitoring. In MCS, participants can actively contribute to data

collection and analysis, allowing for a more comprehensive understanding

of the phenomenon being studied. This approach has the potential to revo-

lutionize data collection, making it more efficient, cost-effective, and scal-

able, and it has already found numerous applications in both academia

and industry. This introduction will explore the concept of MCS and the

various techniques used to optimize participant selection in this emerging

field.

Mobile crowdsensing is a collaborative process in which individuals use

their sensing and computing devices, such as smartphones, wearables, in-

vehicle sensors, and other Internet of Things (IoT) devices, to share data

and extract information for measuring and mapping phenomena of com-

mon interest [7]. Smartphones, which are widely available, are equipped

with sensors such as GPS, compass, camera, microphone, proximity sen-

sor, light sensor, and inertial sensor. Additionally, wearable devices like

smartwatches and rings can sense heart rates, blood pressure, and per-

form ECGs, among other things. With the availability of such data, nu-

merous applications can be developed.

MCS has numerous applications in environmental, infrastructural, and

social domains [7]. For instance, microphones can be utilized with GPS lo-

cation data to map noise pollution, and inertial sensors in vehicles can be

combined with GPS to track potholes. Similarly, pictures of trash taken

near water bodies can be used to map pollution levels in water resources.

Infrastructural aspects like road conditions, traffic congestion, parking

space availability, and traffic light operations can be studied using posi-

tioning data [7]. In the social domain, individual data such as exercise

data can be beneficial in medical science to create products focused on

health.

Despite the increasing benefits of MCS due to advancements in sen-

sors and internet connectivity, resource limitations in terms of energy,

bandwidth, and computation pose significant challenges [16, 7]. Dynamic

nature of the devices collecting sensor data means that they may share

energy sources and bandwidth for various other activities, further compli-

cating the situation. Additionally, the large number of devices connected

to servers, which identify, schedule, and communicate with them, further



adds to the complexity [7].

Although some research has proposed different participant selection strate-

gies, there are relatively few works summarizing the current state of al-

gorithms [7, 5]. In this survey, we will compare various works in the lit-

erature related to energy-efficient mobile crowdsensing services, focusing

on participant selection strategies. The optimizations can include data

sensing scheduling, participant selection, and piggybacking [9]. However,

our analysis will be limited to works related to participant selection.

2 Background

MCS can be classified into two primary types based on the involvement

of participants. The first type is participatory sensing, where users are

aware and voluntarily participate in sending out data. The second type

is opportunistic sensing, where data is shared without direct involvement

from the user, and data is shared in the background [8]. In particular, with

opportunistic sensing, the devices sensing the data must decide when and

how user participation should take place based on the user’s context [8].

However, selecting participants is an optimization challenge even before

allocating the sensing task to these devices. In this survey, our focus is on

participant selection and not task allocation.

Let’s take an example to illustrate the need for participant selection.

Suppose we need GPS data to map road congestion, and there are nu-

merous active vehicles on the road that can provide this data. However,

under resource constraints, it is not feasible to select all active sensors

to send this data to the MCS server. Instead, it would be sufficient to

optimally select a subset of participants from various target locations to

generate reliable road congestion information [17]. This is because sens-

ing GPS data and sending it consumes a considerable amount of energy,

and devices have limited battery capacity [4].

While road congestion information serves as an example, having a par-

ticipant selection strategy is essential to maximize the output of informa-

tion, such as Quality of Information(QoI) [15], coverage [1, 9], load balanc-

ing [2], and minimize energy consumption [15, 9], in various scenarios. To

achieve this goal, extensive research has been conducted in the literature.

We will focus on some noteworthy contributions, compare their strategies,

output, and effectiveness, and reach a conclusion that directs toward the

use of different algorithmic approaches based on the expected data and



information.

3 Challenges in participant selection

• To select participants who are deserving of incentives while adhering

to budget constraints, the algorithms for the mobile crowd-sensing sys-

tem must be implemented at the operation center. This is necessary

to avoid participants providing redundant information. Additionally,

selecting participants based solely on their local information poses an-

other challenge[12].

• The majority of participant selection strategies focus on the partici-

pants’ a priori knowledge and their suitability for the task’s sensing

region[15, 14, 6]. Alternatively, some strategies address energy effi-

ciency by reducing individual sensing frequency or replacing sensors

based on energy cost, which may be limited in their application[15, 10,

3].

• To ensure complete coverage while minimizing energy consumption, it

is essential to strategize a plan for participant selection[9].

• Sensing tasks performed on smartphones often result in a poor user ex-

perience, as they consume limited resources such as energy and cellular

bandwidth[2, 13]. To ensure a better user experience, it is recommended

to distribute sensing workloads equally among participants.

4 Literature Survey

The literature offers several approaches to tackle the aforementioned chal-

lenges in participant selection. While there is no single implementation

that addresses all challenges, various works target specific subsets of the

challenges to optimize the effectiveness of selection.

The problem of participant selection in MCS systems without redun-

dant information is investigated by Nguyen and Zeadally. Their study

focuses on minimizing the number of users while maximizing the number

of events sent by users, which is also known as the Participant Report-



Incident Redundant Avoidance (PRIRA) problem. To solve the PRIRA

problem, they introduce a new approximation algorithm called the Maximum-

Participant-Report Algorithm (MPRA). The authors conduct theoretical

analysis and experimentation and show that the proposed method per-

forms well within reasonable bounds of computational complexity[12].

According to Li et al., the behavior of participants in mobile crowd-

sensing systems is influenced by the incentives offered. To account for

this, they suggest that participant selection methods should be varied

based on the incentives, and propose a dynamic algorithm for adjusting

incentive mechanisms. The authors utilize game theory to estimate the

impact of incentives on participant behavior and predict their mobility

patterns. Based on this analysis, they propose a distributed approximate

algorithm to address the participant selection problem[11].

In their study, Song et al. present a QoI-aware energy-efficient partic-

ipant selection strategy that includes four key design elements. Firstly,

they measure the extent of satisfaction with the task’s QoI requirements

by analyzing the data granularity and quantity collected by participants.

Secondly, they estimate the impact of energy cost on the participant’s de-

vice’s current energy levels using an energy consumption index. Thirdly,

they propose a probabilistic movement model to estimate the amount of

data collected from participants. Fourthly, they suggest a multi-objective

constrained optimization problem for participant selection, where task

QoI requirements and energy consumption index of all participants are

considered as optimization objectives. They present a suboptimal, easy-

to-implement solution for solving this optimization problem[15].

In their work, Ko et al. propose a strategy for selecting participants that

ensures coverage and energy efficiency, called CG-EEPS. This strategy

utilizes participants’ data usage profile and mobility level, and employs

a piggyback approach to enable energy-efficient transmissions of sensory

data. To achieve optimal performance, a constraint Markov decision pro-

cess (CMDP) problem is optimized using linear programming to obtain

the optimal policy. To overcome the dimensionality issues associated with

CMDP, the authors also propose a greedy heuristic, which is evaluated in

their study[9].

Ahmed et al. proposes a concept of (α, T )-coverage of the target field

where each point in the field is sensed by at least one node with a prob-

ability of at least α during the time period T . It aims to achieve (α, T )-

coverage by a minimal set of mobile sensor nodes for a given area of in-



terest, coverage ratio α, and time period T . Two algorithms namely inter-

location and inter-meeting-time are proposed to estimate the expected cov-

erage of the specified area of interest for a set of selected nodes. The

inter-location algorithm selects a minimal number of mobile sensor nodes

from nodes inside the area of interest taking into account the distance be-

tween them. The inter-meeting-time selects nodes taking into account the

expected meeting time between the nodes[1].

The authors of [2] propose an approach to optimize the load balancing of

resource-constrained individual mobile users. This approach does not pri-

oritize the minimization of overall sensing cost or user utility. Specifically,

they formulate the load-balanced mobile user recruitment (LB-MUR) prob-

lem as a mixed integer linear programming and prove its NP-hardness.

To address this challenge, they propose an efficient polynomial time sub-

optimal algorithm based on linear programming relaxation. Moreover,

they derive the approximation ratio of the proposed algorithm.

5 Performance study

In this section, we will try to list the outputs of the above-mentioned

strategies proposed in different papers and articles for participant selec-

tion.

5.1 Nguyen and Zeadally’s Maximum-Participant-Report
Algorithm[12]

The performance of the MPRA algorithm was evaluated through experi-

ments, the results of which are presented in this section. The simulations

were conducted using 100-1000 participants and events uniformly dis-

tributed in a 100x100 square area, with a coverage range of 15 for every

participant. The performance of the MPRA was compared with that of

Greedy-based algorithms (GBA) in terms of the number of participants’

reports and the number of paid awards. The simulations were repeated

10 times to obtain average results.

In the first experiment, the number of participants was varied from 100

to 1000, while the number of events was fixed at 500. The results showed

that the MPRA algorithm achieved a higher number of participants’ re-

ports than the GBA and the GBA (d=10). The total number of reports

increased sharply with the increase in the number of participants, as



more participants were able to provide reports. Moreover, the number

of paid awards in the MPRA was lower than that in the GBA and the

GBA (d=10), indicating that the MPRA is more resource-efficient in mo-

bile crowd-sensing applications. The GBA (d=10) had a very high number

of paid awards, as it could not select the best participant.

In the second experiment, the number of events was varied from 100

to 1000, while the number of participants was fixed at 100. The MPRA

algorithm again outperformed the GBA and the GBA (d=10) in terms of

the number of participants’ reports and the number of paid awards. The

MPRA was able to select the highest number of suitable candidates to

provide reports, leading to better performance compared to the GBA and

the GBA (d=10). The results showed that the MPRA required a much

lower number of paid awards than the GBA and the GBA (d=10), indicat-

ing that it is a more efficient algorithm for obtaining more participants’

reports and saving resources for good investments. Overall, these exper-

iments demonstrated that the MPRA algorithm is a better solution for

mobile crowd-sensing applications than the GBA and the GBA (d=10).

5.2 Ko et al.’s coverage-guaranteed and energyefficient
participant selection strategy [9]

The performance of the greedy CG-EEPS was compared to CG-EEPS with

the optimal policy by searching for the optimal solution using brute-force

search. The optimal solution of CG-EEPS could only be obtained in a

small-scale scenario due to the curse of dimensionality of CMDP and the

high complexity of brute-force search. They illustrate the effect of the

threshold θ on the average number of MDs in the sensing mode ζN and

the average coverage rate ζG. They showed that ζN and ζG of the greedy

CG-EEPS increased as θ increased. This was due to the fact that as a

larger θ was set, the MCS server requested the participation of more MDs,

resulting in more MDs being included in the active mobile device by Al-

gorithm 1. However, θ did not impact ζN and ζG of the optimal CG-EEPS

because the optimal policy was decided regardless of θ.

They demonstrated that when appropriate ω and θ were set, the greedy

CG-EEPS achieved comparable ζG and ζN to CG-EEPS with the optimal

policy. Specifically, based on these results, when ω = 0.9 and θ = 4, the

performance difference between CG-EEPS with the optimal policy and the

greedy CG-EEPS was less than 5

According to the paper, CG-EEPS selects mobile devices with high mo-



Figure 1. Effect of θ & comparison between the optimal solution and the greedy algo-
rithm. (a) Average number of MDs in the sensing mode ζN . (b) Average cover-
age rate ζG

bility and data usage frequency as participants to reduce the average

number of mobile devices in the sensing mode while achieving a higher

coverage rate. Evaluation results demonstrate that CG-EEPS effectively

selects only the necessary mobile devices to sense targets. The paper fur-

ther shows that CG-EEPS reduces the number of mobile devices in the

sensing mode by up to 80 percent while still meeting the required cov-

erage guarantee rate. Moreover, the algorithm adapts to changes in the

monitoring area and sampling cycle.

5.3 Li et al.’s coverage-guaranteed and energyefficient
participant selection strategy [11]

The authors provide a comparison of the TSA and baseline methods based

on different values of total incentives and expected values of incentives of

subtasks, respectively, under both the performance-centric and energy-

efficient incentive mechanisms. The TSA algorithm consistently selects

participants with lower total incentives compared to the other three meth-



ods. Although the number of participants selected by the TSA may not al-

ways be the lowest among the four methods, it always results in the lowest

total incentives. When the total incentives are less than the expected val-

ues of incentives of subtasks, the TSA may not select the lowest number of

participants. However, when the total incentives exceed the expected val-

ues of incentives of subtasks, the TSA can select the fewest participants

compared to the other three methods. These findings demonstrate that

the TSA can effectively address the original participant selection prob-

lem, even when assuming that each participant should be paid equally,

by setting the expected value to 0.

The experiments conducted yielded several observations. Firstly, it was

found that the TSA algorithm outperformed other baseline methods across

two different incentive mechanisms, demonstrating its effectiveness as a

participant selection method under various conditions. Secondly, the re-

sults showed that the system achieved higher profits and lower energy

consumption under performance-centric incentive mechanisms and lower

energy consumption with the proposed method, indicating its ability to

attain specific system goals under a given incentive mechanism. Lastly,

although the TSA method required predicting participants’ mobility pat-

terns with the PG game, it took slightly longer to run than the other three

greedy algorithms. This demonstrated that the distributed TSA algorithm

was practical for real-world MCS systems.

6 Discussion of future prospects

Participant selection is a critical aspect of MCS, as it determines the qual-

ity and quantity of data that can be collected. In this context, future

prospects in participant selection in MCS are promising and involve var-

ious developments that can enhance the efficiency and effectiveness of

data collection.

Based on the papers we have discussed, some of the work for the fu-

ture are stated by different authors. Song et al. have demonstrated the

effectiveness and robustness of their approach when compared to existing

schemes through extensive experiments based on a real trace in Beijing.

They have outlined their plans for future research, which include address-

ing the multi-task-oriented optimization problem under limited budget

constraints for participant selection and motivation, as detailed in [15].

In their upcoming work, the Ko et al. plan to extend the proposed scheme



to identify malicious data and introduce an incentive mechanism to en-

courage participation in the MCS, as described in [9]. Hassani et al. aims

to evaluate their methods further by incorporating real-time sensory data

using their task assignment approach. The researchers are interested

in expanding the approach to handle periodic sensing tasks that require

performance at specific intervals and implementing a mobility model to

predict the future location of participants, as proposed in [8].

The results obtained so far have shown the framework’s performance

in terms of energy/coverage quality and timeliness trade-off. In the fu-

ture, Bradai et al. plans to adopt regression algorithms to update episodes

and progressively enhance the off-line selection’s coverage quality, partic-

ularly in cases of dissimilar data compared to recorded ones, as explained

in [4].

Besides the future efforts hinted at by the surveyed authors, there are

other future prospects in participant selection. One of the most significant

future prospects in participant selection in MCS is the use of machine

learning (ML) algorithms. ML algorithms can analyze large amounts of

data and identify patterns that can help predict which participants are

most likely to contribute high-quality data. For example, ML algorithms

can analyze the GPS data from participants’ devices to determine which

participants are most likely to be in the right location to provide relevant

data.

Another promising development in participant selection in MCS is the

use of incentive mechanisms. Incentives can motivate participants to con-

tribute high-quality data by offering them rewards or recognition. For

example, participants can receive points or virtual badges for providing

accurate and timely data. Incentives can also be customized to the needs

of different participants, such as offering monetary rewards to partici-

pants with low incomes.

Furthermore, social networks can be utilized to identify and recruit par-

ticipants in MCS. Social networks can be leveraged to create communities

of participants who share common interests or characteristics. These com-

munities can be targeted for specific data collection tasks, such as study-

ing the behavior of people who live in a particular area or have a specific

hobby.

In conclusion, the future prospects for participant selection in MCS are

promising and involve various developments that can enhance the effi-

ciency and effectiveness of data collection. These developments include



the use of machine learning algorithms, incentive mechanisms, and social

networks. With these advancements, MCS can become an even more pow-

erful tool for obtaining valuable data about the environment and human

behavior.

7 Conclusion

In conclusion, participant selection in mobile crowdsensing is a critical

factor that determines the success or failure of the sensing campaign.

The performance of different algorithms and studies has been explored

in this field to achieve better participant selection. Machine learning al-

gorithms have shown promising results in predicting the behavior and

performance of potential participants. Additionally, studies have high-

lighted the importance of considering various factors, such as location,

task complexity, incentives, and user preferences, when selecting partic-

ipants. Future research should continue to investigate novel algorithms

and strategies to improve participant selection and ensure the quality and

reliability of mobile crowdsensing data. By doing so, we can maximize the

potential benefits of this innovative sensing paradigm for various applica-

tions, ranging from urban planning and transportation to healthcare and

environmental monitoring.
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Abstract

Kubernetes is an open-source system for managing a cluster of machines

running containerized applications. Kubernetes is widely adopted by large

organizations to streamline development of their applications. Network-

ing in Kubernetes is defined by the Kubernetes cluster networking model,

which outlines the requirements for how the networking should work in the

cluster. Kubernetes itself provides no implementation of the model, and it

is up to the developer to choose a solution best suited for their needs. In

this paper, we analyze the networking model and the limitations that it

imposes.
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1 Introduction

Kubernetes is an open-source software project, originating from Google,

for the deployment and management of complex cloud applications that

consist of containerized microservices [6].

Kubernetes works by managing a cluster for you. A cluster in Kuber-

netes is a collection of virtual or physical machines called Nodes that



can be used to run container-based services. A Node can host several

Pods. A Pod can comprise several containers. The clusters operations are

controlled by a special Node or multiple Nodes called the Control Plane,

which has several components. [12] Networking inside the cluster is de-

fined by the Kubernetes networking model. The Kubernetes cluster net-

working model is only a definition of requirements for networking in a

cluster. The Container Network Interface (CNI) specification has been

chosen for the implementation of the model. The specification is then in

turn implemented by third-party developers.

The basic model of networking in Kubernetes is somewhat simple, but

the implementations of the model bring in more complexity. In this paper

we will first go through the basics of the model, followed by looking into

the variations in implementing the model and how they affect the result-

ing application. We will also be looking at Service Meshes, which provide

functionality that extends the networking capabilities by adding an over-

laying infrastructure on top of the basic model and its implementation.

2 Microservice architecture

Applications have traditionally been developed with the monolithic ap-

proach, in which multiple highly coupled services are bundled together

into a single codebase. However, the rise of cloud computing has revealed

that monolithic applications are hard to scale in response to increased

load, and can lead to coordination problems between development teams.

The microservice approach has emerged as a solution to these chal-

lenges, breaking up applications into independent, decoupled services that

are responsible for their specific tasks. The microservice architecture has

been found to outperform monolithic applications in terms of increasing

throughput, decreasing response times, allowing for higher scalability,

and reducing the time and effort needed for development and deployment

[13].

The microservices naturally need to communicate with each other over

a computer network. This network is a standard IP network. However,

modern microservices are implemented as virtual computer units such

as virtual machines and containers, which do not have direct access to

the physical datacenter network. Instead, some kind of virtual network

is needed to connect the microservices that belong to the same applica-

tion. In Kubernetes, the microservices are implemented as Pods. The



cluster network is the virtual network that connects the microservices in

the same cluster to each other.

3 Kubernetes Networking Model

The Kubernetes networking model defines the following requirements for

networking inside a cluster: containers can communicate with any other

containers without Network Address Translation (NAT), A Pod can com-

municate with any other Pod without NAT, and the IP address of a Pod

is the same both inside the Node as well as in the cluster. Additionally,

all the agents on a Node, such as system daemons, can communicate with

all Pods on that Node. The main advantage of this model is that it allows

for Pods to be treated in a similar way that older infrastructures would be

utilizing Virtual Machines (VM). Since IP addresses are allocated at the

pod level, all containers in a Pod share the same IP and MAC address, it

also means that the containers can communicate with each other using

the local loopback interface. [3] The Kubernetes networking model only

defines the requirements. It is up to the developer to choose how to imple-

ment these requirements, since Kubernetes offers no default networking

solution.

3.1 Cluster network

Kubernetes cluster networking can be viewed through three distinct sce-

narios: traffic inside a Pod, traffic between Pods, and traffic entering or

leaving the cluster itself.

When setting up a Pod, an infrastructure container is provisioned to it,

which sets up the Pod’s network namespace and IP address. The infras-

tructure container uses Docker’s bridge networking mode, meaning that

it creates a virtual Ethernet bridge attaching to the node’s network inter-

face. All other containers in the Pod then join the network and namespace

of this container using Dockers container networking mode. In the result-

ing configuration, all the containers share the same IP address and can

communicate with each other on the localhost. It is possible for the con-

tainers to have port collisions with each other in this scenario. To avoid

tight coupling between microservices, each Pod usually implements only

one microservice.

All Pods in the cluster can communicate with each other directly with-



out the use of NAT. Pods can either communicate straight with other Pods

by discovering the Pod’s IP address or by using a Service. The problem

with communicating directly with Pods is that, as characteristic to Ku-

bernetes, Pods come and go, meaning that their IP addresses might need

to be rediscovered constantly. A Service in Kubernetes provides a stable,

discoverable Virtual IP address that hides behind it a set of Pods, which

might be destroyed and created frequently. The Service operates as a sort

of load balancer, providing a stable interface for the set of Pods.

Endpoints for traffic coming in to the Kubernetes cluster can be config-

ured using Kubernetes objects such as NodePort, LoadBalancer, External-

Name and Ingress. These objects allow for exposing parts of the cluster

for external traffic. All of these objects operate at the TCP or UDP level

except for the Ingress service, which operates at the HTTP level. [12]

3.2 Container Network Interfaces

The Container Network Interface (CNI) specification was initially pro-

posed by CoreOS and has since been adopted by Kubernetes as the model

for container networking. At its core, the CNI specification defines a set of

interfaces that enable network interaction. Third-party vendors can then

implement the CNI specification in their own ways, creating CNI plugins.

These plugins then handle tasks such as of IP address management, Pod

network namespace and host network connections, IP address allocation

and route configuration in the cluster. Each CNI implementation differs

in their design and scope of implemented features. CNI plugins differ

in their way of utilizing the link-layer for communications in addition to

using either an underlay or an overlay network. Additionally, some CNI

plugins implement Kubernetes network policies while some do not.

CNI plugins mainly utilize layer 3 (the networking layer) of the net-

working stack for communications between Nodes in the cluster. Some

plugins also utilize layer 2 (the link layer) for communications inside a

Node. Plugins utilizing only the second layer also exist, such as [7], but

their main point is usually to support legacy applications.

Another major design difference in CNI plugins is their packet forward-

ing configuration. CNIs take two different approaches to implementing

packet forwarding: overlay networking and underlay networking. Over-

lay networking refers to the situation where a virtual network is provi-

sioned on top of the physical or virtual network in which the hosts reside.

Another option is the underlay network, which simply means utilizing the



existing layer 3 infrastructure for routing.

As mentioned earlier, all CNIs do not support Network Policies, for ex-

ample the Flannel CNI does not implement the Network Policy Controller.

Other CNIs vary in their implementation of the controller. Some CNIs im-

plement just the standard Kubernetes Network Policy, which operates at

layer 3 and 4, while others extend the functionality to configure policies

at levels 3 to 7, or to integrate service meshes. [11]

3.3 Namespaces and Network Policies

As required by the Kubernetes cluster network model, all Pods can reach

all other Pods in the cluster by default. This is not an ideal situation for

a production cluster, since a situation where all Pods need to reach each

other is unlikely.

Namespaces [1] in Kubernetes allow you to separate a set of resources

in the cluster to a separate group called a Namespace. The main usage

of a Namespace is to divide a single cluster for multiple teams working

on different microservices. Namespaces can be used to further enhance

security in a cluster by providing increased isolation and additional option

in controlling access to parts of the cluster.

Network Policies [2] in Kubernetes are used to configure how a Pods can

communicate with other Pods and services in the cluster. They can be ap-

plied both to ingress and egress traffic at the IP address and port level.

When assessing whether a connection is to be allowed, three different as-

pects must be inspected: what Pod labels, Namespaces and IP address

ranges are accepted. Exceptions to these rules are that connections from

the underlying Node to the Pod cannot be blocked by IP address, and

the containers in the same Pod can always access each other. An impor-

tant thing to keep in mind is that support for the network policies comes

from the CNI plugin, meaning that the plugin must implement necessary

features to allow for this functionality. In addition, network policies in

Kubernetes are quite limited as they do not support for example any TLS

functionality or logging of network security events.

3.4 Service Mesh

While microservice based architectures have streamlined the deployment

of applications, they have also introduced new issues. The problem with

modern cloud based microservice applications is that they consist of a high



number of services with constantly changing states, possibly spread over

multiple domains. This makes the applications hard to debug and the

data flow difficult to track. Service mesh aims to answer these issues. A

service mesh is an infrastructure layer above the microservices of an ap-

plication. Its main purpose is to facilitate fault tolerant service to service

communications over complex topologies of modern infrastructures. Ser-

vice meshes provide a lot of the features that are missing from a standard

Kubernetes setup, such as service discovery, fault tolerance, traffic mon-

itoring, load balancing, circuit breaking, and authentication and access

control. [9]

Previously, a set of components and frameworks was needed to provide

the functionality listed above. This introduced a lot of coupling, since

certain frameworks only supported some components, and were tied to

specific languages. Additionally, the application itself could be coupled to

the specific frameworks selected. With a service mesh, all the function-

ality happens at the network level, meaning that the individual services

of the application do not need to be concerned with how the service mesh

operates. [8]

A service mesh comprises two main components or layers: the data

plane and the control plane. The data plane consists of interconnected

proxies that control inter-service communication and provide features such

as load balancing, authentication, and authorization. Each service in-

stance has a side-car proxy that enforces security by injecting policies

from the control plane, allowing for dynamic policy changes without mod-

ifying the microservice’s code. The control plane is responsible for im-

plementing all security functions and contains the necessary intelligence,

data, and artifacts such as authentication certificates, authentication poli-

cies, authorization engine, and monitoring data. It is separate from the

orchestrator’s control plane, which controls the cluster. The Service Mesh

control plane must be integrated with the orchestration platform and

have the necessary integration capabilities to be effective. Additionally,

it must be highly available and distributed since it is a critical component

of the Service Mesh. [8]

The three main challenges with implementing functioning service meshes

are that they need to be high performance, adaptable, and highly avail-

able to be production ready for modern applications. [9]



4 Limitations of the Cluster Kubernetes Networking Model

Since the Kubernetes cluster networking model is implemented by the

CNI plugin, most of the limitations come from the designs of the imple-

mentations themselves.

4.1 Performance

The performance of the cluster networking depends on the CNI imple-

mentation. The cluster networking model aims to hide the implementa-

tion details from the application developer, and thus the developer cannot

have much influence on the performance beyond selecting the CNI.

According to [11], the ideal CNI plugin should implement an eBPF based

solution for intra-Node communications, as they found that it performs

better for package forwarding inside a single Node. Furthermore, native

IP routing should be preferred over an overlay network, since it reduces

the amount of overhead relating to package encapsulation and decapsu-

lation. However, if a native option is not viable, then the CNI should

be able to provide overlay tunneling options to accommodate for a lover

overhead. An eBPF based implementation for iptables will also provide a

significantly better throughput [4].

4.2 Security

Due to the flat networking model in Kubernetes, where all containers

can reach each other, a compromised container can potentially give an

attacker access to the entire cluster, highlighting the importance of im-

plementing robust security measures. Another thing to keep in mind is

that CNI plugins run as privileged programs on the Node meaning that

compromising a CNI plugin results in the attacker having access to the

whole cluster network [10].

Network Policies can be used to limit ingress and egress connections be-

tween Pods, and they can be a useful tool to limit an attacker that has for

example compromised a single container in the cluster. However possible

security issues have been identified with Network Policies, for example

configuration mistakes are common. Since Kubernetes does not provide

warnings on disabled policies, it is up to the administrator to make sure

that the policies are valid, enabled and following best practices such as

least privilege and zero trust. [5]



The choice of a CNI plugin affects what level of security you can achieve

in your application, since they vary in their implementation designs and

scope of features. The CNI may for example provide a more advanced

interface for the network security configuration, allowing for more so-

phisticated traffic control and isolation mechanisms than what could be

achieved with a basic solution. This is usually achieved by utilizing over-

lay networking, which refers to when a virtual network is provisioned on

top of the underlying physical hardware. This allows Kubernetes admin-

istrators to implement a wide range of network policies and controls to

ensure the security and reliability of their applications. [11]

Service meshes can be a great solution to further solidifying the security

of your application. As mentioned earlier, they provide a wide variety of

functionality to further increase the security of an application.

5 Discussions

The Kubernetes networking landscape is currently quite fragmented, with

multiple CNI plugins offering varying implementations of the Kubernetes

cluster networking model. The choice of CNI plugin is an important one,

as it affects the performance, scalability, and security of the application.

It remains to be seen whether the industry will converge on a single best

approach or whether multiple options will continue to coexist. One po-

tential solution to the challenges of Kubernetes networking is the use of

service meshes. Service meshes provide a range of features such as ser-

vice discovery, fault tolerance, traffic monitoring, load balancing, circuit

breaking, and authentication and access control. As modern cloud-based

microservice applications become increasingly complex, service meshes

may become an essential tool for managing their networking.

6 Conclusion

In this paper, we analyzed the Kubernetes cluster networking model and

its implementation by various CNI plugins. We explored the limitations

of the model, particularly in terms of performance and security. We also

looked at service meshes as a potential solution to these challenges. The

choice of CNI plugin is critical to the performance, scalability, and secu-

rity of a Kubernetes application. Service meshes can provide additional



functionality and capability, making them a potentially valuable tool for

managing complex microservice architectures. Overall, it is clear that

networking is a crucial aspect of Kubernetes that requires careful consid-

eration and planning. As Kubernetes continues to gain popularity, it will

be important for developers and administrators to stay informed about

the latest developments and best practices in networking to ensure the

success of their applications.
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Abstract

Software reliability is integral for software systems especially in the mod-

ern setting and software reliability growth models are useful tools to eval-

uate software reliability. However, traditional SRGMs, which were devel-

oped in the context of legacy software, do not accurately represent the re-

alities of contemporary software projects. Therefore, recent studies propose

new SRGMs that utilize revised assumptions for the OSS context. This

paper provides a literature review on these recent SRGMs by focusing on

their parameters, assumptions and evaluations.
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1 Introduction

Software reliability has always been a crucial aspect of software systems

but even more so now in the modern context, especially with the increas-

ing usage of agile software development and open-source software (OSS).

Software reliability is described in [8] as “probability of failure-free op-

eration” in a certain time and certain environment. Software reliability

growth models (SRGMs) are among integral tools used to asses software

reliability. In Mičko et al. [7], reliability growth process refers to the

practice where the recorded faults are removed from the software system.

Accordingly, SRGMs are regression models used to estimate the cumula-



tive number of faults detected with respect to the given time [7].

These models can be used by both the customer and the developer as

information they present can support the software release planning [6].

SRGMs can be utilized to forecast metrics such as future failure inten-

sity, number of faults left, or the amount of testing necessary to reach a

particular reliability level [7]. Moreover, SRGMs can be employed for test

resource and cost allocation and management [15].

There is a gap between software reliability models which were developed

in the context of legacy software and waterfall mindset, and OSS and agile

mindset. It is critical to understand this gap to better evaluate software

reliability in agile development and OSS contexts and also to choose an

appropriate model. There exists some work on new SRGM suggestions

[3], [5], [8], [9], [11], [12], [15]. However, there is still a need for a thor-

ough evaluation of newly proposed models so that software reliability can

be assessed more precisely. Figuring out especially the limitations, im-

pacts and shortcomings of these recent models when applied to software

projects in modern contexts will guide practitioners to assess reliability of

software products more competently.

The goal of this paper is to explore recent SRGMs, focusing on SRGM pa-

rameters, assumptions, and evaluations. This review contributes by com-

paring and discussing different recent SRGMs, examining the advance-

ments in the most recent research. Thus, it can be helpful to see the latest

developments in SRGMs. There exists some literature review on SRGMs,

but its focus is mostly on parametric vs non-parametric models, hence the

focal point of the study is different [6]. Another study evaluated differ-

ent traditional SRGMs in terms of their fitting and prediction capabilities

based on closed and open-source software. The primary focus is to assess

specific models’ competency rather than investigating the assumptions or

constraints of SRGMs when it comes to modern software projects [10].

This paper is organized as follows. Section 2 explains the details of

software reliability growth models. Section 3 provides the results of the

study based on the research questions provided while Section 4 discusses

these results. Section 5 concludes the paper with some final remarks.

2 Software Reliability Growth Models

Software reliability model is defined as a method to assess and predict

software reliability based on particular assumptions in a specific environ-



ment. More precisely, software reliability growth models are regression-

based models [13]. These models utilize data collected from the software

development and testing process to estimate future reliability of the soft-

ware.

2.1 SRGM Application

There are different variables to take into consideration while using SRGMs

such as amount of testing, defect data, grouped data, growth model type,

statistical technique etc. [6].

To apply any SRGM, firstly input data needs to be prepared [1]. Accord-

ing to [6], two pieces of data must be provided: defect data and the time at

which the defects first appeared in the data. Chren et al. [1] states that

the bug reports can be utilized for this purpose. The bug reports should

ideally be evaluated to determine the faults that led to the failures but

this can be time consuming. Instead, the duplicates can be eliminated

from the bug report to speed up the procedure. The reports can also be

further reviewed to ensure that they closely match SRGM’s assumptions.

It is important to note that, if there is no significant reliability growth

trend in the input data, SRGMs may not be able to provide sensible re-

sults [7]. Accordingly, a statistical test evaluation should be carried out to

see if a trend of decreasing number of failures becomes apparent [1].

After that, since SRGMs are regression models, fitting them to the data

requires estimating their parameters. The most common techniques are

maximum likelihood technique and least squares technique [14].

A goodness-of-fit (GoF) test needs to be carried out following parameter

estimation to determine how well the model fits the data. Most common

metrics used for GoF are R-squared (R2), Akaike Information Criterion

(AIC), Bayesian Information Criterion (BIC) and Residual Standard Error

(RSE). There is no one model that would match all projects [1]. Most

suitable model is selected according to the metrics [7].

These application stages are illustrated and summarized in Figure 1.

Figure 1. SRGM application process [1]



2.2 Traditional SRGM Assumptions

Traditional SRGMs, developed in the context of legacy software, involve

assumptions of both testing and defect repair processes. Main assump-

tions of traditional models and why they might not be valid are explained

below [14]:

• Although a perfect debugging process is presumed, meaning that any

discovered defect will be corrected right away, this is not always the

case. Especially in the OSS setting, debugging process is rather non-

linear [7]. Furthermore, unfixed defects can make it more difficult to

find further defects in the software.

• It is assumed that "defect repair is perfect". However, in practice, defect

repair itself might also result in the introduction of new flaws into the

system.

• It is assumed that the code being tested does not change during the

testing process. However, new code may always be added for both main-

tenance and adding new functionality.

• Although, traditional models assume that defects can only be reported

by the testing team, they can be reported by other teams as well. How-

ever, testing time of the quality assurance team is not nearly identical

to the testing time of other groups. If the bugs reported by the other

groups are not included at all, this crucial information will be lost. This

indicates that defects and test time do not always correlate precisely.

• It is assumed that the each unit time such as calendar time or test cases

is equivalent during testing process. For instance, tests that are re-

peated are less likely to discover new defects but each test is still treated

as if they have equal impact.

• Testing is thought to indicate an operational profile. This operational

profile usually includes types of users, frequency and timing of user in-

teractions, types of input data etc. In practice, it may be impossible to

duplicate the operational environment.

• The failures are thought to be independent from one another. This

might especially be an erroneous assumption, if there is a part of the

code that has not been tested sufficiently which can also lead to cascad-

ing failures.

It’s vital to keep in mind that, it is challenging to foresee what kind of



an impact will violation of these assumptions have on the models [14].

These assumptions of traditional SRGMs are based on closed-source

software and waterfall development approach, and they stand as a chal-

lenge in applications of SRGMs to OSS [7].

3 Results

In recent years, studies have been conducted for development of new

SRGMs. However, there seems to be not sufficient overview of these re-

cent models. Accordingly, this review was concentrated on studies from

last 10 years. First, a keyword based search was done on Google Scholar

and IEEE Xplore. The keywords were: software reliability growth mod-

els, agile, open-source software. Then, the found papers’ references were

examined. Altogether, 30 publications were reviewed and 7 of them were

chosen for this paper. These papers are chosen because they were sug-

gesting a new model and not focusing on analysing previously proposed

models.

Research questions presented in this section are:

1. What are the recent SRGMs?

2. What are the parameters of SRGMs and how are they estimated?

3. What are the assumptions of SRGMs?

4. How are SRGMs applied and evaluated?

These questions were chosen to better understand and compare recent

developments of SRGMs in modern context. This review aims to examine

the parameters and assumptions used in these models. The findings of

this literature review will be discussed in each subsection provided based

on these research questions.

3.1 What are the recent SRGMs?

Rawat et al. [8] propose a new model combining Goel and Weibull dis-

tributions through the non-homogenous Poisson process (NHPP). They

emphasize the frequent incremental release property of agile software de-

velopment and emphasize that each release has the potential to introduce

new bugs to the system, thus affecting the reliability.

Wang [11] questions the old models’ "perfect debugging" assumption

which does not represent the reality of OSS debugging process. Wang



presents a reliability model based on these non-linear changes of fault

detection.

In another study, Wang et al. [12] put more emphasis on "gradual de-

crease in the number of introduced faults over time". The new model

proposed is based on the decline variation of fault introduction.

Zhang et al. [15] also consider imperfect debugging from fault detection

rate perspective and propose flexible SRGMs based on imperfect debug-

ging models.

Saraf et al. [9] explore imperfect debugging and multi-release modelling

for OSS, proposing a new SRGM for estimating reliability of multi-release

OSS.

He [3] proposes a new model based on newly created faults brought

about by fault debugging and its incompleteness, revising the presump-

tions of NHPP. In this model, quantity of faults and the fault removal

efficient alters over time.

Authors of [5] propose a two-dimensional multi-release SRGM, model-

ing the software reliability growth as a function of both testing time and

the number of failures instead of only number of failures, focusing on the

faults of each release but does not account for imperfect debugging.

3.2 What are the parameters of SRGMs and how are they
estimated?

The mean value functions of investigated SRGMs can be seen in Table 1.

Reference Year Mean Value Function

Rawat et al. [8] 2017 mn(t) = λaFn1(t) + (1− λ)aFn2(t)
Wang [11] 2021 µ(t) = a

θ+eωt

(
e(βt

d+ωt) − βd∑n
i=0

ωiti+d

i!(i+d) − 1
)

Wang et al. [12] 2022
ξ(t) =

η
(
1− exp(−µt)

1+µt

)
+ C(1− exp(−ψt))

1 + γ exp(−ψt)

−
ηµ exp(−ψt)∑m

j=0

∑n
i=0

(−1)j(j+2)µj(ψ−µ)iti+j+1

(i+j+1)i!

1 + γ exp(−ψt)
Zhang et al. [15] 2022 mIDII_5(t) = a

∫ t

0

b(1 + σ)

1 + σe−b(1+σ)u
e
−

∫ u
0
p(1−r(τ)) b(1+σ)

1+σe−b(1+σ)τ
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He [3] 2013 m(t) = b

{
k(1+λb)
λ−b + α

b+λ

[
(1+λt)2

2λ − (1+λt)1−
b
λ −1

λ−b

]}

Saraf et al. [9] 2022 Mi(t) =





ηi+(η∗(i−1)2−M(ti−1)

(1−δi1) [1− (1− (Fi1 ⊗Gi1) (t))ρi1 (1− δi1)] ; for t ≤ λi
ηi+(η∗(i−1)2−M(ti−1)

(1−δi2)

[
1− (1− (Fi1 ⊗Gi1) (λi))ρi1(1−δi1)

(
(1−(Fi2⊗Gi2)(t))
1−(Fi2⊗Gi2)(λi)

)ρi2(1−δi2)]

+
(

(δi1−δi2)
(1−δi2)

)
M (λi) ; for t < λi

Kapur et al. [5] 2012 m(s, u) =
a(1−exp(−bsαu1−α))
1+β exp(−bsαu1−α)

Table 1. Recent SRGMs with the publishing year and their mean value functions

Expected cumulative number of detected faults are measured in [11],

[12] and [3]. Rawat et al. [8] calculates total number of faults, Zhang

et al. [15] calculates specific cumulative fault detection function whereas

Saraf et al. [9] calculates the expected amount of faults eliminated in an



interval. Lastly, Kapur et al. [5] is interested in the cumulative number

of faults removed.

Failure rate of n-th release (λ), probability density function for perma-

nent and transient faults in the n-th release (Fn1 and Fn2) are most no-

table parameters in [8]. Scale parameter (β in [11], µ in [12]), shape pa-

rameter (d in [11] and λ in [12]) and fault detection rate (w in [11], ψ

in [12]) are among the noticeable parameters. Initial count of faults (η),

Steiltjes convolution (⊗) according to change point (λ) are utilized in [9].

Fault detection rate per remaining fault (b) and Logistic learning factor

(β) are worth mentioning for [5].

An important remark about parameters of SRGMs is that, with the in-

crease in number of random factors in software testing, the SRGMs will

also become increasingly complicated and difficult to solve [15].

Among the studies which explicitly mention how they estimated the pa-

rameters, least square estimation (LSE) is used in all of them [11], [12],

[9], [5]. In contrast, He [3], Zhang et al. [15], and Rawat et al. [8] did

not explicitly mention the method used to estimate the parameters. He

[3] just states that a method can be chosen such as LSE, Maximum Like-

lihood Estimation (MLE) or Bayesian Estimation (BE) and yet it is not

indicated what was chosen for the proposed model.

In both studies [11] and [12], a sensitivity analysis of the parameters is

conducted as well to further investigate impact of the parameters.

Saraf et al. [9] and Kapur et al. [5] also specifies the usage non-linear re-

gression module of SPSS (Statistical Package for Social Sciences) as their

tool to estimate unknown parameters. To determine the least square es-

timates, this module utilizes an iterative estimating approach based on

sequential quadratic programming.

3.3 What are the assumptions of SRGMs?

While developing new SRGMs, each study proposed their own assump-

tions explicitly by revising the assumptions of traditional models, espe-

cially putting emphasis on fault detection and removal processes of OSS.

Except Kapur et al. [5], all papers assume an "imperfect debugging"

process in contrast to assumptions of traditional SRGMs’. They explain

this either by stating that there is a non-linear change of number of de-

tected faults during the development and testing of OSS [11] or empha-

sizing introduction of new faults during removal process [12] or defining

an imperfect fault removal operation [15], [3].



All papers also pay attention to changing fault rates over time. Rawat

et al. [8] state that failure rates have exponential and Weibull distribu-

tions. Saraf et al. [9] acknowledge that there might be variations in the

defect detection rate that are not monotonic. He [3] states that fault de-

bugging rate alters over time. Kapur et al. [5] assume a non-decreasing

fault detection rate. Wang et al. [12] states a gradual decrease in fault

introduction due to the learning phenomenon for debuggers.

Zhang et al. [15] adds that introduction of new faults during repair is

proportional to the accumulated fixed faults. Assuming that at most one

fault happens during a specified period of time, they construct a propor-

tionate link between detected and undiscovered faults for building two

imperfect debugging models.

Almost all papers consider that fault detection procedure follows NHPP

in OSS [11], [12], [15], [9], [3], [5]. Wang et al. [12] and Kapur et al. [5]

also presume immediate removal of faults.

In contrast, there exists some different assumptions in some papers.

Saraf et al. [9] incorporate the latency between the notice of a failure and

the correction of the underlying fault. For the mean value function for

the next release, only the existing release and the previous one are taking

into consideration.

He [3] modified some assumptions of the classical Goel-Okumoto [2]

model as all faults are independent and equally identifiable and opera-

tional profiles for software and reliability tests are identical.

Lastly, Kapur et al. [5] utilizes the assumptions from their previous

work [4] about two dimensional flexible SRGMs. Most notable ones are no

introduction of new faults and all remaining faults equally affect the fail-

ure rate. They also consider the faults of the current and the remaining

faults of the previous release.

3.4 How are SRGMs applied and evaluated?

Comparison metrics chosen for the models and data they have been tested

on can be seen in Table 2.

Among the studies, mean squared error (MSE) is the most commonly

used metric, followed by R2. Bias and root mean square error (RMSE) are

also chosen frequently. Many metrics are used together to better evaluate

the models in these papers.

Wang [11] states that eight models were utilized to compare the per-

formance of the model, these models included perfect debugging, imper-



Reference Data Comparison Metrics

Rawat et al. [8] four consecutive releases Reliability (probability/quantity of faults)

Wang [11] three OSS fault data sets MSE, R2, RMSE, TS, Bias, Variance, RMSPE and KD

Wang et al. [12] two OSS fault data sets MSE, R2, TS, and Bias (fitting), PSSE, TS, Variance, and

Bias (predicting)

Zhang et al. [15] three failure data sets MSE, Variance, RMS-PE, BMMRE and R2

He [3] not stated SSE and R2

Saraf et al. [9] three releases MSE and Bias

Kapur et al. [5] four releases MSE

Table 2. Recent SRGMs data for evaluation and comparison metrics

fect debugging, closed-source software, OSS models. Wang claims that

this new model has superior fitting and predictive performance for OSS,

closed-source software, perfect and imperfect debugging models.

In their other study, [12] employed five OSS reliability models to com-

pare two models they proposed, single release OSS reliability model, and

a multi-release OSS reliability model. The suggested model outperforms

the competition in terms of prediction and fitting, with stable performance

in both areas.

In [15], five models were chosen that take imperfect debugging into ac-

count. The two different types of imperfect debugging models are inte-

grated with the fault detection rate (FDR) function to create a more ac-

curate model that has better performance than others. Type II imperfect

debugging model encapsulates the relationship between fault detection,

repair and introduction. It takes into account more random factors in the

real software debugging process, thus performs better than type I model.

He [3] claims that the suggested model improved NHPP performance

but he also remarks that lots of unknown parameters and insufficient

fault data for parameters estimation may lead to inaccurate model pa-

rameter estimation and decreasing ability to predict.

In [9] the proposed model was compared with existing models validated

on closed source software data sets without change point. It is not explic-

itly mentioned which models are used for comparison. Improved values of

R2 have been reported for Release 1 and Release 3.

4 Discussion

The reviewed models aim to estimate the reliability of OSS in multi-

release scenarios, where each release can introduce new bugs that affect

the system’s reliability. These models demonstrate that there are more



factors to take into consideration while developing SRGMs for the mod-

ern context. These studies mostly start with a widely-accepted function

and alter it by using revised assumptions for the OSS context, to propose

new models. Almost all count on NHPP for this purpose. There exists

common assumptions as imperfect debugging and changing failure rates

over time which fit the nature of OSS.

LSE appears to be the most popular methodology for parameter esti-

mation. However, it is noteworthy that some papers did not explicitly

mention the parameter estimation technique they utilized [3], [15], [8].

The assumptions in recent models are explicit and considerably more

in line with the reality of OSS. The studies generally evaluated the new

models based on OSS data with multiple releases. It is evident that cur-

rent models surpass older models on OSS projects with multiple releases

based on metrics used in reviewed studies.

5 Conclusion

In conclusion, the importance of software reliability in modern software

projects has increased, especially in the context of agile software devel-

opment and open-source software. Although SRGMs are essential tools

for evaluating software reliability, traditional SRGMs do not provide an

accurate depiction of modern software context because they were created

in the context of legacy software and a waterfall approach. Thus, their

assumptions are made according to their context.

This study looked into the parameters, their estimation techniques, as-

sumptions, applications and evaluations of recent SRGMs in relation to

contemporary software projects. Overall, this paper aimed to analyze and

explain the current developments in the research. The results of this

study may serve as a reference for professionals that evaluate software

reliability or develop new SRGMs for modern software projects. In future,

more or different papers can be reviewed and interesting results can be

obtained. As software development conventions will continue to change,

SRGMs also need to keep up with these changes to continue to be useful

for estimating reliability.
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Abstract

The widespread use of online systems increases the importance of secure

authentication methods. Since the traditional single-factor authentication

methods have become more vulnerable, the need for multi-factor authen-

tication (MFA) has grown to increase security. Although MFA adds an

extra layer of security, it has vulnerabilities while generating the one-time

password (OTP) in the time-based OTP algorithm. By using reverse engi-

neering techniques, this seminar paper analyzes the security vulnerabili-

ties of two widely used mobile authenticator applications, Google Authen-

ticator and Microsoft Authenticator. The analysis shows that both mobile

authenticator applications have security vulnerabilities in storage or mem-

ory. Given these vulnerabilities, more precautions need to be taken in the

implementation to enhance security, particularly when these applications

are utilized for security-focused services.

KEYWORDS: Authentication, Multi-Factor Authentication, Security, Mo-

bile Authenticator, Microsoft Authenticator, Google Authenticator, One-Time

Password, Reverse Engineering



1 Introduction

In recent years, online systems have become an indispensable part of our

daily life as they are extensively used in education, shopping, and enter-

tainment among other use cases [13]. Correspondingly, security attacks

have also evolved, resulting in numerous security breaches. One main

reason for recent security breaches is a faulty authentication system, ei-

ther in its design or implementation. For a long time, traditional single-

factor authentication (SFA) methods – password-based authentication be-

ing the most common example – were the main focus in authentication

system design [5]. In the face of the growing complexity of newer secu-

rity attacks, password-based authentication has become more vulnerable

than other methods. As a proof, in 2020, Microsoft reported that almost all

compromised accounts that they monitor on a monthly basis did not have

multi-factor authentication (MFA) enabled [10]. MFA is an authentica-

tion method where the user must not only know their login credentials,

but also have something in their possession, such as a hardware token,

smart card, or one-time password (OTP), which is more secure since it

adds one more factor, to access the application [11]. MFA ensures identity

verification through multiple independent factors that can be categorized

as follows:

• Knowledge: Users know their username, password or personal identi-

fier number (PIN).

• Inherence: Users use a physical characteristic, which is specific to an

individual, such as fingerprint or face recognition.

• Possession: Users possess an item, such as a hardware token or a

mobile phone with an OTP generator application [14].

Recently, the mobile phone has become an ideal choice for possession, as

utilizing a mobile phone for MFA is cost-free, in contrast to a hardware

token or smart card [11, 13].

Although MFA provides many advantages in terms of security, it is still

not an ideal solution especially since mobile authenticator applications

have security vulnerabilities. One of the possible security vulnerabilities

is the generation of OTP value in the time-based OTP (TOTP) algorithm,



thus the disclosure of the shared secret [13, 14].

This paper analyzes the existing security vulnerabilities of Google Au-

thenticator and Microsoft Authenticator, which are one of the most widely

used mobile authenticator applications, by applying reverse engineering

techniques. The working principles of the selected authenticators are also

investigated with a special focus on the TOTP algorithm.

The rest of the paper is organized as follows. Section 2 considers the

prevalent mobile phone-based MFA solutions including the determination

of OTP through the TOTP algorithm. Section 3 describes the experimen-

tal setup, simulation of the attacks, forensic analysis and results. Section

4 includes an assessment of the Google and Microsoft Authenticators from

a security perspective. Finally, Section 5 provides concluding remarks.

2 Working Principles of Google and Microsoft Authenticators

2.1 Most Popular Mobile Phone-based MFA Solutions

Different approaches and solutions utilize the mobile phone as an MFA.

This paper studies three solutions and in all of them, OTP plays a funda-

mental role in one way or another.

The first and the less secure one among the other options is OTP sent

via Short Message Service (SMS), also known as SMS verification [11, 13].

In this solution, users try to use the service by sending a request and the

service sends an SMS message that includes OTP once it gets the request

from the user. After receiving OTP via SMS, users enter the OTP to use

the service. Although OTP sent via SMS offers more security than SFA,

using SMS as a form of MFA is not completely secure since attackers can

intercept SMS messages and alter them [3, 4, 13].

Therefore, the use of mobile applications to generate OTPs, also known

as OTP generated by the authenticator, has been becoming increasingly

popular as an alternative [11]. In this approach, users need to enter the

OTP that is generated by the mobile authenticator when they make a re-

quest to the service and reach the second-factor page (i.e., login page).

Google and Microsoft Authenticators use the TOTP algorithm, which is

specified in RFC 6238 [12], to generate OTP. For the generation of OTPs,

the user and the service need to agree on a shared secret, also known as a

seed value, which can be achieved by the user by determining and enter-



ing the value to the mobile authenticator. After that, the TOTP algorithm

starts to generate OTPs on-demand or periodically, usually every 30 sec-

onds [13]. Section 2.2 describes the generation of an OTP by the TOTP

algorithm in more detail.

The last and the most secure solution is the OTP via push notification.

In this solution, the service sends a challenge to the user via a mobile au-

thenticator and accepts the request once the user accomplishes the chal-

lenge. To be able to accomplish the challenge, the user first has to log into

the mobile authenticator, using a PIN code or inherence factors, such as

fingerprint or face recognition. Then, the user needs to accept the notifi-

cation which is sent from the service [11].

2.2 TOTP Algorithm

Since Google and Microsoft Authenticators use the TOTP algorithm and

the shared secret is the key factor of the MFAs, it is worth mentioning

how OTP is generated. OTPs are created by combining a shared secret

and the current timestamp [12, 13]. The steps for the generation of an

OTP can be found below:

1. Calculate T , which is the number of time steps, as follows:

T = ⌊Tunix/Ts⌋

where Tunix: number of seconds elapsed since 1 January 1970 00:00:00,

and Ts: time step, 30 seconds is the default.

2. Convert T into hexadecimal format, Th, ensuring that the resulting

value comprises 16 hexadecimal characters. Add leading zeros if neces-

sary.

3. Convert Th to an array of 8 bytes and let it be Ah. Similarly, convert

the shared secret, which the user enters, to an array of 20 bytes and let

it be As.

4. Compute the HMAC ofAh andAs by using the HMAC-SHA1 algorithm,

let the result be H.

5. Obtain the final byte of the result and convert it to a decimal which

will be the offset. Then, retrieve 4 bytes from the result by utilizing the



Figure 1. Android Development Cycle and Compilation of Android Applications

offset value, Hr.

6. Perform a bitwise AND operation to Hr with the hexadecimal value

0x7FFFFFFF. After that, convert it to a decimal, Dr.

7. Finally, compute the OTP = Dr mod 10d where d is the number of OTP

digits, usually being chosen as 6.

These calculations are carried out both on the mobile authenticator and

the service. If the resulting OTPs are identical, the request is approved

[13, 14].

3 Forensic Analysis and Results

This section starts by defining the concept of reverse engineering and con-

tinues with selected tools, assumptions, simulation setup, attacks and re-

sults.

Reverse engineering is, briefly, the process of converting compiled soft-

ware to source code [15]. The fundamental aim of reverse engineering is

to analyze a technology to understand how it works, create a replica or an

improved version of it, and obtain more insight information about its de-

sign, architecture, or components [7, 13]. Figure 1 shows the development

cycle and the compilation of the Android applications. In Section 3.3, the

reverse order of Figure 1 is followed while conducting the attacks.

3.1 Selected Tools for Forensic Analysis and Assumptions

The main goal of the simulations is to exploit as many vulnerabilities

as possible for Google and Microsoft Authenticators. The targeted main

vulnerabilities include retrieving the shared secret from storage as plain



text, copying the database file to another emulator and generating the

same OTP values on that emulator, retrieving the shared secret from

memory as plain text, and redirecting push notification requests. How-

ever, the latter one is only valid for Microsoft Authenticator [16] since

Google Authenticator does not have a push notification feature. The fol-

lowing reverse engineering tools are used to conduct the forensic analysis

and exploit the above-mentioned vulnerabilities: Android Debug Bridge

(adb) to debug and communicate to the emulators, Android Virtual Device

(AVD) Manager to configure the emulators, apktool to decompile and re-

compile Android Package Kit (APK) files after modifications, DB Browser

for SQLite to view and perform database operations, Eclipse Memory An-

alyzer (MAT) to detect memory leaks, JADX to reach the source code,

Profiler in Android Studio to analyze head dump files, rootAVD to root

AVDs with Magisk, Root Explorer to view and access some files on the

emulators, and mitmproxy to investigate the network traffic [13, 14].

Before conducting the simulations, two major assumptions have been

made. First, the shared secret should be shared between the user and the

service to generate OTPs. Once both parties agree on the shared secret,

they can start to generate identical OTPs since the shared secret, current

timestamp, and execution of the TOTP algorithm are the same for both

parties. In this case, everything is known from the perspective of an at-

tacker except the shared secret. If the attackers can obtain the shared

secret, they may be able to pass the second factor [13]. The second as-

sumption is that the attackers have root access to the system which can

be achieved by exploiting a vulnerability in the system, having physical

access to the rooted Android device, or rooting the device [6, 9].

3.2 Simulation Setup and Static Analysis

For the setup, Android Virtual Device (AVD) Manager was used, which is

a tool in Android Studio, to create the emulators. Pixel 4, with an API

level of 30, and Pixel 3a, with an API level of 29 had been chosen as the

target devices. After having two emulators for the forensic analysis, both

emulators were first rooted using rootAVD and Magisk. Then, the APKs

of Google Authenticator with version 5.20R4 and Microsoft Authenticator

with version 6.2303.2086 were downloaded from APKPure [1].

After having the APKs on the emulators, static analyses, such as ana-

lyzing the existing folders, files and classes, were conducted for both mo-

bile authenticator applications by using JADX to detect vulnerabilities in



the source code. With these static analyses, the main purpose is to gain

a deeper understanding of the functionalities of APK and the process of

OTP generation. Then, we tried to determine whether the shared secret

is still not encrypted in the storage as the first potential vulnerability be-

cause Polleit and Spreitzenbarth’s study shows that Google and Microsoft

Authenticators did not encrypt the shared secret while storing it in the

database in 2018 [14]. Similarly, the same finding has been shown by

Ozkan and Bicakci’s research in 2020 [13] but Google has made a change

for Google Authenticator in the latest update on the 14th of July 2022,

and started to encrypt the shared secret in the storage according to their

update notes. This update was verified with the static analysis because

the shared secret was encrypted by using the Advanced Encryption Stan-

dard with Galois/Counter Mode (AES-GCM), which is considered as one

of the most secure encryption methods [2, 8], if the Software Development

Kit (SDK) version is greater than 22.

For Microsoft Authenticator, three different types of accounts could be

added that are personal account, work or school account and other (Google,

Facebook, etc.) account. When conducting the static analysis, we real-

ized that Microsoft Authenticator did not encrypt the shared secret for

the other account type while storing it in the database. In other words,

Microsoft has not taken any action for at least three years, unlike Google.

3.3 Conducted Attacks and Results

Once the static analyses were completed for both mobile authenticator ap-

plications, they were decompiled by using apktool to make modifications

to the APKs, such as making the applications debuggable, to validate the

findings in dynamic analysis. Next, the modified APKs were installed on

the emulators. As the last step before exploring the vulnerabilities, the

shared secrets were entered manually into the mobile authenticators, as-

suming a hypothetical service, such as GitHub or Dropbox, provides that

shared secret. After entering the shared secrets, the mobile authentica-

tors were ready to launch attacks against the shared secrets.

The accounts table of the databases file, which is located within the

/data/data/com.google.android.apps.authenticator2/databases folder and

reached by using Root Explorer or the combination of adb and DB Browser

for SQLite, contained the encrypted version of the shared secret in Google

Authenticator. Since the shared secret was encrypted with AES-GCM,

decrypting it would require an infeasible amount of computational power



Figure 2. Shared secret in the memory (Google Authenticator)

and time to brute-force the key, thus finding the shared secret [2, 8]. Then,

the file was duplicated onto the other emulator to observe if it is possible

to generate the same OTPs but Google Authenticator took precautions for

this action and did not generate the OTPs. To test the last objective, while

the application was running, another account and key were created. Af-

ter the creation of the account and key, we took a heap dump at any time

by using the Profile feature of Android Studio. Figure 2 shows that the

entered shared secret, which is abcde12345abcde12345, was stored in the

AutoValue_Account_Builder class’ objects as plain text.

The same objectives were performed for Microsoft Authenticator as well.

First, the accounts table of the PhoneFactor file, which is located within

the /data/data/com.azure.authenticator folder, contained the encrypted

shared secret for the personal accounts and work or school accounts. On

the other hand, Microsoft did not encrypt the shared secret key for the

other accounts as can be seen in Figure 3, therefore, the shared secret

key could be obtained from the storage. Then, the PhoneFactor file was

copied to the other emulator and only for the other accounts, the same

OTPs were generated on both devices. For the last objective, we followed

the same procedure as in Google Authenticator and the shared secret was

obtained as plain text in the object of the SecretKeyBasedAccount class.

The detailed findings and corresponding screenshots from the mobile

authenticator applications can be found in [17].

4 Security Analysis

After completing the forensic analyses and examining Google Authentica-

tor and Microsoft Authenticator, it has been discovered that both of them

are similar in terms of where they store the shared secrets and how they

create the OTPs from the shared secrets.



Figure 3. Shared secret in the storage (Microsoft Authenticator)

Both Google and Microsoft Authenticators use the TOTP algorithm to

produce the OTPs, and this results in one major disadvantage and ad-

vantage. The major disadvantage is that one can produce the same OTPs

in another device once the shared secret is obtained since the TOTP al-

gorithm does not need any unique values that are specific to the device,

such as the IMEI number or MAC address. On the other hand, the major

advantage is to move the accounts to another device in case of losing or

changing the mobile device.

Furthermore, advanced obfuscators or ProGuard can make static analy-

sis difficult for reverse engineers by obfuscating the source code. Unfortu-

nately, both mobile authenticator applications do not apply advanced ob-

fuscators or ProGuard. Hence, it is relatively straightforward to read and

understand the source code. Moreover, since we can make modifications

on both APKs, the mobile authenticator applications permit repacking.

With the latest update, Google Authenticator provides secure storage

for the shared secret. It does not also allow cloning the database file to

another device but retrieving the shared secret from the memory is still

vulnerable in Google Authenticator. Although Microsoft Authenticator

provides secure storage for the shared secret of the personal account and

work or school account types, it does not encrypt the shared secret for the

other account type. In contrast to Google Authenticator, Microsoft Au-

thenticator allows cloning the database file to another device for the other

account type. Similar to Google Authenticator, fetching the shared secret

from the memory is possible in Microsoft Authenticator. Figure 4 presents

an overview of the security mechanisms of the Google and Microsoft Au-

thenticators.



Figure 4. Security mechanisms of Google Authenticator and Microsoft Authenticator

5 Conclusion

Firstly, the use of an MFA is crucial and beneficial to enhance security

as it adds an extra layer of protection in contrast to SFA. Although two

of the most widely used mobile authenticator applications still have secu-

rity vulnerabilities, adding an extra layer of security with MFA will not

worsen the situation. This paper has analyzed the security vulnerabili-

ties of Google Authenticator and Microsoft Authenticator with a focus on

retrieving shared secret and copying the database file to another device.

In light of the conducted attacks, Google Authenticator allows the re-

trieval of the plain text version of the shared secret from the memory. In

Microsoft Authenticator, the shared secret can be obtained as plain text

for the other account type from the storage and memory. Microsoft Au-

thenticator does not also prevent copying the database file to another de-

vice, therefore, an attacker can produce the same OTPs without retrieving

the shared secret as plain text.

It has been shown that two-factor authentication might immediately be-

come an SFA for the Google and Microsoft Authenticators if the attackers

can obtain the shared secret as plain text or clone the application to an-

other device. Hence, considering the vulnerabilities that are highlighted

in this paper, additional measures should be implemented to improve se-

curity, especially when using these mobile authenticator applications for

security-oriented services.
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Abstract

Blockchain technology will be an integral component of Web 3.0. The con-

sensus mechanism is a crucial component of the underlying technology of

the blockchain. The architecture of consensus algorithms introduce both

distinctive features and exploitable vulnerabilities. Consequently, perfor-

mance metrics, such as transaction throughput, decentralization, power

consumption, scalability, and permission model are compromised by secu-

rity vulnerabilities. There are numerous applications for blockchain tech-

nology, spanning from cryptocurrencies, financial industry, and supply

chains to healthcare. Consensus algorithms that are appropriate for ap-

plications vary based on the application requirements, performance eval-

uation of the consensus algorithm, and its security vulnerabilities. This

paper examines the functionality of the main consensus algorithms and

their security flaws. In addition, this study describes the trade-offs be-

tween evaluation metrics and potential security vulnerabilities. This re-

search also reviews the applicability of consensus algorithms to a variety

of applications based on their respective needs. This paper serves as a ref-

erence paper for the selection of consensus algorithms in both academy and

industry

KEYWORDS: Blockchain, Proof-of-X protocols, Cryptocurrency, Consen-

sus algorithms



1 Introduction

Blockchain technology, introduced by Satoshi Nakamato, has paved the

way for the emergence of web 3.0 [17]. Web 3.0 technology is regarded as

the next phase of the internet, in which data in the virtual space is man-

aged without human intervention. It will employ Decentralized Ledger

Technology (DLT) and blockchain alongside big data, machine learning,

and artificial intelligence technologies [13]. Therefore, blockchain tech-

nology plays a significant role in the process of transforming the internet

into an autonomous, intelligent system. Blockchain technology records

transactions of a business network in an immutable, distributed ledger.

Figure 1 shows the architecture of the bitcoin blockchain. Each block of

data in a blockchain contains the hash of the previous block, data, and the

own hash of the block [16]. The immutability of the blockchain architec-

ture is achieved by storing the hash of the current block in the succeeding

block. Using complex cryptographic functions, the hash value of a block is

calculated, making it impossible to replicate. Consequently, if a block is

altered, it can be recognized by its hash value.

Figure 1. Blockchain architecture

Blockchain is controlled in a decentralized manner, with no single au-

thority in control [4]. When a block is added to the blockchain, all par-

ticipants must agree to include it in the distributed ledger. This method

of validation is known as consensus. The consensus algorithm can be

considered the key component of the blockchain. Different proof-of-X pro-

tocols, such as proof-of-work, proof-of-stake, and proof-of-authority, have

emerged over time [19]. Furthermore, voting based consensus algorithms,

such as Practical Byzantine Fault Tolerance and Proof of Elapsed Time [6]

were developed. These protocols have a tradeoff between security mea-

sures and system performance.

The three primary categories of blockchain are public, private, and con-

sortium. The public blockchain is permissionless, whereas the private

blockchain is permissioned. Both types of blockchains comprise the con-



sortium blockchain [20]. Consistent with their respective requirements,

these varieties of blockchain employ employ different consensus algorithms.

The research examines consensus algorithms in three key areas. Initial

discussion focuses on various consensus protocols and the inherent secu-

rity flaws of these protocols. Consequently, the study reviews the compro-

mises between efficacy, decentralization, scalability, and security of these

protocols. The study concludes by analyzing the applications that employ

these protocols in light of their respective compromises.

The paper is organized as follows. Section 2 presents the existing con-

sensus protocols and the inherent security vulnerabilities of these pro-

tocols. Section 3 compares the costs associated with the protocols with

the security measures. The applications of the protocols are described in

Section 4. Section 5 concludes the paper.

2 Consensus algorithms

This section discusses the functionality of the main consensus algorithms

and their security flows.

2.1 Proof-of-work (PoW)

Proof-of-work mandates that participants calculate hashing functions un-

til the output contains a minimum number of preceding zeros [11]. These

calculations are performed by miners. The successful miner announces

the newly discovered hash value to the network. After the hash value

has been verified, the block is submitted to the blockchain. Miners must

demonstrate that a significant quantity of processing power was used to

attain the desired result. Due to this considerable processing power, it is

challenging for a single miner to control the blockchain (more than 51%).

Consequently, this ensures security of the blockchain. However, this pro-

tocol presents security vulnerabilities.

Security vulnerabilities

• 51% attack: The miner obtains more than 50% of the control of the

blockchain [8]. As the attacker gains more control over the blockchain

network, attacker can determine which blocks are added to the network,

preventing other miners from participating. Additionally, the attacker

can double-spend the tokens.



• Selfish mining: The miner retains the blocks it has discovered and does

not broadcast them. Without interference from other miners, the at-

tacker mines additional blocks. The attacker will only broadcast the

blocks it has if the mined blocks form a chain that is longer than the

public chain. Therefore, blocks mined by other miners become invalid

[23].

• Finney attack: The miner includes a fraudulent transaction in a block

it has mined and swiftly spends before discovering the block [2].

• Timestamp attack: The miner modifies the timestamp of the block to

an earlier time. It permits the attacker to create new blocks or reverse

transactions based on the modified time frame, thus altering the history

of the blockchain.

2.2 Proof-of-stake (PoS)

Proof-of-stake consensus mechanism decreases the high computational

cost associated with Proof-of-Work. In Proof-of-Stake, participants or val-

idators are chosen based on the quantity of stake they possess, whereas

in Proof-of-Work, miners are chosen based on their ability to solve a cryp-

tographic puzzle. In a process known as minting, validators are selected

at random [18]. It guarantees that no single entity can acquire control

of the blockchain. A transaction fee is paid to the validators whenever it

creates a new block. PoS adheres to the longest chain rule, wherein the

chain with the most validators and the most blocks is considered to be

the valid blockchain. Ethereum, one of the most prominent blockchains,

transitioned from PoW to PoS with the release of version 2.0.

Security vulnerabilities

• Nothing at stake problem: To maximize their reward, the validators of

the blockchain validate multiple chains simultaneously [14]. Validating

a chain takes the stake of the validators into account. Nonetheless, if

consensus cannot be reached on the valid chain, multiple chains may be

validated, resulting in a double spending attack.

• Long-range attack: The attacker modifies the history of blockchain,

spanning several years to decades [14]. By manipulating the history,



the adversary gains the ability to add new blocks or roll back transac-

tions.

2.3 Delegated Proof-of-stake (DPoS)

Delegated Proof of Stake is an enhanced variant of Proof of Stake [24]. A

delegate is selected to represent the electors at the consensus meeting. If

a delegate fails to perform as anticipated, the electorate may choose a re-

placement. The delegate distributes the resulting profit to the electorate.

However, delegate authority can be abused because they validate newly

inserted blocks.

Security vulnerabilities

• Sybil attack: The attacker creates numerous fraudulent participants

to increase their voting strength in order to nominate themselves as

the delegate [9]. The adversary manipulates the blockchain in order to

obtain additional rewards.

• Bribery attack: The adversary induces the participants to designate the

adversary as the delegate. In return, the adversary increases the profit

of participants by increasing their reward.

2.4 Proof-of-Activity (PoA)

Bentov et al.[5] proposed proof-of-Activity, which addresses the drawbacks

of both PoW and PoS consensus protocols. In PoA, the blockchain is se-

cured by validators who validate blocks in accordance with PoS and min-

ers who mine blocks in accordance with PoW. This method is more secure

and energy-efficient than PoW and PoS.

Security vulnerabilities

• 51% attack: The adversary with the higher computational capability

solves the PoW puzzle to acquire a larger PoS stake. With more owner-

ship in Proof-of-Stake, an adversary obtains control of the blockchain by

initiating blocks and collecting rewards.

• Bribery attack: The attacker bribes the validators in order to gain their

favor. In exchange for obtaining control of the blockchain, the attacker



rewards validators.

• Eclipse attack: The attacker isolates a specific node or group of nodes

from the blockchain and manipulates the observation of the blockchain

to conceal or alter the data from the node [12]. For consensus, the node

would not obtain a complete picture of the state of the blockchain.

2.5 Practical Byzantine Fault Tolerance (PBFT)

The PBFT algorithm proposed by Castro and Liskov [6] is an implemen-

tation of the Byzantine general problem algorithm. Even in the presence

of deceptive nodes, this algorithm can reach a consensus. The leader node

notifies all blockchain nodes of the implementation of a transaction. The

nodes analyze the information and provide approval of the transaction to

the leader. The new block is added to the blockchain if the transaction is

acknowledged by the majority of nodes. A malicious node can be identi-

fied by the leader node, which can then eliminate it from the consensus

process.

Security vulnerabilities

• Sybil attack: The attacker creates numerous malicious nodes and ac-

quires the voting power of the blockchain. The PBFT algorithm is de-

signed to function even in the presence of malicious nodes. However,

there must be a minimum of 3f+1 trusted nodes, where f is the maxi-

mum number of malicious nodes [22].

• Forgery attack: By intercepting the communication between the nodes,

the attacker causes a man-in-the-middle attack. The attacker modi-

fies the consensus process by adding or spending defective blocks of the

blockchain.

• Denial-of-service (DOS) attack: The attacker floods the blockchain by

injecting requests and overloading the nodes.

2.6 Proof of Elapsed Time (PoET)

The PoET algorithm utilizes the same consensus mechanism as the PBFT

algorithm, excluding the selection of the leader. Based on a random wait-



ing period, PoET selects the leader of the blockchain [7]. Waiting time of

each node is determined by a random number generated by a module of

trusted hardware. Once the waiting time has elapsed, the network desig-

nates the node that completed the waiting time first as the leader of the

blockchain. This procedure ensures no malicious node can obtain control

of the blockchain.

Security vulnerabilities

• Time tampering attack: The adversary modifies the trusted hardware

module and reduces the waiting time to designate themselves as the

leader of the blockchain

• DoS attack: The adversary continuously requests wait times from trusted

hardware modules, preventing other nodes from completing a cycle of

wait time.

• Sybil attack: The attacker creates multiple nodes in order to enhance

the likelihood of being elected leader.

3 Comparative Analysis of the Tradeoffs

Increased algorithmic security is always accompanied by increased costs.

Consequently, this section evaluates the protocols based on the transac-

tion rate, decentralization, power consumption, scalability, and permis-

sion model with the most prevalent security flaws as shown in Table 1.

The security flaws encountered by consensus protocols are outlined in Sec-

tion 2 and presented concisely in Table 1.

3.1 Transaction throughput

Transactions Per Second (TPS) is a metric that quantifies the number of

transactions executed in a single second. Table 1 compares the transac-

tion rates of well-known cryptocurrencies utilizing these consensus proto-

cols [4]. Due to the time required for mining, PoW has a lower transaction

throughput, whereas PoS and PoA have a higher transaction rate than

PoW. PBFT and PoET, as voting-based consensus algorithms, have higher

transaction rates than DPoS-based EOS, which has a rate of 4000 TPS.



Pro-

to-

col

TPS (cryp-

tocurrency)

Decen-

traliza-

tion

power con-

sumption

scalabil-

ity

permission

model

security

vulnerabilities

PoW 10 (Bitcoin) high high low
permission-

less

51% attack,

selfish mining,

double

spending

PoS 100 (Nxt) medium low medium
permission-

less

nothing at

stake, long

range attack

DPoS
4000 (EOS) low low high consortium

sybil attack,

bribery attack,

51% attack,

double

spending

PoA
100

(Komodo)
low low high permissioned

51% attack,

double

spending

PBFT

1500

(Ripple)
low low high consortium

forgery attack,

DoS

PoET

2000

(sawtooth)
high low medium consortium

time

tampering

attack, DoS

Table 1. Evaluation matrix of consensus algorithms along the security vulnerabilities

3.2 Decentralization

Several factors are considered when evaluating the decentralization of

consensus algorithms, including the number of nodes required for consen-

sus, the requirements for consensus participants, and the degree of power

distribution among consensus participants [4]. The PoW consensus pro-

cess is highly decentralized, as Participation is open to anyone. PoS and

DPoS are semi-centralized because validators must have a stake prior to

participation. PoA inherits decentralized characteristics of PoW. PoET is

highly decentralized because anyone can participate, whereas PBFT is

less decentralized because consensus requires fewer participants.

3.3 Power consumption

Power consumption is a comparison of the quantity of energy required to

add one new block to a blockchain using a particular consensus mecha-



nism. PoW consumes the most energy in the consensus procedure due to

the complexity of mining. In contrast, PoS, PoA, and DPoS require less

energy to achieve consensus. PBFT and PoET are more energy-efficient

than PoW because they are designed to outperform it.

3.4 Scalability

PoW has a limited scalability due to the low transaction throughput, whereas

PoS has a higher scalability. DPoS is highly scalable owing to its high TPS.

In addition to being highly scalable, PBFT quickly reaches consensus. Al-

though it can process large volumes of transactions, the scalability of PoA

and PoET depends on the time it takes to reach consensus.

3.5 Permission model

According to their access management, as described in Section 2, blockchains

can be categorized into three models: permissionless, permissioned, and

consortium. Depending on the security and architecture of consensus

mechanisms, various consensus protocols may be utilized in these permis-

sion models [15]. Permissionless blockchains use PoW and PoS, whereas

permissioned blockchains use PoA. Due to their architectures, DPoS, PBFT,

and PoET can be utilized by both permissionless and permissioned blockchains

as constortium. Permissionless blockchains include Bitcoin, Ethereum,

and Litecoin, whereas permissioned blockchains include Hyperledger Fab-

ric and Corda. Hyperledger Sawtooth and R3 Corda are consortium-based

blockchains.

4 Applications of the protocols

The suitability of the protocol that should be utilized by each application

varies depending on the requirements of the applications and the perfor-

mance tradeoffs of consensus as described in Section 3.

PoW is better suited for applications that require increased security

and decentralization but less transaction throughput and scalability. The

inherent security features of this algorithm make it a good fit for cryp-

tocurrencies [26]. PoS can be utilized by energy-efficient and low-power-

consuming applications. Applications that demand a higher transaction

throughput can utilize DPoS. This consensus algorithm is ideal for use in

industrial blockchain networks [3] because it strikes a balance between



security and scalability. PoA algorithm, which has strong management

capabilities in consensus can be used for regulatory compliance and au-

dit.

The PBFT algorithm is optimal for financial systems due to its high

transaction throughput and minimal latency. In addition, the high fault

tolerance of algorithms makes it appropriate for use in communication net-

works [4]. PoET can be utilized by applications that prioritize lower power

consumption and higher throughput. Applications involving the Internet

of Things (IoT) [21], supply chains [10], healthcare [1], and edge comput-

ing [25] can benefit from this protocol.

5 Conclusion

The blockchain is an integral part of the endeavor to redesign the cur-

rent web architecture for the subsequent generation. This paper exam-

ines the consensus algorithms utilized by the blockchain. This paper

discusses the functionality of the main consensus algorithms and the se-

curity flaws. In addition, the security vulnerabilities with other perfor-

mance metrics, such as transaction throughput, decentralization, power

consumption, and scalability of the consensus algorithms are compared to

determine the beneficial and negative aspects of each algorithm. Compar-

isons demonstrate that the PoW is the most secure algorithm. It is, how-

ever, less efficient and scalable. The PoS algorithm, which was devised to

address the deficiencies of PoW, is more efficient than PoW. In DPoS, the

transaction rate is the highest. The PoA is a highly scalable algorithm

that incorporates PoW and PoS. Due to its consensus architecture, the

PBFT algorithm outperforms Proof-of-X protocols in terms of scalability

and energy consumption. PoET, which uses the same consensus architec-

ture as PBFT, has a high degree of decentralization because it permits

a large number of participants to take part in the decision-making proce-

dure. The consensus algorithm that is most appropriate varies, depending

on the needs of various applications. The suitable consensus algorithm

can be selected, by comparing the requirements to the performance met-

rics and security vulnerabilities of the consensus algorithms.
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Abstract

As software becomes increasingly intricate and plays a greater part in

daily lives, it is crucial to verify not only its security, but also its usability.

Usability testing is one of many methods to verify that systems are easy

to use. One of the approaches is user-based evaluation, where a user di-

rectly participates in the evaluation. However, asking directly from users

may introduce the problem of lack of motivation to complete the tasks. For

this reason, psychometric tools could be preferred, as it produces more au-

thentic evaluation on user experience. However, there has been few human-

centered research that focuses on improving usability of security.

This paper aims to review various techniques in psychometry currently

used to study usability of security features. The analysis concluded that

the use of psychometry has yielded positive outcomes in the field of usable

security, facilitating the ultimate goal of making the most secure practice

to be the most user-friendly approach. Recent studies suggest that person-

alization of security features by utilizing psychometry is likely to continue

in the future. However, the sparseness of studies in this topic indicates that

there is still a long way to go until psychometry could be widely applied in

usable security.

KEYWORDS: psychometry, usability, security



1 Introduction

As software becomes increasingly intricate and plays a greater part in

daily lives, it is important to verify not only its security, but also the us-

ability of the security features. The term usability describes the capability

of a system to provide a condition for its intended users to use it safely,

effectively and efficiently, while generating positive response from users.

Usability testing is one of many methods to verify that such capability is

achieved. One of the approaches to usability testing is user-based evalua-

tion, where a user directly participates in the evaluation [1].

However, asking directly from users introduce the problem of amoti-

vation, the lack of motivation to persist in completing tasks towards a

goal. Due to this reason, psychometric tools have been utilized in order to

test usability. Psychometry refers to the extraction of qualitative mental

and emotional state into quantitative or numerical values. Rusu et al. [2]

found that the use of psychometry produces more authentic evaluation

on user experience, therefore should be preferred instead of asking users

opinion. There is increasing amount of research that investigates usage of

psychometric tools in improving usability of systems. Progress has been

made to improve usability of security products and user comprehension

of security issues [3]. However, there has been few human-centered re-

search that focuses on improving usability of security.

Consequently, this paper aims to review various techniques in psychom-

etry that are currently being used to study the usability of security fea-

tures. While the topic seem to suggest a broad scope of review, the limited

literatures on this subject provide a relatively narrow discussion. This

paper is organized as follows. Section 2 first discusses definitions of us-

ability. Subsection 2.1 presents key concepts and theories in psychometry.

Subsection 2.2 presents the definition and main concepts in usable secu-

rity. Section 3 presents researches related to the use of psychometry in

usable security. Section discusses the techniques presented in this pa-

per along with their results. Finally, Section 6 presents some concluding

remarks.

2 Usability

The term usability describes the capability of a system to provide a condi-

tion for its intended users to use it safely, effectively and efficiently, while



generating positive response from users. Nielsen [4] defined 10 general

rules of thumb for creating user-friendly and effective interfaces. These

heuristics are: displaying system status clearly, aligning the system with

the real world, empowering users with freedom and control, maintaining

consistency, preventing errors, prioritizing recognition over recall, opti-

mizing flexibility and efficiency of use, focusing on aesthetic and minimal-

ist design, aiding users in recognizing and recovering from errors, and

providing comprehensive help and documentation. These heuristics as-

sist designers to create interfaces that are intuitive, efficient, and enjoy-

able for users, improving the overall user experience.

To verify that these heuristics are achieved, usability testing is gener-

ally conducted. One of the approaches to usability testing is user-based

evaluation, where a user directly participates in the evaluation [1]. How-

ever, asking directly from users introduce the problem of amotivation, the

lack of motivation to persist in completing tasks towards a goal. Due to

this reason, psychometric tools have been utilized in order to test usabil-

ity.

2.1 Psychometry

Psychometry is a field of study within psychology that focuses on devel-

oping as well as validating questionnaires and tests used for measur-

ing psychological variables, such as personality traits, knowledge, atti-

tudes, abilities, emotions, and mental states [5]. The aim of psychometry

is to develop reliable and valid measurement instruments that can be

used to measure these variables in individuals and groups. These instru-

ments range from questionnaires to performance tests, and are designed

to provide objective and quantifiable data about various psychological con-

structs.

The main challenge in the psychometry field is the difficulty to insti-

tute ground truth, as the psychological variables are qualitative, while

the measurement instruments are quantitative [6]. Psychometry could

be effectively implemented in human-computer interaction (HCI), where

the software retrieves psychometric traits from its users. This data could

then be calculated with the aim to adjust the experience to suit the par-

ticular user better, therefore improving overall user experience.



2.2 Usable security

Usable security seeks to combine the need for strong security with the

need for usability, in order to ensure the security measures are not only

effective, but also practical and accessible to the average user. It is impor-

tant to understand this definition, since providing a high level of security

may break usability [7]. For example, having a long and complex pass-

word provides strong security. However, this complexity would require

more effort from the user to remember it. On the other hand, having

a short and readable password is more vulnerable for attackers to guess.

The ideal goal is to make the most secure method to be the easiest. There-

fore, there are needs to replace the text-based password system, one al-

ternative is graphical password. However, due to its nature of involving

graphics, it is vulnerable to shoulder-surfing attacks. To solve this prob-

lem, recent researches [8, 9] have developed a new type of personal au-

thentication system using electroencephalography (EEG) signals, which

is a measurement of the electrical activity inside the human brain. Com-

pared to the currently widely-used authentication systems, this method

allows easier use and it is more difficult for attackers to steal.

3 Psychometry applications in usable security

Psychometric methods have been beneficial in solving usable security prob-

lems. There are few researches that have studied the applications of psy-

chometry to investigate usability of security features.

3.1 User comfort and password construction

In order to assess the usability of IT security management tools (ITSM),

Jaferian et al. [10] constructed usability herustics that utilized activity

theory, a ground-breaking theory that emerged from Soviet psychology.

This theory, formulized by Engeström [11] in 1999, indicates that all ac-

tivity possesses a subject that conducts the activity, and an object which

the activity is aimed towards. The heuristics constructed by Jaferian et

al. [10] was found to have similar degrees of relevance, applicability, and

learnability compared to the 10 heuristics developed by Nielsen [4].

This research by Jaferian et al. [10] then inspired Haque et al. [5], who

measured user comfort when interacting with a certain user interface to



create an effective password. The study built a scale to measure user

comfort, after which it is used by their users to assess their password

construction experience. Using the scale, this research concluded that

older users tend to report lower level of comfort. This research, conducted

in 2016, also claimed to be the first to investigate the use of psychometric

concepts in researching usable security, pioneering research in this area.

3.2 Cognitive factors and text-based passwords

Loos et al. [12] attempted to correlate user cognitive variability factors

with passphrase selection. The user cognitive variability factors used in

this research is the locus of control personality types. Locus of control

describes the degree of control to which a person feels they possess in

their behavior [13]. Internally controlled individual view themselves as

having ample amount of personal control and tend to be more inclined to

take ownership of their actions. For instance, they may attribute their

success on a test to their dilligent efforts. On the other hand, externally

controlled individuals attributes their behaviors towards external factors

or influences, such as attributing their success on a test to the test being

easy.

The main inspiration to this research by Loos et al. [12] was to anal-

yse the challenges that emerge between the memorability and usability

of passwords. Participants were first asked to perform locus of control

personality test to determine whether they are internally or externally

controlled types. Having recorded their locus of control personality types,

participants were then presented with passphrases constructed from four

passphrase types: no vowels (NV), four categories (4C), room objects (RO),

and animal associatives (AA). Each of all four types are divided into two:

imposed by the researchers and user-created. Figure 1 presents the high

score result of recall ability tests. The first letter signifies whether the

passphrase type is imposed (I) or created by user (C).



Figure 1. Recall ability high score for all passphrase types [12]

The locus of control traits were found to affect decision making through-

out passphrase selection and recall tests. This study concluded that both

internally and externally controlled participants gave the passphrase from

created room objects (CRO) the highest recall ability. In addition, inter-

nally controlled individuals favour the created no-vowel category (CNV),

while externals favour the created animal associations (CAA). Meanwhile,

both locus of control personalities gave the imposed no vowel passphrase

the least favoritism.

3.3 Cognitive factors and CAPTCHA

While Loos et al. [12] correlated cognitive factors with passphrase prefer-

ence and recall ability, Belk et al. [14] correlated cognitive differences with

preference and performance of users in completing Completely Automated

Public Turing test to tell Computers and Humans Apart (CAPTCHA)

tests. CAPTCHA, which was first introduced by Blum et al. [15] in 2003,

is currently widely used by online services to determine whether the user

trying to access their service is human or an automated robot. The cur-

rent version generally shows a randomly generated series of letters or

numbers which appear distorted, and the user is asked to type what is

seen into the text box in order to pass the test and prove their human

identity.

Belk et al. [14] took two cognitive factors into consideration, namely

cognitive styles and cognitive processing abilities. The cognitive style test



Table 1. Factors investigated in the research [14]

Study
Cognitive

Factors

CAPTCHA

Design

Factors

Usability

Factors

A
Cognitive

styles
CAPTCHA Type

User preference

Completion time

Success rate

B
Cognitive

processing abilities

CAPTCHA

visual complexity

Completion time

Success rate

utilized Cognitive Style Analysis (CSA) test first developed by Riding [16].

The CSA test, specifically the Verbalizer-Imager (VI) dimension, aims to

distinguish the characteristics of an individual with regard to their infor-

mation presentation and learning performance. Verbalizer tends to learn

best from text, while imagers learn better from graphics. Even though

this test was initially found to have low reliability, it was improved by

following the guidelines provided by Rezaei and Katz [17].

In the research by Belk et al. [14], cognitive processing abilities, on the

other hand, were recorded from the users by testing their ability to re-

member words and images with varying difficulties. This data was then

calculated to split the users into two categories, namely limited and en-

hanced cognitive processing abilities. Table 1 presents the factor that

were investigated in this research. The users were also asked to solve

CAPTCHA challlenges with varying difficulties, such as the number of

letters or pictures and the amount of distortion. The researchers also col-

lected data on participants’ self-reported preference for different types of

CAPTCHA.

The findings of this study suggest that users with any combination of

the two cognitive factors yield varying performance, favourability, as well

as overall impact as they are interacting with various CAPTCHA mech-

anisms and level of visual complexity. More importantly, this research

suggested developing personalized CAPTCHA challenges, as an alterna-

tive to the one-size-fits-all CAPTCHA that is widely used nowadays as it

may have numerous benefits from the point of view of the users.



4 Discussion

There has been few but increasing amount of research related to the use

of psychometry in investigating the usability of security. Majority of these

researches have aimed to establish correlations between certain psycho-

metric traits of users and their tendency in using security features, such

as CAPTCHA tests [14] and password constructions [5, 12]. The studies

presented in the previous section support similar trends in this area.

Specifically, personalization of security features, which involves adjust-

ing the system to accommodate specific users, has shown to have several

benefits from both user and security perspectives. Personalization pro-

vides efficiency, by allowing users to digest information cognitively. In

addition, it also reduces cognitive load, increases user acceptance of the

security features, and ultimately enhances the overall user experience.

From a security standpoint, personalization could strengthen the se-

curity features, as malicious attackers would need to imitate a specific

individual along with their unique personality traits, as opposed to a gen-

eral person, which is necessary in order to circumvent a credible user

model [18]. Recent studies [8, 9, 19] suggest that this trend of personal-

ization by utilizing psychometry for usable security is likely to continue in

the future. However, the sparseness of studies in this topic indicates that

there is still a long way to go until psychometry could be widely applied

in security features.

5 Conclusion

This paper has reviewed various techniques in psychometry that have

been employed in the study of usable security. The dicussion presented

above indicates that the use of psychometry has yielded positive outcomes

in the field of usable security, facilitating the ultimate goal of making the

most secure practice to be the most user-friendly approach. The relatively

sparse research in this particular area suggests that there is significant

potential for growth in the coming years, but there is still a long way to

go until psychometry is widely used in security features.
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Abstract

This paper discusses the current state of security in web application ses-

sion management. Specifically, it highlights the significance of web session

protection and the potential risks of session hijacking, which can result in

data breaches, monetary loss, and personal harm. The paper presents some

vulnerabilities that may lead to session hijacking, the focus is specifically

on configuration faults. The paper also presents solutions developed by

both academia and industry to address and tackle configuration faults in-

cluding dynamic analysis tools, and a collection of industry best practices

in terms of session management security. Additionally, it discusses a spe-

cific analysis method proposed by academia, its limitations and proposes

some future research directions based on it. Finally, the paper concludes

by provides some concluding remarks.

KEYWORDS: session management, web application, security, OWASP, at-

tack tree, session, session hijacking, configuration faults

1 Introduction

Web applications are an integral part of our daily lives, their use span

from online shopping to healthcare services. With the evolution of web-



sites from static pages to full-front applications with complex logic and

functionalities, mechanisms known as sessions are required. Sessions are

a key component that allows users to authenticate, access preferences, ac-

cess personalized data and maintain a state throughout their interaction

with the application. Therefore, session management is a major aspect

of current web applications. Almost a fifth of all cyberattacks target web

application vulnerabilities [26], hence, ensuring security for session man-

agement is crucial to guarantee a web application’s privacy, confidential-

ity, and overall reliability [13].

This paper aims to review the current state of session management secu-

rity in web applications by examining the trends in web application secu-

rity research in order to explore gaps between industry and academia and

provide directions for future research. Specifically, this paper discusses

vulnerabilities regarding session management security and compares so-

lutions developed by both academia and industry in order to tackle them.

By doing so, we hope to provide a comprehensive understanding of session

management security in web applications and address the importance of

its issues to ensure the privacy, confidentiality, and reliability of web ap-

plications.

The rest of the paper is organized as follows. Section two explains the

functioning of HTTP sessions, session management, and configuration

faults that may cause a vulnerabilities. Section three illustrates miti-

gations to configurations faults, illustrating solutions developed by both

industry and academia. The fourth section discusses these solutions. Fi-

nally, the last section provides some concluding remarks.

2 Web application sessions

Web applications use a stateless protocol, HTTP/HTTPS, to communicate

with web browsers. This implies that web applications that require track-

ing a state throughout their lifecycle need to have an additional mecha-

nism to implement it. Currently, this mechanism is known as sessions.

2.1 Session mechanism

Sessions allow grouping HTTP/HTTPS requests with a state for the web

applications [12]. Sessions allow an application to implement functional-

ities such as asking for authentication only once, authorization, storing



User Web Server

POST User Credentials

Session ID to cookie

GET User profile page + session ID cookie

User profile page

Figure 1. Interaction between a web server and user during authentication [16]

personal UI preferences, and keeping track of the user application data

within each session. As illustrated in Fig. 1, at session generation, which

typically occurs at either log-in or first visit, the web server saves the

session’s ID on the user’s browser as a cookie. The cookie, with each user

request, will be sent back to the server [12], allowing it to keep track of the

session. Sessions can be used for unauthenticated and authenticated web

applications. Session management refers to managing and maintaining

sessions. This typically includes tasks related to authentication, autho-

rization, session tracking, session termination, and session protection.

2.2 Session security

Since sessions are the main mechanism used to maintain a state in web

applications, including uses in social media, government, healthcare, and

banking, it is crucial to have good protection on the session IDs, espe-

cially on authenticated web applications. Plenty of research [14][18][19]

has been done to find potential attacks. The most important of them is

hijacking, which allows an attacker to retrieve a valid session ID for an

active session. When this happens, the attacker can easily impersonate

a user by including the stolen session ID for an authenticated HTTP/S

request to the server [25]. As illustrated in Fig. 2, the server has no other

way to authenticate a user that is sending the request other than using

the session ID and, if it is valid, will respond with the content requested.

The consequences of an attack like this can be severe since an aggressor

could carry out several operations posing as the victim for monetary gain,



Attacker Web Server

GET User profile page + stolen session ID cookie

Victim's user profile page

Figure 2. Interaction between a web server and an attacker [16]

cause personal harm, or access sensitive or confidential data.

2.3 Configuration faults

Session management needs to be implemented correctly by following the

industry best practices [17][24] to have maximum security. In particu-

lar, developers need to focus on the following aspects of a web applica-

tion: Session ID length, Session ID value, Cookie attributes/flags, Session

ID transfer protocol, Communication protocol, Changing session ID after

login, Session ID change or expiration after logout, Session ID timeout

value, and Cache-Control value [10][11][15]. Fig. 3 illustrates an attack

tree that allows a developer to quickly assess if a web application is vul-

nerable due to any development or configuration issues. The leaves are

the specific causes or features while all the other nodes represent the

threat [15]. Configuration issues are relatively easy to solve, and current

best practices for web app development are constantly updated and main-

tained by organizations such as Open Web Application Security Project

(OWASP) [23]. For session management best practices, OWASP provides

a thoroughly compiled list of best practices with quite a clear explanation.

[24] All the threats in the attack tree in Fig. 3 are preventable if the best

practices are followed. Nonetheless, the human factor and design issues

in application development influence the final outcome of an application

in terms of security [9]. Vulnerabilities can be introduced involutarily by

distractions or errors, and engineers can be not up to date with the latest

practices [9].



Figure 3. Attack tree to cause session hijacking [15]

3 Mitigation methods

This section illustrates some of the solutions developed by academia and

industry to tackle the aforementioned problem. The first part details the

OWASP best practices to avoid security issues for session management.

The second part discusses a method developed by Garmabi et al. [15] and

its software implementation to avoid configuration faults while develop-

ing a web application.

3.1 OWASP best pratices

OWASP is a nonprofit foundation that works to improve the security of

web applications [23]. OWASP offers a series of guidelines for web ap-

plication security in aspects spanning the whole lifecycle of a web ap-

plication such as authorization, logging, denial of service, input valida-

tion, and session management. The collection of guidelines, namely the

OWASP cheat sheet series [24], is written by several industry profession-

als with expertise in specific topics. The session management guidelines

are a comprehensive collection of recommended practices to follow dur-

ing the development and deployment of a web application to significantly

improve session management security. The guidelines include aspects re-

lated to session IDs, such as length, entropy, duration, transmission, and

storage. Additionally, it provides instructions to implement session attack

detection using methods such as anomaly detection and log monitoring

[24]. Nonetheless, human engineers still design and develop applications,

which means there must be a failsafe to account for the human factor.



3.2 Software analysis

There are several software solutions that perform static and dynamic

analysis that allows engineers to check the presence of common anti-

patterns, code smells, and faulty configurations. Solutions for code in-

clude SonarQube [8], Checkmarx [4], and Fortify [5], while solutions for

a deployed web app include OWASP ZAP [7], Netsparker [6], AppScan

[2], Acutenix [1], and Burp Suite [3]. While extremely helpful, these ap-

plications have limitations as pointed out by Garmabi et al. [15], specifi-

cally, related to session management issues detection [15]. The mentioned

applications fail to detect basic session management security issues in-

cluding session ID timeouts, insecure communication method, and cache

attributes [15].

New approach Garmabi et al. [15] propose a new method to perform

session management security analysis. In this method, they first extract

the session management features present in traffic between a web client

and server to associate them with vulnerabilities and weaknesses. Subse-

quently, the vulnerabilities and weaknesses are mapped in an attack tree,

as seen in Fig. 3, which allows for pinpointing specific vulnerabilities for

a given attack. The proposed method also assesses the total risk for a

specific attack listed in the attack tree. The risk is computed by R = SP

where S is the severity of the damage caused and P is the probability of

the attack occurring.

Additional rules There are some further rules that need to be followed to

compute the risk of an attack. Firstly, each feature represented as the at-

tack tree leaf needs to be assigned the severity of its impact on the attacks.

The severity levels used in this specific case are HIGH, MEDIUM, and

LOW. There is no specific strategy to assign the severity values to the tree

leaves, so an intuitive approach is used. For example, in the case of the

"Session ID observing" attack, the only node under it represents the fea-

ture to indicate whether the session ID gets used in the URL. Therefore,

the severity level of that particular leaf is estimated to be HIGH since it is

the only aspect that allows somebody to perform the attack. To calculate

the total risk, however, the leaves also need to have a probability value

associated with them. This is trivial because they can be either present or

not present which makes the probability either 1 or 0 respectively. Lastly,

referring to the attack tree in Fig. 3, AND and OR operations are defined.

If there is an OR or sum relation between two nodes, the sum of the risk



× LOW MEDIUM HIGH

LOW LOW LOW MEDIUM

MEDIUM LOW MEDIUM MEDIUM

HIGH MEDIUM MEDIUM HIGH

Table 1. Multiplication for risk levels [15]

between two nodes is defined as so R = R1 +R2. For the AND or multipli-

cation relation, the multiplication of the risk between two nodes is defined

in Table 1. The defined AND and OR operations have distributive proper-

ties, which means that for example the following expression R1(R2 + R3)

can be reduced to R1R2 +R1R3.

The attack tree easily allows mapping detectable properties that lead

to attacks. These properties are detected in the HTTP traffic between the

client and the web server. The risk level assessment, combined with the

attack tree, allows one to effortlessly compare the security levels between

examined web applications and to quickly intervene.

Implementation Garmabi et al. implement this method using PHP and

a MySQL database. The implementation receives the HTTP traffic as a

text file input and extracts the features denoted in the leaves of the attack

tree. Afterward, the implementation outputs the discovered weaknesses

and the total risk level of the examined web application [15].

Method implementation performance The implemented tool has been con-

fronted in terms of session management security measurement with three

existing vulnerability scanners, namely Acunetix [1], Netsparker [6], and

OWASP ZAP [7]. The target websites used for the comparisons were

three simple vulnerable web applications, such as Buggy web application

(BWAPP) [22], an extremely insecure test web application provided by

OWASP. Results showed that in addition to computing the total risk of

a web application, the method implementation also wastly outperformed

the current tools used by the industry [15].

Limitations The implementation requires the traffic samples to be input

as text files, which can be problematic in specific environments. One ex-

ample where traffic sample gathering might be challenging is a highly

secure environment with restricted access to traffic or web application

servers. Another disadvantage is the extra configurations that need to be

added to the existing web application deployments to capture the traffic



and convert it into a text file. These limitations are somewhat present

in all of the tools that require a traffic analysis to evaluate the security

properties of an application, including the ones used in the comparison.

4 Discussion

Session management is a crucial aspect of modern web applications due

to its involvement in the entire life cycle. Therefore, it is necessary to

guarantee solid security. Engineering guidelines [24][17], such as the

cheat sheet series provided by OWASP have allowed engineers to have

a shared knowledge of state-of-the-art practices in terms of web appli-

cation security. Designing and developing a web application has become

easier terms of security features since every guide is written and updated

by industry experts on specific topics. Although the guidelines are broadly

adopted by the industry, software engineering is still affected by the hu-

man factor. As a consequence, errors or distractions could bring a web

application into an insecure state. Hence, there are several tools avail-

able to analyze an application and measure its security properties. Cur-

rently, for web applications, there is a gap between academia and indus-

try in security assessment tools, especially for session management secu-

rity measurement. Garmabi et al. [15] propose a contemporary method

based on feature extraction, attack trees, and risk evaluation that sub-

stantially outperformed the industry tools and provided an overall risk

assessment measurement for the examined application. The limitation of

this method, however, is in its current implementation, which requires a

sample of traffic between client and server in order to analyze it. Not only

can this be challenging for applications deployed in severely controlled

environments, but it also might require additional configuration in exist-

ing deployments. As a future direction, perhaps, a new implementation

for this method would improve its effectiveness. The method could be

implemented as a static analysis tool powered by data mining [21] or ma-

chine learning [20] that detects features directly from the source code of

the application. This would allow the measurements to be made more im-

mediately without the need to deploy the application and generate traffic

between it and a user. Additionally, it would work instantly on every web

application code base, since it would not require deployments or ad-hoc

setups. Finally, this method would also allow integration of the static

analysis in a CI/CD pipeline with gateway metrics, hence, automatically



analyzing and green-flagging versions that would meet the security re-

quirements set by an administrator. A static analysis approach for the

method would save the engineers several hours in manual testing since it

would be completely automated by a CI/CD pipeline.

5 Conclusion

The aim of this paper was to find a gap between industry and academia

in terms of web application session management security. We found a

method proposed by Garmabi et al. [15] that performs substantially better

than the ones available in industry. This indicates a gap that needs to be

taken into consideration by industry and professionals. We also proposed

a future research direction in order to improve the illustrated method in

order to make it effective.
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Abstract

JSON Web Tokens (JWT) have emerged as a prominent authentication

method for accessing remote critical systems, offering a convenient and

scalable approach to secure data transmission. Despite its widespread

adoption, JWTs, like any other authentication method, exhibits certain ad-

vantages and disadvantages, including security flaws. This paper delves

into the design and inherent security issues of JWTs, providing a system-

atic analysis of the relevant Request for Comments (RFCs) and recent re-

search papers on the usage of JWTs in software systems. This study high-

lights the strengths and vulnerabilities of JWTs, underscoring the impor-

tance of adhering to best practices to mitigate the associated risks. While

JWTs possess flaws, effective solutions and strategies exist to address these

challenges. By employing best practices and maintaining a proactive secu-

rity posture, developers can harness the power of JWTs while minimizing

potential security threats.
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1 Introduction

The JSON Web Token (JWT) is a widely adopted authentication standard

for securing user sessions and authorization information. It functions as

a secure means of transmitting data between two entities, such as an

Application Programming Interface (API) server and a client application,

by encoding user claims, such as identity and attributes, into a compact

and self-contained structure [25]. The digital signature embedded within

the JWT provides a secure method of verifying the authenticity of the

token, thereby mitigating threats such as session hijacking, man-in-the-

middle attacks, and replay attacks [18].

However, despite its widespread use and security features, JWT tokens

are subject to security vulnerabilities that must be understood and prop-

erly addressed by developers. This requires a comprehensive examination

of the token structure, signature algorithms, and potential attack vectors,

as well as the implementation of appropriate mitigation strategies to en-

sure the secure use of JWT in authentication and authorization processes

[1].

This paper comprehensively examines the various security vulnerabili-

ties associated with JWT. The vulnerabilities discussed include improper

storage of secret keys, the absence of expiration time, the absence of revo-

cation mechanisms, and the predictability of token generation logic. Fur-

thermore, the paper presents thorough and effective countermeasures to

mitigate these risks and enhance the security of JWT implementations.

Section 2 describes the technical details of JWT tokens. Section 3 in-

troduces the best usages and security issues of JWT tokens. Section 4

outlines the effective countermeasures that can be implemented against

these attacks. Section 5 closes out the article with some final thoughts.

2 JSON Web Token structure

This section provides an in-depth analysis of the structural composition

of JSON Web Tokens (JWT) and its underlying security model.

2.1 JavaScript Object Notation

JavaScript Object Notation (JSON) is a lightweight data-interchange for-

mat that is easy for humans to read and write and easy for machines to



parse and generate. JSON is a text-based format, which means that it

consists of key-value pairs written as strings. RFC 8259 [2] specifies that

keys are always strings, while the values can be strings, numbers, objects,

arrays, or a few other simple data types. Here’s an example of a simple

JSON object:

1 {

2 "name": "John Doe",

3 "age": 35,

4 "email": "john.doe@example.com"

5 }

The widespread use of JSON as a data interchange format in modern

web applications has led to its incorporation as the underlying structural

format for JSON Web Tokens (JWT). The lightweight and easily readable

nature of JSON makes it an ideal candidate for facilitating communica-

tion between client and server in these applications [24].

2.2 Content of JWT Tokens

A JSON Web Token (JWT) typically consists of three parts: a header, a

payload, and a signature [22].

1. Header: The header defines the type of the token (JWT) and the sign-

ing algorithm used to secure the token. It is a JSON object that is

Base64Url encoded to form a compact and URL-safe string.

2. Payload: The payload contains the claims, which are statements about

an entity (typically, the user) and additional data. Claims can be used

to represent user identity, roles, and permissions, as well as other infor-

mation. The payload is also a JSON object that is Base64Url encoded.

3. Signature: The signature is used to verify that the sender of the JWT

is who it claims to be and to ensure that the contents of the JWT have

not been tampered with. It is generated using the header and payload

and a secret key known only to the server, or a public/private key pair.

Figure 1 outlines an example JWT Token with headers, payload and

signature parts.

The three parts are concatenated with dots, forming a compact and self-

contained string, which can be transmitted securely between parties. The



Figure 1. An example of JWT Token

recipient of the JWT can then decode the token and use the information

contained within it for authentication and authorization purposes [22].

2.3 JWT token claims

The claims in the payload of a JSON Web Token (JWT) are statements

about an entity, typically a user, that can be used for authentication and

authorization purposes. Claims can include information such as the user’s

identity, roles, and permissions, as well as other information that may be

relevant to the application. There are three types of claims: registered,

public, and private claims [11].

1. Registered Claims: These are a set of predefined claims, such as "iss"

(issuer), "sub" (subject), "aud" (audience), "exp" (expiration time), and

"iat" (issued at time), that are standardized and widely used.

2. Public Claims: These are claims that are defined by the application

and are not part of the registered claims set. They can be used to convey

additional information about the user or the application, such as the

user’s name, email address, or custom attributes.

3. Private Claims: These are claims that are used only between the par-

ties involved in the JWT exchange and are not meant to be shared with



other parties.

The claims contained in the payload of a JWT are encoded as a JSON

object and can be read and processed by the recipient of the token.

3 JWT Token usage

The utilization of JSON Web Tokens (JWT) as a mechanism for authenti-

cation and authorization in modern systems is a prevalent and powerful

approach. However, it is crucial to employ proper usage strategies in or-

der to mitigate potential security vulnerabilities and ensure the secure

implementation of JWT in such systems.

3.1 Correct usage of JWT Tokens

JSON Web Tokens (JWT) should be used in a secure manner to ensure the

protection of sensitive information and to prevent unauthorized access.

The following are general best practices for using JWT:

1. Signing: JWT tokens should be signed using a secure signing algo-

rithm, such as Hash-based Message Authentication Code with Secure

Hash Algorithm 256-bit (HMAC SHA-256) [10] or Rivest-Shamir-Adleman

(RSA) [14]. The secret key used for signing should be kept confidential

and securely stored on the server.

2. Encryption: If the payload of the JWT contains sensitive information,

it should be encrypted using a secure encryption algorithm, such as Ad-

vanced Encryption Standard (AES) [17]. The encryption key should also

be kept confidential and securely stored.

3. Validation: The recipient of the JWT should validate the signature of

the token to ensure that it was not tampered with during transmission.

The recipient should also validate the claims contained in the payload,

such as the expiration time and issuer, to ensure that the token is still

valid.

4. Expiration: JWT tokens should have an expiration time set, after

which they are no longer valid. This helps to prevent replay attacks,



where a token that has already been used is resubmitted for unautho-

rized access.

5. Revocation: JWT tokens should be revocable, so that they can be in-

validated if necessary. This can be achieved by maintaining a list of

revoked tokens on the server, or by using an OAuth2.0 revocation end-

point [6].

6. Secure storage: JWT tokens should be stored securely on the client,

such as in an HTTP-only and secure cookie, to prevent theft by malicious

JavaScript code.

By following these best practices, JWT tokens can be used in a secure

and reliable manner for authentication and authorization purposes in

modern web applications and APIs [20].

3.2 Malicious use of JWT Tokens

The utilization of JSON Web Tokens (JWT) as a form of authentication

for remote access to critical systems is a widely adopted practice. The

tamper-resistant nature of JWT, achieved through digital signatures, pre-

vents malicious forgery and ensures the authenticity of the token [18].

However, tampering with the payload of the JWT can result in an invalid

signature and grant unauthorized access to the critical system. Addition-

ally, malicious manipulation of the JWT’s issuance time claim, allowing

for early use, can lead to malicious acts. Tampering with the user iden-

tifier stored within the JWT token can also result in the approval of re-

quests on behalf of other users. This vulnerability was demonstrated in

scenario number 5, test 8 of the JWT Token attack scenario. Further-

more, JWT tokens can potentially be utilized for the retrieval of sensitive

information from a user’s account or for the dynamic generation of data in

mobile applications, highlighting the need for proper security measures to

be in place. [3].

3.3 JWT Token vulnerabilities

If a JWT Token is not properly secured, an attacker can gain access to a

user’s account without having to provide any credentials. This is because

the token is a self-contained structure that contains all the information



needed for authentication, including the user’s identity and access rights

[15]. Here are the popular vulnerabilities of JWT tokens:

1. Insecure storage of secret key: The secret key used to sign and

verify JWT tokens must be kept secure. If an attacker gains access to

this key, they can create their own tokens and impersonate a legitimate

user [5].

2. Lack of expiration: JWT tokens do not have an expiration time by

default. This means that if a token is stolen, it can be used indefinitely.

To mitigate this, the JWT token should include an expiration time in

the claims of the token and validate it on the server [12].

3. Lack of revocation: Once a token is issued, there is no built-in mech-

anism for revoking it. Attackers may use social engineering tactics to

trick users into providing their JWT, such as phishing or pretexting.

This implies that in the event of a user’s account being compromised, it

is infeasible to instantaneously inhibit the attacker from utilizing the

tokens that have previously been issued [12].

4. Predictable token generation: Attackers can predict token genera-

tion if the secret key used to sign the tokens is not sufficiently random

or is compromised in some way. To prevent this, it is important to use a

strong and secure secret key and to rotate it periodically [4].

4 Prevention methods

In order to protect JWT Tokens, it is essential to understand the various

aspects of the JOSE (JavaScript Object Signing & Encryption) collection

of specifications which define the JWT token format [16]. To secure the

transmission of JWTs with confidential information that is unencrypted,

it is important to use encryption protocols that provide endpoint authen-

tication, such as Transport Layer Security (TLS), an encrypted JWT and

authentication of the recipient should be used [11]. A set of unguessable

tokens should be created employing different modes for encryption and

token signing listed in RFC 7515 [16, 8], while the "iss", "sub", and "aud"

Header Parameter names should be registered for unsecured replicas of



these claims in encrypted JWTs [11].

Furthermore, a rule should be implemented that checks whether a JWT

is encrypted before decrypting it [11]. To securely represent claims be-

tween two parties, a JWT should be used in OpenID Connect 1.0 [19] or

OAuth 2.0 protocols [6], in a compact, URL-safe format. It is advisable to

compare the size of the JSON MEC Access Token (JMAT) and the time

required for generation and encryption of these tokens using a variety

of encryption algorithms and signing modes. The JSON Web Encryption

(JWE) approach provides security by encrypting data with a secret key,

making it inaccessible to rogue clients or Man-in-the-middle attackers. In

the event that an attacker attempts to tamper with the payload, the JWE

Authentication Tag verification will fail, causing the server to reject the

signature [16].

To further protect JWTs, a hash function that is collision-resistant and

produces a unique hash for each object should be used. Rules should be

implemented that ensure only authorized JWTs can be used to make Ap-

plication Programming Interface (API) requests, and that only authorized

users can access JWTs [11].

4.1 What kind of encryption algorithm is used for JWT Token
security?

In order to ensure the security of JWT Token data, encryption algorithms

are used to protect the data from unauthorized access. [21] JSON Web

Encryption (JWE) is the primary encryption algorithm used for JWT To-

ken security [16, 21]. JWE is defined in the RFC 7516 [9] and uses a

symmetric encryption key to protect the JWT data from unauthorized ac-

cess [21]. In addition, the symmetric encryption key is derived from the

symmetric encryption key used to encrypt the JWT. The key generation

process can be done together with the token generation process, and the

symmetric encryption key used is the same as the symmetric encryption

key used to encrypt the JWT [16]. Unencrypted JWTs, however, should

only be used when a JWT is cryptographically protected by other means,

and JWT libraries should not consume or generate JWTs using the "none"

algorithm unless explicitly requested by the caller [21].



4.2 Use rate limiting and request logging to detect attacks and
protect data

In order to protect data and detect malicious attacks, rate limiting and

request logging are two important steps. Rate limiting is a technique that

is used to restrict the rate of requests sent from a particular source to

a server. This technique is used to protect against malicious attacks by

limiting the number of requests that can be sent from a specific source in

a given period of time [13].

Request logging is also used to protect data and detect malicious attacks.

It is the process of logging all requests sent to a server in order to monitor

and detect suspicious activities. Using this method can be used to detect

malicious requests, such as those sent by an attacker attempting to gain

access to the server. It can also be used to detect suspicious activities,

such as a user attempting to access data they are not authorized to access

[7, 23].

Together, rate limiting and request logging can be used to protect data

and detect malicious attacks. They can help to ensure that only autho-

rized requests are sent to the server and that suspicious activities are

identified and dealt with quickly and effectively.

5 Conclusion

The utilization of JSON Web Tokens (JWT) has become a prevalent method

for authenticating and authorizing access within web applications. the

token offers a standardized format for exchanging information between

parties, thus facilitating integration with various systems. Despite its

advantages, the implementation and usage of JWT are not immune to

security vulnerabilities.

Incorrect implementation and usage of JWT can lead to security risks.

Nevertheless, these risks can be mitigated through the implementation

of appropriate security measures. The utilization of strong signing algo-

rithms can significantly enhance the security of JWT. Furthermore, the

implementation of token expiration and revocation mechanisms can pre-

vent replay attacks and guarantee the invalidation of tokens as necessary.

In conclusion, JWT has become a widely adopted method for authentica-

tion and authorization in web applications due to its standardization and

ease of integration. Although it is not without its security vulnerabilities,



these risks can be effectively mitigated through proper implementation

and the adoption of appropriate security measures.
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Abstract

With resolutions growing in video the bandwidth requirements are ever

growing. Transmitting video over the Internet takes a lot of the capacity.

To combat this, video codecs are being developed to compress the video for

lower bandwidth requirement while retaining the quality of the video. This

paper takes a look at deep learning based video codecs to understand the

challenges with and different approaches of deep learning video codecs.
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1 Introduction

As of 2023, more than 80% of the internet traffic could be attributed to

video content [12]. Thus it is of utmost importance to develop more ef-

ficient video codecs. More efficient video codecs mean that the bitrate of

the video should be lower without a reduction in perceived video quality.

Additionally, Internet of Things (IoT) devices have become prevalent, with

Machine to Machine (M2M) connections becoming all the more common in

2023 [6]. In 2023, it is estimated that there are 14.7 billion M2M connec-

tions. A lot of these connections are home security and video surveillance



systems, telemedicine and smart car navigation systems.

Traditional video codecs are constantly evolving to be more efficient.

However, transformations on the video are not always obvious and can

not always be implemented to traditional codecs. Deep learning allows

for a few novel approaches, such as pixel probability modelling and auto-

encoder [11]. This, however, also enables a novel adversarial attack pos-

sibility [4].

This paper explores the most important approaches to reducing the bi-

trate of the video with deep learning based video codecs as well as takes a

deeper look at one of the proposed codecs. Additionally, an attack against

deep learning based video coding is quickly presented.

This paper is organised as follows. Section 2 introduces the approaches

to reduce the bitrate mainly concerning itself in the algorithms. Section

3 presents one deep learning based video codec more thoroughly, while

section 4 introduces an adversarial attack on learning based video codecs

and finally section 5 concludes the paper.

2 Approaches to Reduce Bitrate

As over 80% of the internet traffic is video, it is important that the bitrate

of the video is reduced to as low as possible. Bitrate means the amount

of bits the video takes per second of the video, measured in megabits per

second. A common format for storing pictures and video is the YCbCr

420, a colour format that stores luminance and chrominance instead of

the raw colour values like RGB does [13]. The bitrate for uncompressed

YCbCr 420 video can be calculated as follows: to represent four pixels,

there are four Y samples, one Cb sample and one Cr sample, a byte each.

This means that six bytes are used, averaging 12 bits per pixel. In FullHD

video at 30 frames per second, a single frame consists of 1920*1080*12

= 24883200 bits and a single second 30 times that, meaning 746496000

bits per second, or about 747 Mbps. Since the vast majority of wireless

networks, or wired networks to end users cannot transmit that amount of

data, a codec is needed that can compress the video to use less data.

There are numerous approaches to reduce the bitrate. [5] uses a predic-

tive encoder, residual encoder and Huffman entropy coding. On the other

hand, [12] uses more traditional methods, motion estimation, compres-

sion and compensation, transforms and quantization, entropy coding and



frame reconstruction. Each of these steps are done using neural networks.

This section presents two different approaches to reducing the bitrate of

the video used in deep learning based video codecs.

2.1 Traditional video codecs

The most used video codec in the internet is the H.264 or Advanced Video

Coding (AVC) [7]. This can be seen for example with YouTube, where

livestreaming is only possible using the AVC format [1]. AVC does a

few things to reduce the bitrate [14]. A lot of the information is dis-

carded through quantization, by analysing the information frequency of

the frame and then removing unnecessary parts. Of course, since YCbCr

takes less space than full RGB colour, it is used instead. The process of

transforming from RGB colour space to YCbCr is called Chroma Subsam-

pling. While those techniques work within the context of a single frame,

compression is done in temporal dimension too. In AVC, some frames are

full frames, but some are only a difference from the last full frame. This

means that the these frames containing only motion vector deltas are a

small fraction of the space of a full frame. When decoding the video, the

delta is added to the last full frame to get a full frame for viewing.

2.2 Super-Resolution Neural Networks

One efficient way to reduce the bandwidth is to drop the resolution of the

transmitted video. If the resolution is dropped from FullHD to HD, the re-

quired bandwidth for the same uncompressed format would drop with the

same proportion than the resolution, meaning (1280*720) / (1920*1080)

= 0.444. This means that the resulting bandwidth is less than half of the

original bandwidth.

To still achieve the same quality and resolution at the viewers end,

techinques such as super-resolution is needed. The idea behind super-

resolution is to train a neural network, commonly a deep convolutional

neural network (DCNN), to reconstruct the high-resolution image from

the low-resolution one. An enchanced deep super-resolution network (EDSR)

is presented in [10] that applies to single images. In the work, EDSR

is created from few convolutional layers with 64 feature maps, residual

blocks and a pre-trained x2 network, that can be replaced to gain different

upscaling factors. As the algorithm is essentially conventional ResNet ar-

chitecture with unnecessary modules removed, it can be trained and used



quicker and the model size is reduced. While the work is created for single

images, it can be applied to video by computing the results for consecutive

frames.

Nvidia has used the same idea with their deep learning supersampling

(DLSS) and AMD with their FidelityFX Super Resolution (FSR). Both

technologies show that upscaling with neural networks is both a feasible

and a practical approach to improving image quality from a lower reso-

lution image. It is possible to perform the operation quickly enough for

framerates of the video. Downside of the technique is the still heavy cost

of computing power required.

2.3 Frame interpolation

The bandwidth required to transmit the video is heavily impacted by the

framerate of the video. If half of the frames can be dropped in the encoding

stage and reconstructed during the decoding stage, a lot of the bandwidth

could be saved. There are many ready solutions to do frame interpolation

but they are often computationally and/or spatially heavy. For example,

Super SloMo, presented in [8], takes up 158.4MB of space [16]. As the re-

search has continued, however, more effective methods have been created

that take less space, such as using convolutional neural network based

spatial pyramids [16]. This methodology achieves generally either as good

or better results as Super SloMo while taking only 9.0MB of space. Of

course, the research into the topic continues and more advanced methods

are always being developed. Today, there are various different commercial

players working on the topic too, such as Runway.

3 Enhancing Versatile Video Coding With Deep Learning

Deep learning based video codecs can also be used to improve traditional

video codecs not utilising deep learning. This section presents one such

technology: WSE-DCNN-based in-loop filtering for VVC [2]. Before that,

Versatile Video Coding is presented.

3.1 Versatile Video Coding

After the resolution of streamed video quickly rose to UHD or 4K and

the average television in homes used that resolution, it became clear that

more efficient codecs were needed. HEVC or H.265, follower of AVC im-



proved the bitrate for the same quality video by 50%, but it was not quite

enough. After a Joint Video Exploration Team comprised of VCEG and

MPEG joined forces and created a Joint Exploration Test Model demon-

strating more than 30% improvement over HEVC, it was decided that it

was a time for a new standard [3]. The resulting standard was named

Versatile Video Coding, VVC for short. VVC is also known as H.266.

The format has inherited many high level features from the previous

codecs, AVC and HEVC. As an example, the data is processed in coding

tree units (CTU) that are further partitioned to coding tree blocks (CTB),

one for each luma and chroma components [15, 9]. CTUs can be divided

into coding units (CU). To enable random access (meaning the video does

not need to always be watched from the start), instantaneous decoding

refresh (IDR) or sometimes clean random access (CRA) pictures are used.

A difference to previous codecs is that the spatial resolution can change

in other places than at an IDR picture too. Reference picture resampling

(RPR) allows for down- or upsampling of inter-coded pictures so that ad-

ditional IDR are not needed for resolution changes mid-stream. VVC also

adds support for bitstream extraction and merging (BEAM) operations,

meaning that only a subpicture of the whole video can be transmitted at a

time, an important feature for a 360° video, where user is looking at only

a small portion of the whole picture at a time [3].

In VVC, the last step before acquiring the reconstructed frame is the

in-loop filtering. In-loop filtering is not a concept that has been intro-

duced specifically for VVC, but it was used in HEVC previously. The

block is comprised of different filters combined together, all being ap-

plied to the frame. These filters are luma mapping with chroma sampling

(LMCS), long deblocking filters, luma-adaptive deblocking, adaptive loop

filter (ALF) and cross-component ALF [9]. The filters are called in-loop

filters as they are applied in both encoding and decoding loops. Each of

the filters serve a different purpose, but collectively they increase coding

efficiency, reduce artefacts and blocking discontinuities, and enhance the

reconstructed signal.

3.2 In-loop filter replacement with WSE-DCNN

Bouaafia et al. [2] have developed a way to replace the conventional in-

loop filters of VVC with a so called wide-activated squeeze-and-excitation

deep convolutional neural network (WSE-DCNN) model. It eliminates



compression artifacts to increase perceived visual quality and end user

quality of experience (QoE). As only the in-loop filters of VVC are changed,

visual quality could be improved without any increase in bandwidth.

The proposed model has six inputs, three for YUV components and three

for quantization parameter and coding unit for luminance and chromi-

nance. As outputs, the model gives the three components luma Y and

chroma U and V. The structure of the model is beyond the scope of this

paper, but it is available to read in [2].

In the paper, the model is trained offline with TensorFlow GPU frame-

work using an NVidia RTX 2070 graphics card. As the loss function, mean

square error is used and peak signal-to-noice ration (PSNR) is used for

validation. Bjontegaard delta bit rate (BD rate) is used as the assess-

ment metric. The researchers show that the BD rate reduction for luma Y

component is 2.85%, while the reduction for chroma U and V components

is 8.89% and 10.05% respectively. At the same time, the time overhead

for encoding is increased to 122%. For decoding, the time overhead is

increased to 1648.76% due to CPU-GPU memory copy operations [2]. It

could therefore be noted that the increase in decoding makes the technol-

ogy not yet suitable for resource constrained IoT devices. For encoding,

the difference seems sufficiently small.

4 Reduction of Video Service Quality via Adversarial Attacks

As with all other machine learning based technologies, video codecs can

be targets for attack too. Chang et al. [4], therefore have developed novel

adversarial attacks against deep learning video codecs. Their goal is to

either reduce the video quality, increase the bandwidth required or both

simultaneously, depending on the attack.

The attack is carried out in the first stage of the pipeline from camera to

the back-end, meaning the picture is modified before being encoded. Their

assumption is this is done using malware or man-in-the-middle scheme.

As the goal of the researchers is for the attack to last a longer period of

time, the perturbations on the image should be imperceptible to visual

examination as to hide the source of the attack.

Applying the perturbations in offline mode, where there is access to the

whole video is not time constrained and the attack can be customised to

the video. In online mode, there is however a time constraint and no



access to the whole video, but only a single frame at a time. This is the

case in, for example, streaming. In this case, a universal perturbation

designed beforehand offline is needed. This can be applied to the frame

essentially in real time.

The researchers show that their methodology is indeed effective at re-

ducing the quality of experience. Their attack can drop the PSNR by 2.30

- 3.24dB in different scenarios and increase the required bandwidth over

2x in offline scenarios and 1.52x even in unseen models in online scenar-

ios. Additionally, the attack on video quality introduces visible artefacts

and noise on the video after decoding. As of April 12th, 2023, a demon-

stration for the attack is available in https://sites.google.com/view/demo-

of-rovisq/home .

5 Conclusion

As the few examples show, deep learning based video codecs can offer ad-

vantages over more traditional simple algorithm based ones. With many

devices having a lot of computational power, their main idea is to ex-

change that power to reduced network bandwidth requirement. While

this is true for many of the devices, such as smartphones and computers,

many devices are computationally limited. These include many multime-

dia IoT devices which include only a small microcontroller but their func-

tionality relies on sending video over internet. For example baby mon-

itors and surveillance cameras belong to this category. For these, deep

learning video codecs are not a good fit. In these environments, replac-

ing just parts of existing video codecs with light pre-trained models, such

as WSE-DCNN introduced in subsection 3.2, can offer promising alterna-

tives. With the encoding being the only process done on the device, a 22%

increase to encoding time could be acceptable.

Nevertheless, the research to these types of codecs has been ongoing

mainly in very recent years and the technology is not yet matured to the

point where traditional codecs could be given up entirely in coming years.

Algorithm-based video codecs will continue to improve as well, together

with deep learning based ones.
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Abstract

The cloud-native technology Kubernetes is getting more and more atten-

tion from businesses and organizations. It is a powerful tool that is redefin-

ing the way that applications are built and deployed. But regardless of its

popularity, it comes with vulnerabilities and many misconfiguration pos-

sibilities. The goal of this paper is to investigate various security tools for

Kubernetes, including Kube-bench, Kube-hunter, Clair, Istio, Calico, and

Falco, and evaluate their capabilities in securing different layers of Ku-

bernetes infrastructure. By employing multiple security tools users benefit

from each tool’s strengths, leading to a robust, defense-in-depth approach

that secures every layer of Kubernetes. The paper is a literature review that

mostly investigates the documentation of the tools, in addition to other sci-

entific articles and surveys.

KEYWORDS: Cloud Computing, Kubernetes, Cybersecurity, Security tools,

Best practices

1 Introduction

The cloud is a broad term referring to a global network of remote servers

and data centers that are accessible over the Internet. These servers are



used for cloud computing, which according to the U.S. National Institute of

Standards and Technology (NIST) is defined as "a model for enabling ubiq-

uitous, convenient, on-demand network access to a shared pool of config-

urable computing resources (e.g., networks, servers, storage, applications,

and services) that can be rapidly provisioned and released with minimal

management effort or service provider interaction" [1]. Nowadays, cloud

computing is becoming increasingly popular among businesses, organiza-

tions, and other private users, due to its flexibility, scalability, and rel-

atively low cost of use compared to traditional computing [2]. The way

the cloud provides scalable on-demand delivery of information technol-

ogy (IT) resources via the Internet brings an easy approach to storing,

sharing, and organizing data without having to manage or maintain the

infrastructure [3].

However, cloud computing does not come without concerns, with secu-

rity being the main one. Many businesses and educational organizations

are cautious about depending entirely on cloud computing and transfer-

ring their digital resources to third-party vendors. Even if the cloud ser-

vice provider (CSP) trusts its customers, the users may not trust one an-

other. [4] The security of cloud-native technology Kubernetes (K8s) was

declared a major priority in 2022 [5].

This paper examines the problem of the lack of consensus on the de-

fense approach for security threats connected to a cloud-native technology

Kubernetes. More specifically, the paper explores different types of open-

source security tools for K8s and investigates their compatibility. The

paper also describes known K8s vulnerabilities and lists the best security

practices to be used when deploying a K8s cluster.

The paper is a literature review and is organized into six sections as

follows. Section 2 provides an overview of cloud security and briefly dis-

cusses the Kubernetes framework. The third section presents best prac-

tices for safe K8s cluster deployment and touches upon vulnerabilities

that K8s users should be aware of. Section 4 lists and describes popu-

lar open-source security tools, with different focus areas, for K8s. Finally,

section 5 analyses the tool usage, and section 6 concludes the literature

review.



2 Cloud security overview

As businesses and organizations transition to cloud-based solutions for

storing and processing data, understanding the security requirements be-

comes progressively crucial [4]. Regarding this problem, cloud security

has its own tools, protocols, policies, best practices, standards, and compli-

ance procedures for protecting against cyber threats [6]. Although these

methods are impressive, they do not come without difficulties.

In the cloud computing environment, the customers take care of their

own applications, data, and access control, but no longer own the infras-

tructure, and thus the traditional security architecture does not apply

anymore [7]. A compromise in the availability, integrity, or confidentiality

of cloud resources may generate new security issues [8]. Hence it is im-

portant for businesses and organizations to have a clear consensus about

their responsibilities and what security measures to implement to protect

their data [7].

In the following chapters, the paper will shift its focus to the cloud-

native technology K8s, as it is the most prominent and popular option for

orchestrating container-based solutions, according to Datadog’s container

report (2022). [9]

3 Kubernetes

Kubernetes is an open-source container orchestration platform that sim-

plifies declarative configuration and automation for containerized work-

loads and services. It provides the user with a framework with many

useful qualities, such as service discovery and load balancing, storage

orchestration, secret and configuration management, self-healing, and

more. [10] K8s’s primary design objective is to facilitate the deployment

and management of complex distributed systems while maintaining the

advantages of container usage [11].

However, setting up a Kubernetes cluster and configuring it to deploy

the desired applications can be challenging and gets more difficult the

more complex the distributed systems are. This often results in configura-

tions that focus more on functionality rather than security. Nevertheless,

security should be one of the top priorities. The following subsection will

shed some more light on the Kubernetes architecture, in order to deepen

the understanding of the various threat-prone surfaces.



Figure 1. Kubernetes cluster.

3.1 Components

The main purpose of Kubernetes is to deploy, control, and scale container-

ized applications. This is done by running the containerized workloads

on Pods, which are the basic units of K8s deployment. By using Pods, it

becomes feasible to logically structure and segregate containers that op-

erate collectively. Nodes are the element that handles the workloads us-

ing container-runtime, kube-proxy, and kubelet. [10] Container-runtime

refers to the software that runs the containers e.g. Docker, Containerd, or

CRI-O. Every node in the cluster runs a kube-proxy, a network proxy that

takes care of inside and outside communications, as well as the network

rules on nodes in addition to acting as a load balancer. Kubebelet on the

other hand is an agent that manages the containers running in the Pod.

It also takes care of the communication between the application program-

ming interface (API) server, also known as kube-apiserver. [12] New Pods

are scheduled to run on a node in a Kubernetes cluster, as figure 1 demon-

strates. These nodes and Pods are managed by the control plane, con-

sisting of etcd, kube-apiserver, kube-scheduler, kube-controller-manager,

and cloud-controller-manager. The etcd is a key-value store that contains

all data related to the cluster’s status. Kube-apiserver is an interface

used by admins to control Kubernetes and kube-controller-manager is a



component that handles various control processes, e.g. monitoring and

responding to Pod failures. The cloud-controller-manager also runs con-

troller processes, but specific to the cloud provider. It is used to link the

cluster to the cloud provider’s API. [10]

3.2 Vulnerabilities and best practices

Kubernetes can be easily misconfigured and exposed to attackers. The

following subsections will discuss some common vulnerabilities and the

corresponding security best practices that every user should know.

3.2.1 Defense-in-depth

K8s deployment can be divided into four layers: (a) the code, (b) the con-

tainers the code runs on, (c) the cluster, and (d) the cluster’s infrastruc-

ture, whether it is on-premise or in the cloud. Securing all of these layers

individually is recommended according to the defense-in-depth cybersecu-

rity model. This strategy recognizes the possibility of some of the defenses

being breached and instead of counting on a singular security perimeter, it

employs additional barriers to thwart an attacker’s advancement. [10, 13]

3.2.2 Running containers as non-root

Containers should be run as a non-root user and all privileges should be

kept as restrictive as possible. For this purpose, when building an image

a service user with minimal permissions should be created and used for

running the application. This complicates the attacker’s advancements

since even if they get inside a container, they still have to gain the root

permissions in order to get access the host. Also, the Pod configuration

should not allow any unnecessary privileges, since the image configura-

tion can be overwritten by the Pod configuration. [10, 13]

3.2.3 Managing users and permissions

Kubernetes does not manage users natively. Normal user accounts are

not represented by objects nor can they be added through an API call.

Instead, the addition of users to the cluster is done by importing a list

of users or by generating a client certificate for a specific user to access

the K8s API server. [10] Any user with a legitimate certificate issued by

the cluster’s certificate authority (CA) is regarded as authenticated. If

this user’s identity is stolen, the adversary gets all the privileges the user

had. For minimizing the damage, it is important to limit privileges as

much as possible, as suggested by the zero-trust cloud approach. [12, 14]



This can be done with role-based access control (RBAC). It is used for

regulating access through set permissions in namespaces, a method for

dividing cluster resources among numerous users, groups, or applications

inside a cluster. Permission should be set for humans, but also service

accounts. [10, 15]

3.2.4 Official registries and image scanning

The first stage in the continuous integration and continuous deployment

(CI/CD) pipeline is to produce a secure image. Code and libraries should

only be downloaded from trusted sources. Unofficial registries and base

images can contain malware which might enable an attacker to compro-

mise the container and gain access to the underlying infrastructure. Af-

ter breaking out of the container the attacker can easily obtain data from

the file system or the host’s volumes. Further, the kubelet’s authenti-

cation tokens and certifications, which it uses to communicate with the

kube-apiserver can now be compromised through the kubelet’s configura-

tion files. Also, unnecessary dependencies should be removed and smaller

base images with only the essential tools should be used. Along with

using trustworthy sources, image scanning is an important practice for

securing containerized applications. [15] Procedures such as identifying

vulnerabilities, out-of-date libraries, or configuration errors, can be car-

ried out easily with image scanning. Security tools, such as Clair [16],

Trivy [17], and Kube-hunter [18], have a database of constantly evolving

vulnerabilities that they use for scanning the image.

3.2.5 Allowing only the necessary connections

In Kubernetes, every Pod can communicate with each other by default.

As a consequence, authorized connections must be defined, permitting

only the necessary connections, and the cluster’s internal communications

must be encrypted. [19] Network Policies are a K8s resource, which en-

ables configuring the desired communication rules between the Pods, on

the network level. To implement Network Policies a Container Network

Interface (CNI) must be chosen. [10] On the other hand, configuration on

the service level can be done by adding a service mesh, an infrastructure

layer enabling the user to add observability, traffic management, and se-

curity, to the desired application. Moreover, a service mesh often takes

care of more complicated operational needs such as end-to-end authenti-

cation, rate restriction, access control, encryption, and A/B testing. [15]

Popular service meshes for K8s include Istio [20], Consul [21], and Link-



erd [22].

3.2.6 Harden the control plane

As mentioned in the components section, the control plane is a central

part of Kubernetes and needs to be well-protected because of its vulnera-

ble capabilities. Important procedures to follow when securing the control

plane include configuring TLS encryption, establishing reliable methods

for authentication, preventing unwanted modifications to kubeconfig files,

and disabling internet access along with other unnecessary networks. [10]

The most crucial component of the control plane to protect is the etcd key-

value storage. It stores secrets and other K8s configuration data. It can be

run inside or separately managed outside of the cluster, but nevertheless,

it should be isolated behind a firewall and allowed to access only from the

API server with proper authentication. [15] The secrets stored in the etcd

are only base64 encoded strings and can be decoded by anyone with per-

mission to read the secrets. It is recommended to use a third-party key

management service (KMS) to keep sensitive data outside of the cluster

or at least configure K8s to encrypt data at rest. [10]

3.2.7 Audit logging

Kubernetes audit logs document cluster actions, memory, and CPU usage,

but are not enabled by default. These attributes are not enough to assure

full system security, hence logging should be expanded to every level of the

system and should include information about critical actions, such as API

request history, changes in privileges and permissions, network traffic,

and operating system calls in a cluster. Once collected, these logs ought

to be combined and analyzed by a security tool to ensure the system’s

security. [15]

4 Security tools for Kubernetes

While Kubernetes offers many built-in security features, it is also highly

configurable. This means that there are many opportunities to uninten-

tionally create vulnerabilities in a cluster. This section provides a more

thorough examination of some static and dynamic K8s security tools.



4.1 Kube-bench

Kube-bench is an open-source analysis tool that examines Kubernetes

clusters against the Center for Internet Security (CIS) Kubernetes bench-

marks and provides a report of any security issues or misconfigurations

found. It runs mostly static, but can also be used for scanning an active

cluster. The CIS benchmarks are a set of security configuration guidelines

that are designed to improve Kubernetes deployments. [23]

4.2 Kube-hunter

Unlike Kube-bench, Kube-hunter is a security tool that focuses on iden-

tifying potential security vulnerabilities and threats in Kubernetes envi-

ronments by dynamically searching for weaknesses in the system. It is

a pragmatic, open-source tool from Aqua Security, with a wide range of

passive and active tests. These tests vary from accessing the API server

and discovering open ports to retrieving log information and privilege es-

calations. [18]

4.3 Clair

Clair is a Red Hat-initiated open-source static analysis tool for monitoring

container security. It scans the container image on each layer to produce

a list of all the dependencies required by the image. Then after compar-

ing each dependency to public vulnerability databases it notifies the user

of flaws that may pose a threat. One aspect that sets Clair apart from

other scanners is that it recognizes which of the current container layers

are vulnerable when new vulnerabilities are uncovered and added to the

databases. It does it without having to re-scan the system and notifies the

user. [16]

4.4 Istio

As briefly explained earlier, Istio is a service mesh, an infrastructure layer

for managing communications between microservices. Its basic architec-

ture consists of a sidecar proxy in each Pod and the Istiod, which is a con-

trol plane component for managing and injecting all the proxies into the

Pods. These proxies work together to create a mesh network that filters

network traffic between the microservices. In addition to traffic manage-

ment Istio also provides security features, such as authentication, autho-



rization, and communication encryption, and observability features, such

as logging, tracing, and monitoring to view how service activity affects

both upstream and downstream performance. [20]

4.5 Falco

Falco is an open-source runtime security tool made to watch over and

spot malicious activity, such as privilege escalation, unanticipated socket

changes or network connections, mode and ownership changes, and al-

tered login binaries in Linux and Kubernetes environments. Falco was

initially created by Sysdig, but was given to the CNCF and is currently

being incubated. Falco also provides alerts and notifications to help users

respond quickly to potential threats. [24]

4.6 Calico

Calico is a highly scalable, high-performance, open-source networking and

network security solution for Kubernetes. Its advanced security features

include network encryption, threat detection, and fine-grained network

policy enforcement using Kubernetes NetworkPolicies or Calico’s own pol-

icy language. In addition to network security, Calico also provides service

load balancing and observability tools like flow logging and packet cap-

ture. Calico is developed and maintained by Tigera. [25]

5 Analysis

Kubernetes makes it possible to easily deploy, scale, and manage con-

tainerized applications. However, with this power comes also the need for

robust security measures. For this purpose, various security tools have

emerged. Regardless of these tools simply reporting issues, rather than

attempting to fix them, they are still a valuable source of information for

the users to better understand and secure the Kubernetes environment.

This paper covers a range of tools from static to dynamic analysis and

from container security to network scanning. These tools are strong by

themselves, but will also integrate well together. For example, a possible

way to provide a more comprehensive networking and security solution for

Kubernetes is to combine Istio’s secure Pod-to-Pod or Service-to-Service

communication with Calico’s enforced network policies to prevent unau-

thorized access to the cluster. "Calico policy integrates with Istio to allow



you to write policies that enforce against application layer attributes like

HTTP methods or paths as well as against cryptographically secure iden-

tities" [25]. While there are some overlappings, such as load balancing

and observability tools, between the features provided by Calico and Istio,

they have different focus areas and are thus often used together.

Another security tool that can be integrated to protect K8s, at the same

time as Calico and Istio, is Falco. Where Calico and Istio are in charge

of securing the networks, Falco provides container runtime security by

monitoring the Kubernetes cluster for potential security threats. Falco

is highly configurable and can be customized with user-defined rules to

meet the specific needs of different environments. [24] Where Falco de-

tects runtime behavior anomalies, it does not check the configuration of

the Kubernetes cluster. If there are any possibilities of misconfigurations

a tool like Kube-bench should be used to ensure that the cluster is config-

ured securely and that known vulnerabilities have been addressed.

Each of these security tools has its own set of features and capabilities

that address specific areas of security, such as network security, runtime

security, or configuration management. By utilizing a combination of se-

curity tools, users can leverage the unique strengths of each tool, achiev-

ing a comprehensive defense-in-depth approach that secures every layer

of Kubernetes.

6 Conclusion

This paper reviewed a set of common security tools for Kubernetes and

evaluated their usage together. The paper clearly demonstrates that Ku-

bernetes can be a complex environment to configure perfectly and moni-

toring it for security purposes is highly recommendable. The paper also

provided an overview of security best practices, to illustrate the state of

Kubernetes security.

Kubernetes security should be approached with a defense-in-depth strat-

egy that involves securing every layer of the Kubernetes infrastructure.

This means that users should use a combination of security tools that

work together to provide a comprehensive security solution. The tools

discussed in this paper cover a range of security features and can help

users better secure their Kubernetes clusters.
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Abstract

The accurate understanding of natural language is a challenging task for

classical computers. Quantum computing has the potential to significantly

improve the accuracy of natural language processing. This paper reviews

quantum computing and quantum natural language processing (QNLP).

The potential of QNLP is highlighted by implementing, and successfully

evaluating, a novel, state-of-the-art method for generating song lyrics.

KEYWORDS: quantum computing, natural language processing

1 Introduction

Quantum computing could facilitate progress in areas where research is

arduous and would benefit from a high speed of execution, such as natural

language processing.

Natural Language Processing (NLP) is a branch of computational lin-

quistics which focuses on making computers understand human language

and speech [13]. The most common tasks of NLP are dialogue manage-

ment, question answering, speech recognition, etc.

The computational advantage of quantum computers allows conducting

complex simulations. Quantum computing was born in the 1980’s when



Paul Benioff described the first quantum computer model [1]. Quantum

computers are based on the principles of quantum mechanics. Quantum

mechanics is a branch of physics that describes the properties of nature

at the atomic and subatomic level. The latter arose around the 1900s

when the science of classical physics did not seem to provide sufficient

explanations for all experimentally observed physical phenomena.

Quantum computers and classical computers share some similarities,

but are different. Classical computers use bits to encode classical informa-

tion, which take either the value 0 or value 1. Unlike classical computers,

quantum computers use quantum bits, also known as qubits. Qubits are

considered the fundamental unit of quantum information. Qubits mimic

the unique behavior of subatomic particles that can simultaneously exist

in several states, which means that a qubit can be 0, 1 or a superposition

(linear combination of 0 and 1 [17]).

Current approaches to NLP use rule based modeling of natural language

borrowed from linguistics together with various machine learning models

to enhance the capability of machines to analyze and interpret the content

and nuances of human language [13]. The most common tasks of NLP

are dialogue management, question answering, speech recognition, etc.

Moreover, ChatGPT [15], use textbooks, articles and Internet sources to

generate dialogues with humans.

Recently, NLP tasks started to be run on quantum computers [6]. NLP

tasks that can be run on quantum computers are commonly referred to as

Quantum Natural Language Processing (QNLP) [6].

The first question answering task being was performed on a real quan-

tum computer in 2020 [16]. With the help of diagrammatic structures

borrowed from ZX-Calculus [7], the authors of [16] show how human lan-

guage can be translated to quantum computers, and machine learning

tasks, such as classification, are performed by encoding these structures

into parametrised quantum circuits.

Quantum Machine Learning (QML) [10] refers to a family of variational

quantum circuits that perform and improve machine learning tasks with

the help of quantum computers. The parameters of the circuits are up-

dated during the optimisation procedure and are learnt using various dif-

ferentiation techniques, just as in the classical setting. NLP tasks can be

translated to quantum computer software in the form of variational cir-

cuits. Such circuits contain parameterised quantum rotation gates, where

the parameter of the rotation is its angle (Figure 1a).



This paper is an overview of the state of the art QNLP methods on real

hardware. Section 2 presents the theoretical foundations needed for the

implementation of QNLP, and Section 3 reviews and discusses novel and

original results beyond the state of the art.

2 Background

This section reviews QML and QNLP and introduces the necessary back-

ground on quantum circuits, quantum gates and the ZX-Calculus, which

is used as a diagrammatic representation of quantum processes.

2.1 Quantum circuits

The software used in quantum computing is presented in general in the

form of quantum circuits (e.g Figures 1 b), 1 c)). The quantum circuit

model represented by sequences of quantum gates and measurements

arranged and read from left to right along the time axis. Quantum cir-

cuits are similar to a set of assembly language instructions sent to the

Quantum Processing Unit (QPU). The instructions are known as quan-

tum gates. Although there are infinitely many quantum gates, it is agreed

that there exists a finite set of gates, namely the Clifford+T group, that

acts as a generator used to represent any quantum computation. The Clif-

ford group is formed of a few standard gates: X, Y, Z (the Pauli gates), S,

Hadamard, and CNOT and the T gate [17].

Figure 1. The horizontal line is a wire that holds a qubit. Information is processed from
left to right. a) The box represents a rotation gate around the X axis with the
angle θ. b) A quantum circuit consisting of two qubits and two gates: a one
qubit Hadamard gate and a two qubit gate, known as CNOT gate. c) A simple
Quantum Neural Network (QNN). The parameterised RY gates act as a data
encoder, and the CNOT gate, together with the parameterised RX gates from
the trainable circuit, also called ansatz.

2.2 ZX-Calculus

The ZX-Calculus is a graphical language that describes quantum interac-

tions between qubits used for quantum circuit optimisation, measurement



based quantum computation, quantum error correction and more [19].

A ZX-diagram is a graphical representation of a quantum computation

which is often described as a map between qubits. The translation be-

tween a quantum circuit and a ZX-diagram is straightforward, and can

be realised by associating each quantum gate in the Clifford+T group [17]

with its representatives in ZX-Calculus (Fig. 2).

Figure 2. The translations of the Clifford gate group: gates S, X, Hadamard, T, T daggger,
CNOT, into their respective ZX-diagrams.

The main benefit of translating quantum circuits to ZX-diagrams is that

certain circuit optimisation patterns or gate identities are easier to per-

form on the ZX-diagram rather than directly on the quantum circuit. A

ZX-diagram has the structure of an undirected graph, where nodes are

colored either white or grey and are annotated with the phase angle of

the gate. The colour of a dot is either white for the S gate, the T gate, and

the control of a CNOT, or grey for the X gate or the target of a CNOT. One

of the most important components of a ZX-diagram are spiders, which are

of two types: Z-spiders (Figure 4) and X-spiders (Figure 3).

Figure 3. The X-spider is depicted on the left hand-side and the state vector it represents,
on the right hand-side.

Figure 4. The Z-spider is depicted on the left hand-side and the state vector it represents,
on the right hand-side.

Z-spiders are the white dots seen in the figures above, and X-spiders

are the grey ones. The name "spider" is inspired by the arbitrarily many

wires (inputs and outputs) that these dots have. The name Z-spider is

derived from operating with respect to the eigenbasis of the Z matrix: |0⟩
and |1⟩. In turn, the X-spider operates with respect to the eigenbasis of



Figure 5. A few of the most common optimisation patterns used in ZX-Calculus.

the X matrix: |+⟩ and |−⟩. Here, |0⟩, |1⟩, |−⟩ and |+⟩ are defined as column

vectors

|0⟩ =

 1

0


 |1⟩ =


 1

0


 |+⟩ = 1√

2


 1

1


 |−⟩ = 1√

2


 1

−1




The simplicity of ZX-Calculus comes from a set of predefined patterns

used to transform the diagram, that are easier to use than the ones used

in the quantum circuit setting (see Figure 5).

2.3 Quantum Machine Learning

Quantum Machine Learning (QML) is of a family of machine learning

tasks that can be performed on a quantum computer. QML consists of

hybrid methods (require both classical and quantum processing of data),

combined with the computationally demanding subroutines being per-

formed on the quantum device. Figure 6 is the QML training loop.

The domain is new and continuously evolving. Therefore a preliminary

classification, according to [10], is:

1. Quantum Boltzmann Machines (QBM) are similar to classic Boltz-

mann machines. QBMs are based on the Ising Hamiltonian instead

of the classical Boltzmann distribution.

2. Variable depth quantum circuits (vVQC) are an adaptation of the

Variational Quantum Classifier (VQC) that claims to resolve its in-



Figure 6. The general framework of a quantum machine learning model is composed of
a variational quantum circuit that consists of two sections: 1) one that per-
forms angle embedding of the data, denoted V , and 2) the quantum model,
also known as ansatz, denoted U . After measurement, data is processed by the
classical machine learning model, which outputs the result of a cost function
at each training step. The hybrid model updates the parameters and the gra-
dients of the variational circuit towards the minima of the cost function.

flexibility problem by varying the size of the circuit.

3. Hybrid quantum autoencoders (HQA) encode data in the classical

latent space using amplitude quantum states. The encoder learns

characteristics of the data by clustering similar data points.

4. Quantum reservoir computing (QRC) uses multiple small scale quan-

tum systems that communicate, and are used for forecasting.

5. Quantum multiclass classifier (QMCC) is used to classify multiple

class data by optimizing the adjustable parameters of variational

quantum circuits.

6. Support vector machines with a quantum kernel estimator (QSVM-

Kernel) classifies by encoding data in a quantum state space and

searches for the hyperplane that linearly separates data.

7. Quantum neural networks (QNN) are similar to classical neural net-

works, but use a quantum perceptron model.

8. Hybrid k-neighbours-nearby model (HKNN) use the SWAP test cir-

cuit as a similarity measure between quantum states to perform the

K-Nearest-Neighbours (KNN) algorithm.

9. Orthogonal neural networks enforce orthogonality on the parame-

ters of the network.

10. Quantum fully self-supervised neural networks (QFS-Net) use qutrits

(three-level quantum system where basis states are |0⟩, |1⟩ and |2⟩)
to encode quantum states in a way that enables a self-organized

counter-propagation between the layers of the network.

11. CNOT neural networks (CMN) are only composed of CNOT gates



and measurement gates and are used to implement discrete Boolean

functions that benefit from computational complexity improvements.

12. Quantum convolutional deep convolutional neural networks (QDCNN)

employ quantum convolutional layers inspired from variational cir-

cuit where parameters are updated using hybrid optimization.

13. Quantum backpropagation neural networks (QBP) are based on the

quantum neural model and classical backpropagation.

14. Feed foward neural networks (ffNN) are based on an efficient method

of approximating inner products between vectors and benefit from

computational complexity improvements because the computed val-

ues are stored on QRAM [11].

15. Quantum generative adversarial networks (QGAN) learn the proba-

bility distributions of the data points by encoding them into quan-

tum states. QGANs use both variational quantum circuits and clas-

sical neural networks.

16. Quantum recurrent encoding-decoding neural networks (QREDNN)

use a quantum neuron to jointly train the encoder and the decoder

of the autoencoder.

2.4 Quantum Natural Language Processing

Quantum Natural Language Processing (QNLP) is a technique which pro-

poses the modelling of natural language in a diagrammatic form, which

is then processed by the quantum computer. There exist many state-of-

the-art techniques in NLP [3, 9, 4], and it is widely accepted that the area

would benefit of quantum speed-up [20].

QNLP [6] is the quantum adaptation of classical NLP and is different

from NLP in the sense that meanings of words are encoded as state vec-

tors into the quantum computer. The advantage of QNLP is the composi-

tion of word meanings that further gives meaning to more complex struc-

tures such as sentences and texts. The interaction of words that gives

meaning to sentences is achieved by the DisCoCat (Categorical Compo-

sitional Distributional) [5] algorithm. Its generalization, the DisCoCirc

(Circuit-shaped Compositional Distributional) algorithm [5], is able to

give meaning to texts by composing meaning of sentences.

The DisCoCat model is based on grammatical algebra that is borrowed

from linguistics. The author of [5] states that pregroup grammar, pro-

posed by Joachim Lambek in the 1950s [14], is the foundation of the



DisCoCat algorithm for language modelling. The unexpected similarities

that pregroup algebra used in linguistics and circuit diagrams have led to

the idea of modelling language using Lambek’s findings into circuit dia-

grams. The advantage is that the circuit diagrams are then translated to

quantum computers to solve various NLP tasks.

Although believed to be impossible to achieve on near-term quantum

devices, it was recently proved that NLP is "quantum native" [6, 18]. This

indicates that human language is easier and more natural to translate

to quantum computers than it is in the classical setting, which in turn

requires heavy data preprocessing.

Diagrammatic reasoning (sections 2.1 and 2.2) has a very important ad-

vantage, that it combines the meaning of the words with the linguistic

structure and grammar of the sentences into one [6]. Apart from DisCo-

Cat, Categorical Quantum Mechanics (CQM) and ZX-Calculus are also

theories used in modelling language as quantum processes [7]. Out of the

three, ZX-Calculus has the role of translating and optimizing linguistic

diagrams to quantum circuits, as seen in Figure 2 [6].

3 Discussion

This section introduces software libraries that enable preprocessing and

training of QNLP tasks in the form of variational quantum circuits, as

well as a novel, state of the art QNLP experiment.

3.1 Lambeq

Lambeq [12] is a Python library that contains modules that convert text

into diagrams, tensor networks or variational quantum circuits that can

be processed on a quantum computer. Lambeq facilitates the preprocess-

ing step of QNLP tasks that rely on the DisCoCat framework. Lambeq

is useful for syntacting parsing of natural language, rewriting and opti-

mization of string diagrams, as well as for creating and manipulating the

ansatz. Lambeq has the following pipeline [12]:

1. Depending on the compositional model selected, a specific parser can

be used for constructing the syntax tree of the input sentence.

2. DisCoPy [8] is used for converting the syntax tree into a string dia-

gram, according to the DisCoCat algorithm.

3. The string diagram is optimised by the application of rewrite rules



that aim to eliminate redundant connections.

4. The resulting string diagram is converted into a tensor network (for

classical simulation) or a parametrised quantum circuit (for running

on real hardware).

3.2 Pennylane

Pennylane is a Python library used for hybrid classical-quantum machine

learning tasks. In the same way as classical machine learning relies on

heavy GPU computations, quantum machine learning involves running

the same computations on quantum hardware. Pennylane enables this

by relying on quantum differentiable programming similar to other deep

learning frameworks, such as NumPy, PyTorch, Tensorflow or JAX.

Pennylane integrates classical deep learning Python libraries together

with libraries that enable running quantum circuits on real hardware.

Pennylane allows the creation of an end-to-end quantum machine learn-

ing application. The framework also has support for simulating the cir-

cuits classically, by using the lightning module.

Quantum circuits, also called QNodes in Pennylane, are used to define

the variational quantum circuit and the device interface that will execute

it: classical or quantum. The library integrates quantum computations by

adapting the circuit to various library-dependant data-structures or opti-

mizers. Optimizers update both the parameters of the variational circuit

and the gradients towards the minima of the cost function used to assess

the performance of the model (as seen in Figure 6). Pennylane does this

by making the gradients of the variational circuit visible to the classical

library, which will employ its own optimizers for optimizing the circuit

parameters.

3.3 Experiment

This review paper includes a proof-of-concept implementation of a QNLP

model, namely a Quantum Long Short Term Memory (LSTM) model, that

generates songs based on an available dataset of lyrics.

LSTM is a type of Recurrent Neural Network (RNN) used for generating

sequences of words in which the relations between the words are kept

long term during training. This allows for using LSTMs for complex NLP

tasks such as sentiment analysis, question answering or text generation,

where the first one is a many-to-one task and the last two are many-to-



many tasks. Many-to-many tasks are different from many-to-one tasks

in the sense that they require a human-like responses such as sentences

or lengthy texts, rather than just a one-word classification. Two types of

RNNs are used to account for the relations between words that generate

meaningful sentences: LSTMs and Gated Recurrent Units.

Our implementation uses a quantum variant of the LSTM layer, also

known as QLSTM, in which the input, output, forget and update compo-

nents are replaced with trainable quantum circuits. This is achieved by

employing Pennylane for the translation between the variational quan-

tum circuit and a PyTorch layer [2], which enables the integration of the

QLSTM layer seamlessly into the classical NLP model. These LSTM lay-

ers are converted to quantum circuits by first embedding the data tensors

into the angles of the single qubit rotation gates, and then applying an em-

bedding quantum layer that entangles the qubit wires with the scope of

creating connections between the state vectors that represent the words.

The implementation does not currently use the DisCoCat model for the

preprocessing step, but its classical variant, the bag-of-words model. The

model is predicting verses of songs based on a "prompt" word. Preliminary

results (see Figure 7) show that this is functioning as expected.

Figure 7. Example lyrics generated by our QNLP model.

4 Conclusion

Classical NLP is challenging and computationally demanding. Quantum

computers could offer a computational advantage by speeding up and im-

proving NLP accuracy. QNLP is the quantum version of classical NLP,

and its main advantage is the use of a more natural way of representing

human language for computers.

This paper reviews the concepts of quantum computing, quantum ma-

chine learning, ZX-Calculus and of QNLP. The potential of QNLP is illus-

trated by implementing a novel generative model of song lyrics. Future

work will focus on improving the accuracy of the generated lyrics.
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Abstract

The proliferation of computing-capable devices in recent years has facili-

tated the emergence of a new computing paradigm at the Edge. Despite

being resource-limited compared to cloud servers, Edge devices offer lower

latency, making the combination of cloud and Edge computing paradigms

an attractive infrastructure for data analysis workflows that have diverse

requirements, which cannot be easily achieved using either paradigm in

isolation. Therefore, effective orchestration of workflows in Edge-cloud

computing environment presents significant challenges that must be ad-

dressed in order to realize the full potential of edge-cloud continuum. This

paper examines the challenges associated with programming and building

workflows, and discusses various workflow management systems that can

be leveraged to support automation of data analysis tasks.

KEYWORDS: edge-cloud continuum, data analysis workflow, orchestra-

tion

1 Introduction

Over the years, the rapid expansion of the Internet of Things (IoT) and

cloud resources have resulted in a significant increase in the number of



internet-connected devices situated on the network edge. The data gen-

eration rate has also increased; hence, processing and computation of

insights from the data became complex. Orchestration of data analysis

workflow can serve as a beneficial abstraction that performs computa-

tional tasks and controls interdependencies among the tasks.

In edge computing, the computation takes place near the data source,

which includes devices embedded with sensors, thus enabling data anal-

ysis, information monitoring and sharing [9]. Edge computing comprises

numerous benefits, such as high responsiveness, scalability, potential for

enforcing data privacy restrictions, and the capability of masking cloud

outages [17]. Continuum computing refers to a computing paradigm where

distributed resources can be seamlessly combined and orchestrated to

support dynamic and complex application workflows [4]. The goal of con-

tinuum computing is to provide a flexible and scalable infrastructure for

data-driven applications, where resources can be allocated and managed

dynamically to meet the changing needs of the workflow. By leveraging

analytics in the edge cloud continuum, organizations can take advantage

of the benefits of both the network edge and cloud analytics, including

real-time processing, scalability, cost saving, reliability, data locality, and

low latency. This can lead to improved data-driven decision-making and

more effective use of data-driven applications.

This paper discusses programming orchestration of data analysis work-

flows in the edge cloud continuum. It examines the challenges associated

with building and management of data analysis workflows in the edge-

cloud continuum and explore the tools and techniques available to address

these issues.

The paper is structured as follows: Section 2 briefly introduces the archi-

tecture and expansion of the edge cloud continuum; Section 3 covers vari-

ous challenges in orchestrating data analysis workflows; Section 4 evalu-

ates different tools and techniques to orchestrate data analysis workflows;

Section 5 discusses the challenges and tools presented in this paper; fi-

nally, Section 6 provides concluding remarks.



2 Edge computing: literature work

2.1 Origin and expansion of edge computing

Edge computing has its roots in the late 1990s with the introduction of

content delivery networks (CDNs), which aim to improve web and video

content. Akamai was one of the pioneers in CDNs that brought the idea of

edge computing during early 1999 for improving the performance of web-

sites, and prevent them from crashing or slow response time [6]. CDNs

use edge nodes deployed close to the end-users to cache and serve content,

which can significantly improve web performance by reducing latency and

bandwidth requirements [17]. It also offers some level of customization,

such as adding location-specific content, which can enhance the user ex-

perience. During the early 2000s, CDNs developed further to enable the

hosting of distributed applications and their components on edge servers,

providing high fault tolerance and scalability [14].

In recent years, edge computing has expanded beyond CDNs to include a

wide range of applications and use cases, from IoT devices to autonomous

vehicles and more. This marked the beginning of the shift towards more

decentralized and distributed computing architectures, where computing

resources are located closer to end-users to provide better performance,

lower latency, and improved user experience [5]. Since then, edge com-

puting has continued to evolve, driven by cutting edge technologies, such

as IoT, artificial intelligence (AI), and 5G, among others. According to

Statista, the number of IoT connected devices worldwide was 13.1 billion

in 2022, and it is expected to exceed 29 billion by 2030 [19]. With such

a vast number of devices generating data, transmitting data to the cloud

for processing would be slow and could cause network congestion [25]. By

leveraging edge computing, the amount of data that needs to be sent to the

cloud would reduce, thereby enhancing performance and data security.

2.2 Architecture of edge cloud continnum

Edge-cloud continuum computing is a hybrid approach that combines the

strengths of both edge computing and cloud computing to process and

analyze data efficiently. The architecture typically consists three main

layers: the device layer, the edge layer and the cloud layer as shown in

Figure 1 [11]. The cloud layer comprises of large-scale data centers or



Figure 1. Edge cloud continuum architecture Adapted: [1]

remote servers that provide high-performance computational and storage

resources for data processing and warehousing. The edge layer consists

of edge nodes, which are small-scale data centers or cloudlets that are lo-

cated closer to end-users and can provide low-latency and high-bandwidth

computing and storage resources [17]. The device layer involves electronic

devices, such as smartphones, tablets, IoT sensors, and other edge devices

that are capable of generating, processing, and transmitting data. The

working of the edge-cloud continuum can be summarized as follows:

• Data is collected from edge devices such as sensors, cameras, and mo-

bile devices present in device layer. This data may be raw data or pre-

processed data.

• The edge layer processes and analyzes the data that is collected from

the device layer. This layer is composed of edge servers, edge nodes and

other computing resources located closer to the devices. It can perform

initial skimming and pre-processing on site to reduce the volume of data

that requires transmission to cloud queue. This decentralization allows



a reduction in data latency.

• After the completion of data processing and analysis at the edge layer,

data beneficial for real-time analysis is processed and strategic infor-

mation is sent to the reference cloud provider for detailed data-analysis,

storage, and visualization. The cloud layer provides advanced machine

learning algorithms and other analytical tools to process the data and

provide valuable insights. It can also store the data for long-term anal-

ysis.

Overall, the architecture of the edge cloud continuum is designed to pro-

vide a flexible, high-performance and scalable infrastructure that has a

broad range of practical applications and services.

2.3 Data analysis workflows

Data analysis workflow refers to a systematic process of transforming

raw data into meaningful insights. It typically involves a sequence of

computational tasks, connected through control-flow (operations or tasks

specified by edges) or data-flow (data movement), that are undertaken to

extract, process, clean, transform, and analyze data to obtain actionable

insights [10]. There are four primary categories of data analysis, which

include descriptive, diagnostic, predictive, and prescriptive analysis [8].

• Descriptive Analysis: It involves summarizing and presenting key per-

formance indicatiors (KPIs) of a dataset. The goal of descriptive analysis

is to provide insights into what has happened in the past and what is

currently happening.

• Diagnostic Analysis: It is used to detect the root cause of a problem or

to understand why a particular outcome occurred. It involves analyzing

data to determine the factors that contributed to a particular event or

outcome.

• Predictive Analysis: It is a technique that utilizes statistical algorithms

and machine learning methods to examine data and anticipate future

results. The objective is to make predictions about future occurrences

based on past data patterns and trends.



• Prescriptive Analysis: It involves using optimization and simulation

techniques to identify the best course of action to achieve a desired

outcome. It takes into account various constraints, such as limited re-

sources, and suggests the best possible solution to optimize the outcome.

Utilizing different data analysis methods, workflows can be divided into

two main categories: abstract and executable workflows [18].

An abstract workflow, which is resource independent, provides a high-

level description of the data analysis process, outlining the steps involved

in cleaning, preprocessing, transforming, and analyzing the data. It is

typically represented in YAML format and can be generated using the

Workflow API. An executable workflow, on the other hand, is a detailed,

resource-dependent and automated workflow that performs the steps out-

lined in the abstract workflow by mapping the tasks to the target re-

sources. By using an executable workflow in the edge-cloud continuum,

data analysis tasks can be executed on both edge devices and cloud re-

sources, depending on the available resources and the specific require-

ments of the task. This approach enables more efficient and scalable data

analysis, with the ability to perform tasks closer to the data source when

needed, leading to faster and more reliable results. Liew et al. [10] ana-

lyzed several Workflow Management Systems (WMSs), e.g., Airavata [13],

Kepler [12], KNIME [7], Pegasus [18], Taverna [24], and Swift [23], that

are commonly used to orchestrate the distribution of tasks to resources

based on availability and dependency. The paper focus on Pegasus, KN-

IME Edge and KubeEdge WMS which can be utilized to manage and ex-

ecute complex workflows that involve both edge and cloud resources, al-

lowing for more efficient and effective data analysis.

3 Orchestration of data analysis workflows: key challenges

There has been a surge of interest in processing big data, as it offers the

potential to uncover valuable insights that can transform corporate busi-

nesses, government schemes, and research outcomes. This has resulted

in the development of new programming, communication, and processing

technologies, such as Hadoop, Storm and Spark, as well as cloud com-

puting services. Analytical applications have evolved to comprise multi-

ple analytical steps that run as workflows, which are markedly different

from traditional workflows, presenting researchers and data scientists



with the challenge of managing and orchestrating their execution effec-

tively. These challenges include edge-cloud integration, data security and

consistency, workflow scheduling and management, and the adoption of

heterogeneous data analysis tasks.

3.1 Edge-cloud integration

The integration of edge and cloud computing results in a complex exe-

cution environment that requires the consideration of various factors to

effectively utilize both computing paradigms. The challenges include visi-

bility of available resources, efficient scheduling decisions, resource provi-

sioning, software systems to handle failures, and capturing performance

metrics for optimization [18]. The limited resources and dynamic nature

of edge devices, combined with the high computing and data movement

costs of the cloud, make it challenging to balance the trade-off between

these two computing paradigms. However, with proper planning and

management, the benefits of edge-to-cloud computing can be realized, in-

cluding reduced latency, improved reliability, and increased security.

3.2 Data security and consistency

Data analysis workflows enable the combination of diverse processing

tasks in data pipelines, which can involve distinct types of data-flow, in-

cluding stream or batch processing. These different data flows are related

with various data programming models that constitute a part of the work-

flows. For instance, stream processing frameworks, such as Apache Storm

and message queuing systems, for example, Apache Kafka receive data

streams via Kafka producer or spout, respectively. Conversely, batch pro-

cessing frameworks, such as Apache Hadoop require large datasets to be

stored in cloud storage and then sent to the Hadoop cluster using HDFS

[2]. Since data workflows are typically executed in the cloud, the diverse

storage requirements of the different tasks in the workflow present vari-

ous challenges for managing cloud storage resources to meet their needs.

These challenges may include issues, such as data security, data consis-

tency, data durability, and data transfer costs. As a result, researchers

and data scientists must carefully consider the storage requirements of

different workflow tasks and adopt appropriate strategies and tools for

managing cloud storage resources effectively.



3.3 Workflow scheduling and management

When data workflow scheduling involves the use of edge resources, new

challenges arise in efficiently mapping and deploying data analysis tasks

on edge devices that may have limited resources. Ensuring isolation, or-

chestration, and scheduling in containers becomes critical [16], necessi-

tating the use of lightweight hardware and containerization software [22].

To optimize resource selection and allocation, researchers and data sci-

entists must consider the hardware limitations and heterogeneity of the

tasks involved in the workflow.

3.4 Adoption of heterogeneous data analysis tasks

One of the major challenges researchers face is to adapt heterogeneous

data processing and analysis tasks from virtual machine to container

based workload for Kubernetes, which requires creating efficient container

images for the workloads. Additionally, management of containers on the

edge resources is complex because edge resources have a dynamic na-

ture and their performance fluctuates. Defining runtime configurations

and deploying them into the container environment is crucial. Container

management is further complicated by the need to maintain Service-Level

Agreement (SLA) and Quality of service (QoS) requirements on constrained

resources and respond to unexpected changes at runtime [15]. Overall,

the process of orchestration becomes increasingly complex when schedul-

ing in edge environment is virtualized that uses lightweight containers.

Researchers and data scientists must develop effective strategies to ad-

dress these challenges and ensure the efficient deployment and manage-

ment of big data workloads on edge resources, while maintaining SLA and

QoS requirements.

4 Tools and Techniques for orchestrating data analysis workflows

To address the challenges of programming orchestration of data analy-

sis workflows in the edge cloud continuum, several tools and techniques

have emerged [10]. This section focuses on Pegasus [18], KNIME [7], and

KubeEdge [21] that enable the orchestration of data analysis workflows,

but they differ in their approaches and the steps involved. Here is a com-

parison of the various steps involved in each platform:



Define the Workflow: This step is common across all three platforms.

Users need to identify the data sources, the data processing steps, and the

output targets to define the workflow.

Create the Workflow: Pegasus and KNIME Edge provide graphical

user interfaces (GUI) for creating workflows, while KubeEdge relies on

Kubernetes deployment files. KNIME Edge also provides the ability to

import workflows created in KNIME Analytics Platform.

Configure Nodes: This step involves configuring the individual nodes

that make up the workflow. In KNIME Edge and KubeEdge, this involves

selecting the data processing algorithms and configuring their parame-

ters, while in Pegasus, this involves defining the workflows using a di-

rected acyclic graph (DAG).

Manage Resources: This step involves optimizing the use of resources

available on edge devices, such as CPU, memory, and power. Pegasus sup-

port tools and KubeEdge provide Edge controller, metadatasyncservice,

and Edgecore for managing resources, while KNIME Edge provides vari-

ous extensions to optimize the workflow for the resources available on the

edge device.

Package the Workflow: This step involves packaging the workflow so

that it can be deployed on the edge device. In Pegasus, this process re-

quires the creation of scripts that are dependent on resources, and which

are used for job submission and data movement. In KNIME Edge, this

involves selecting the nodes and data sources required for the workflow

and packaging them into a container. In KubeEdge, this involves creating

Kubernetes deployment files for the workflow.

Deploy the Workflow: In Pegasus, this involves submitting the gen-

erated scripts to the HTCondor DAGMan. In KNIME Edge, this involves

deploying the workflow on KNIME Server. In KubeEdge, this involves

deploying the Kubernetes deployment files to the edge device.

Manage Data Flows: This step involves managing the flow of data be-

tween the various components of the workflow. In Pegasus and KubeEdge,

this involves managing data transfer between jobs using suitable data

transfer protocols. In KNIME Edge, this involves specifying the input

data sources, applying data transformation algorithms to preprocess the

data, and specifying the output data destinations.

The data analysis methods in the aforementioned WMS depends upon

the type of data and requirements of the researchers and data scientists.

Furthermore, programming workflows efficiently can significantly reduce



the challenges mentioned in section 3. All the above mention WMS sup-

port edge-cloud integration and provide scalability and fault tolerance.

A recent development in Pegasus-Kickstart has been the introduction

of GPU monitoring extensions, which provide improved performance of

workflows [3].

5 Discussion

In contrast to cloud computing, edge-cloud computing extends the capa-

bilities of cloud computing by facilitating data processing and analysis at

the endpoints and edges. This proximity eliminates the need for data to

traverse over a network to a remote data center or cloud, thereby signifi-

cantly reducing latency. However, there are significant challenges in pro-

gramming orchestration of data analysis workflows in the edge cloud con-

tinuum, such as edge-cloud integration, data security, workflow sechedul-

ing, and heterogeneous data analysis tasks. Additionally, network in-

frastructure at the edge is often characterized by limited bandwidth and

unstable connectivity. Based on the analysis of WMSs, this paper pro-

poses that to mitigate the impact of these limitations, it is essential for

edge nodes to be autonomous, enabling them to operate independently

of the network and prevent interruptions due to the lack of connectivity.

The data transferred from edge devices for analysis should be secured by

encryption/decryption strategies to avoid any attack on data in network

layer. Data storage in cloud is secured, hence, complicated data analysis

can occur in edge-cloud continuum environment.

The choice of WMS depends upon the use case, all the tools explained

in section 4 can be used to orchestrate workflows in both Edge and Cloud.

Pegasus provides built-in support for resource management and job ex-

ecution through HTCondor, KNIME Edge can be resource-intensive but

uses it’s own built-in workflow engines to support orchestration, parallel

processing and streaming. On the contrary, KubeEdge requires signifi-

cant setup, configuration and orchestration is done through kubernetes

deployment files. All the WMSs provides fault tolerance and supports

containerization.

According to Gartner, it is estimated that by 2025, a significant major-

ity of data, i.e., approximately 75%, will be processed outside of the tradi-

tional data center or cloud [20]. This suggests that edge computing, with

its ability to process data closer to the source, is likely to gain increased



adoption in the coming years.

6 Conclusion

In conclusion, programming orchestration of data analysis workflows in

the edge cloud continuum requires careful consideration of the resources

available on each device and the heterogeneity of devices in the system.

However, with the right tools and techniques, it is possible to build and

manage data analysis workflows that can run seamlessly across different

devices. As edge computing continues to grow, it is crucial to develop new

tools and techniques that can be used to manage the complexity of the

edge cloud continuum.
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Palau. Cloud-native workload orchestration at the edge: A deployment
review and future directions. Sensors, 23(4), 2023.

[22] David von Leon, Lorenzo Miori, Julian Sanin, Nabil El Ioini, Sven Helmer,
and Claus Pahl. A lightweight container middleware for edge cloud archi-
tectures. In Fog and Edge Computing, 2019.

[23] Michael Wilde, Mihael Hategan, Justin M. Wozniak, Ben Clifford, Daniel S.
Katz, and Ian Foster. Swift: A language for distributed parallel scripting.
Parallel Computing, 37(9):633–652, 2011.

[24] Katherine Wolstencroft, Robert Haines, Donal Fellows, Alan Williams, David
Withers, Stuart Owen, Stian Soiland-Reyes, Ian Dunlop, Aleksandra Ne-
nadic, Paul Fisher, Jiten Bhagat, Khalid Belhajjame, Finn Bacall, Alex
Hardisty, Abraham Nieva de la Hidalga, Maria P. Balcazar Vargas, Shoaib
Sufi, and Carole Goble. The Taverna workflow suite: designing and execut-
ing workflows of Web Services on the desktop, web or in the cloud. Nucleic
Acids Research, 41(W1):W557–W561, 05 2013.

[25] Shihong Zou, Xitao Wen, Kai Chen, Shan Huang, Yan Chen, Yongqiang Liu,
Yong Xia, and Chengchen Hu. Virtualknotter: Online virtual machine shuf-
fling for congestion resolving in virtualized datacenter. Computer networks,
67:141–153, 2014.





A comparison of classification
approaches in likelihood-free model
selection

Jana Fischer
jana.fischer@aalto.fi

Tutor: Ayush Bharti

Abstract

Model selection is the task of choosing the best-fitting model for a given

data set. Due to a complex model or complex data, the likelihood func-

tion of the model can become intractable, and therefore methods like Ap-

proximate Bayesian Computation (ABC) are needed for model selection.

ABC-RF is an approach that uses the random forest (RF) classifier in com-

bination with ABC for the model selection. This paper examines if other

classifiers are suitable to replace the RF classifier in ABC-RF.

KEYWORDS: ABC, likelihood-free, model selection, random forest

1 Introduction

In many fields of science and engineering, models are used to describe

or examine a phenomenon. These models can be built with already ex-

isting expert knowledge. For training, the models require access to the

data-based likelihood function. However, if the models get too complex,

the likelihood function gets intractable and cannot be used. Intractable

likelihood functions occur for complex models with many parameters, as

well as for complex training data [2]. In addition, the model may con-

tain many hidden states which make the computation of the likelihood



function difficult [1].

The problem of intractable likelihood functions is solved by Approximate

Bayesian Computation (ABC). In ABC, data is simulated from a sampled

parameter vector θ and the parameter vector is accepted or rejected de-

pending on the similarity of simulated and observed data [1].

In addition to the parameters θ, the model structure itself has an im-

pact on the quality of the result. Model structure refers to both the type

of model and its hyperparameters. In classic machine learning tasks, the

model and hyperparameter selection is often performed with methods,

such as k-fold cross-validation or information criteria, such as the Akaike

information criterion (AIC) or Bayesian information criterion (BIC) [2].

However, all these approaches use the likelihood function and are inap-

propriate for models with intractable likelihoods. The previously intro-

duced likelihood-free ABC method can also be used for model selection.

The basic ABC approach faces several challenges, such as the choice

of hyperparameters and summary statistics. Pudlo et al. [8] use an RF

classifier to avoid the challenge of summary statistic selection. Since its

introduction, ABC-RF was applied in various fields.

A random forest (RF) is not the only classifier suitable for a large amount

of data. However, comparison studies for different classifiers have not

been made. Therefore, this paper compares the ABC algorithm for model

selection with different classifiers.

This paper overviews ABC and ABC-RF and examines an approach where

the RF is substituted with other classifiers. It focuses on the performance

and computation time of different classifiers. Section 2 gives an overview

of ABC and likelihood-free model selection. Section 3 describes the ABC-

RF method and classifiers that can replace the RF in the selection process.

An experiment and its results are described in Section 4 and discussed in

Section 5.

2 ABC methods

This section gives a motivation for the use of ABC methods and describes

its usage in parameter estimation and model selection. In addition, the

section describes the drawbacks of ABC and overviews approaches to solv-

ing these problems.



2.1 Background on Bayesian inference

Parameter estimation approaches use observed data y and a parameter

vector θ that describes the model in detail. It is assumed that y is sampled

from an unknown distribution and therefore is stochastic. In addition,

the model parameters θ are considered to be stochastic, and thus follow

a distribution p(θ). The aim is to fit the model to the observed data y,

finding a parameter vector θ such that the model output with θ and the

data y are similar. The probability of a parameter vector θ is computed

depending on the data points y with Bayes’ theorem:

p(θ|y) = p(y|θ)p(θ)
p(y)

(1)

This method is known as Bayesian inference [1]. In Equation 1, p(θ|y)
is the posterior distribution, p(y|θ) is the likelihood of the model depend-

ing on θ, and p(θ) is the prior distribution. Intuitively, p(θ) is the prior

knowledge about the model, and with the data and likelihood p(y|θ) the

prior knowledge is updated with each data point y. The denominator p(y)

of Equation 1 is named evidence and scales the product of likelihood and

posterior distribution to create a probability distribution.

The Bayesian inference method can only be applied if the likelihood

function p(y|θ) can be evaluated. However, p(y|θ) often is complex or in-

tractable and the posterior p(θ|y) cannot be computed in closed form [11]

nor can samples be obtained from it. Therefore, an approach to compute

the posterior p(θ|y) without using the likelihood is needed.

2.2 ABC

The ABC method was first introduced by Rubin [10] in 1984. The key

idea of the method is that the samples x are simulated from a distribution

p(θ, y), and if the samples are similar to the observed data, the distribu-

tion p(θ|y) is adjusted to the samples. The accepted parameters θ follow

the approximate posterior probability distribution p(θ|y) [1]. The terms

ABC and likelihood-free inference are often used interchangeably [6]. The

basic ABC algorithm is denoted Rejection sampling ABC [11]:



Algorithm 1 Rejection sampling ABC
Require: Given are observations y.

while fewer than N samples are accepted do

Draw parameters θi ∼ p(θ)
Simulate xi ∼ p(·|θi)
If ρ(S(xi), S(y)) > ϵ, reject xi

end while

In Algorithm 1, S(·) is a summary statistic, ρ measures the distance and

ϵ is the threshold for accepting or rejecting a sample xi. A summary statis-

tic S(·) is used because x and y often are high-dimensional data sets. In

high dimensions, the curse of dimensionality leads to distances in high di-

mensions being exponentially more difficult to estimate. Summary statis-

tics usually reduce the dimensionality of the data vectors x and y [1]. Due

to the dimensionality reduction, information gets lost when using sum-

mary statistics. To counteract this effect, a combination of several statis-

tics can be used. The combination can preserve the information from high

dimensional data x and y.

A combination of summary statistics, however, causes another problem.

Assume that several statistics are used and the rejection rate of the al-

gorithm is 90%, then it is up to 99% for the combination of two statistics

and up to 99.9% for three statistics, where the combined rejection rate

depends on the correlation of model parameters [1]. As a consequence,

sparse and correct statistics should be chosen. Selecting the summary

statistics is a difficult task in ABC and an insufficient choice of statistics

can result in a poorly performing model [9].

The first rejection sampling ABC algorithm from 1984 used the equality

of sample xi and observed data y as a criterion for accepting xi [10]. How-

ever, this results in a high rejection rate and a large amount of generated

samples. Therefore, the distance measure ρ and tolerance region ϵ are

applied [8]. A larger threshold ϵ leads to a smaller sample rejection rate,

but also to a larger approximation error. One approach to finding a good

balance is to use a list of decreasing threshold values instead of a fixed ϵ

[6]. In addition, if a combination of summary statistics is used, ϵ might

need to be different for each summary statistic due to different scaling

[1, 6]. An approach to solve these challenges regarding the selection of a

good ϵ value is to use the k nearest neighbors of the observed data y. This

method will be further described in Section 3.1.



2.3 ABC for model selection

Until now, the described ABC method only focused on parameter selec-

tion. However, it can also be applied for model selection. In this task,

several models m are compared and the one that best fits the observed

data y is chosen. Therefore, the parameter selection ABC needs a previ-

ous model sampling step [8].

In the end, the model with the highest probability is selected. For the

model selection task, the posterior probabilities p(θ|y,m) do not need to be

estimated [5]. Therefore, the set of summary statistics that is most impor-

tant for parameter selection differs from the summary statistics suitable

for model selection [5]. Experiments by Pudlo et al. [8] confirm this.

2.4 Challenges of ABC for model selection

The ABC approach faces two major challenges: the computational and

the calibration challenge [8]. The computational challenge means that

many simulations are needed. Therefore the computational cost is high in

particular for large data sets. A lower computational cost can be achieved

by increasing the threshold ϵ. This, however, increases the approximation

error.

The calibration challenge includes the choice of hyperparameters and in

particular the choice of summary statistics, which is a difficult task. A

poor choice of summary statistics can result in poor performance of the

model. In addition, ABC is applied in a wide field. Therefore, it is difficult

to generalize in terms of summary statistics and also distance measures

ρ(.), because they depend on the problem and data [6]. In addition, as

mentioned in Section 2.3, the suitable summary statistics for parameter

selection might not be suitable for model selection.

3 ABC model selection with classifiers

For ABC model selection, an estimation of the posterior probabilities p(θ|y,m)

is not needed. Therefore, classification approaches can be used. This sec-

tion first introduces the classification view on ABC and then the ABC RF

method, and finally compares two other classifiers that can be used in

ABC methods.



3.1 Classification view on ABC

The choice of the threshold ϵ is not trivial. In addition, the best value for

ϵ can vary for different summary statistics or different iterations of the

algorithm. An alternative approach to using a fixed threshold ϵ is the k-

nearest neighbors (kNN) approach. Instead of rejecting all models with a

distance ρ(S(xi), S(y)) > ϵ, the k models with the smallest distance are re-

turned, and therefore the threshold ϵ is chosen dynamically depending on

the simulations xi [5]. Those k returned models can be seen as an approx-

imation for the posterior distribution p(m|y). The kNN ABC algorithm for

model selection is given in Algorithm 2 [5]:

Algorithm 2 kNN ABC
Require: Given are observations y and a list of models m.

for i = 1 to N do

Draw model mi ∼ p(m)

Draw parameters θi ∼ p(θ|mi)

Simulate xi ∼ p(y|θi,mi)

end for

return the k models mi with the smallest distances ρ(S(xi)|S(y))

Before returning the k nearest neighbors in the last step, Algorithm 2

creates a reference table. This table contains all model-parameter-sample

combinations (mi, θi, xi) and the distances on all summary statistics for

each sample xi [8].

The kNN ABC can be seen as a classification task on the data from the

reference table. However, due to the curse of dimensionality, a large num-

ber of summary statistics in this approach still leads to high computation

time and poor model performance [5].

3.2 ABC-RF

In model selection, the posterior probability p(θ|y,m) does not need to be

estimated. Therefore, a classification approach can be used for this task.

Pudlo et al. [8] use a random forest (RF) as classifier. As in Algorithm 2,

a reference table is generated for N simulations. In contrast to previously

described methods, there is no rejection of samples. The whole reference

table is used to train the RF classifier. The classes are the models mi, and

the training data are the summary statistics on the samples xi. To select

a model, the summary statistics of the observed data y are given into the



trained RF and the prediction is the selected model.

A random forest is an ensemble of decision trees (DTs) and uses the

concepts of bootstrapping and boosting [3]. In detail, N DTs are trained

on the data and, after training, predict the class with a majority vote. The

N trees are trained on different subsets of the training data. In addition,

each set of training samples only uses a subset of the features. Therefore,

an RF needs three hyperparameters: The number N of trees, the number

Nsample of training samples per tree and the number Nfeature of training

features per tree [8].

An RF was chosen as the classifier, because due to the majority vote

the output also gives information about how often the predicted model is

selected and how often other models are selected. However, the model vote

frequency in RF and the posterior probability are not directly connected

[8].

Another reason for RFs is their good generalization ability. Neither

strong feature correlations nor noise have a large impact [8]. In addition,

a large set of summary statistics can be used, which solves the calibration

challenge of ABC in terms of summary statistic selection. In an exper-

iment by Marin et al. [5], several features containing only noise were

added to the model choice task. A comparison of ABC-RF and kNN-ABC

showed that the prior error rate grew much slower for the RF approach

than for kNN-ABC. Another advantage is that ABC-RF needs fewer train-

ing samples than other methods [8].

3.3 Other classifiers

The RF is only one classifier in a wide range of other classifier models.

In this section, two of them will be described in more detail: the neural

network (NN) and the support vector machine (SVM).

A NN consists of layers of neurons and weighted connections between

the neurons [2]. To learn non-linear behaviour, the neurons have a non-

linear activation function. In NN training, the error between output and

true class is back-propagated through the network and the weights be-

tween the neurons are adapted.

The idea of support vector machines (SVMs) is to use lines, planes or

hyperplanes to separate samples of different classes [2]. The goal is to

find the hyperplanes with the maximum margin, which is the distance to

the closest samples. The classes are often not linearly separable. There-

fore, the data is non-linearly embedded into higher-dimensional space



Figure 1. Distributions for the generated observed data.

with kernel methods. The separating hyperplanes are then computed in

high-dimensional space and are transformed back into the original space.

A commonly used type of kernel is the radial basis function (RBF) kernel,

which depend on geometric distance.

4 Experiments

The experiments compare the performance of the RF, NN and SVM clas-

sifiers. Four models are used for the model selection: Model 1 is a normal

distribution with mean µ and variance σ, with uniform prior distribu-

tions [-5, 5] on µ and [10, 20] on σ. The observed data y is generated with

[µ, σ]=[0, 10]. Model 2 is a student-t distribution with mean µ and ν de-

grees of freedom, and the prior distributions are [-5, 5] on µ and [1, 10]

on ν. For model 2, the observed data is generated with the parameters

[µ, ν]=[0, 10]. Model 3 is an exponential distribution with parameter λ

and the prior distribution is exponential with parameter [1]. The param-

eter value for data generation is λ=1. Model 4 is a log-normal distribution

with parameters µ and σ and uniform prior distributions [0, 1] for µ and

[1] for σ. The observed data is generated with [µ, σ]=[0, 1]. For each exper-

iment, n=100 samples of the distribution are generated as observed data

y. Figure 1 shows a plot of the four distributions.

The summary statistics used are
∑n

i=1 xi and
∑n

i=1 x
2
i , which refer to

the mean and variance of the samples x. In addition, the reference table

is normalized before the training of the classifier. In the ABC step of

the model selection, N=10000 samples are generated, which means 2500



Figure 2. Confusion matrix for the RF classifier. (accuracy 0.915)

samples per model.

The model selection is performed with three different classifiers: The

RF classifier, as used by Pudlo et al. [8], a NN and an SVM. The model

selection is performed using the abcpy package of Dutta et al. [4] and

scikit-learn [7] for the classifiers. The parameters of the classifiers are

mostly kept at the default settings. The RF uses 100 decision trees (DTs)

and each tree is trained on all data for one of the summary statistics.

The NN classifier is a Multilayer Perceptron (MLP) with one hidden layer

containing 100 neurons. It uses the rectified linear unit (ReLU) as an

activation function for the hidden layer. The SVM uses an RBF kernel.

There are 50 runs per model and classifier.

5 Results and discussion

For each classifier, a confusion matrix of the correct and predicted mod-

els is created. Figure 2 shows the confusion matrix for the RF classifier.

Out of 50 models, 47 were correctly predicted for the normal distribution

and 49 for both the student-t and exponential distributions. In the log-

normal distribution, some models were incorrectly classified as exponen-

tial. This might be due to the fact that the distributions are quite similar,

as Figure 1 shows. Overall, the RF reaches an accuracy of 0.915 for model

selection.

Figure 3 shows the confusion matrices for the model selection with the

NN and SVM classifiers. They both perform poorer than the RF classifier,

which also becomes apparent in the accuracy values. The results of the

NN classifier are similar to the RF for the exponential and log-normal dis-

tribution. However, it wrongly predicts many of the normal and student-t



(a) NN (accuracy 0.715) (b) SVM (accuracy 0.45)

Figure 3. Confusion matrices for the NN and SVM classifiers.

models. The SVM classifier predicts both the normal and student-t distri-

bution mostly as student-t and second-most as normal. It similarly pre-

dicts the exponential and log-normal model mostly as log-normal and sec-

ond most as exponential. A possible explanation is that the SVM weights

the first summary statistic, which is related to the mean, higher than the

second. The mean values are 0 for the normal and student-t distribution

and larger than 0 for the exponential and log-normal distribution (see

Figure 1).

The computation times for the model selection are 2.25 s for RF, 21.53 s

for NN and 21.38 s for the SVM. Therefore, the RF classifier needs only

about a tenth of the other classifiers’ time for model selection. In addi-

tion, the training of RF classifiers can easily be parallelized, because each

decision tree is trained individually. Therefore, RFs are a good choice

when it comes to large data sets in model selection.

6 Conclusion

This paper gives an overview of likelihood-free model selection with the

ABC-RF approach. The approach solves several problems of the basic

ABC, including the difficult task of choosing summary statistics. In ex-

periments, the RF classifier was replaced with two other classifiers, NN

and SVM. However, the results show that the RF outperforms the other

classifiers both in terms of accuracy and computation time.
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Abstract

This literature review examines the latest developments and applications

of neural networks in animating interactions. By analyzing selected ar-

ticles, it is evident that neural networks have contributed significantly to

generating more realistic and interactive virtual environments through the

creation of more accurate and responsive animations of objects. Among

the different types of neural networks, GAN-based approaches have shown

great promise in the image generation field while different neural network

approaches such as ManipNet have shown advantages in animating in-

teractions. However, when it comes to scenarios with multiple animated

objects involved, different neural network approaches struggle to model

complex relationships in more complex interactions with dynamic objects.

Additionally, creating image generation models that work well in real-life

scenarios is a challenging task due to the unpredictable and diverse nature

of real-world situations.

KEYWORDS: Neural network, Animation, Object



1 Introduction

Recently animation interactions has been an active research area in im-

age recognition, facial animation and interactive character animations [11].

As deep learning techniques continue to improve, there has been a grow-

ing interest in using neural networks in animating interactions. Among

other techniques, the ability of neural networks to learn complex patterns

and relationships in data has played a significant role in the creation of

more engaging and realistic virtual environments. In particular, the use

of a variety of neural network architectures, including those that utilize

GANs, have shown great promise in modeling and generating realistic an-

imation images [10]. In this literature review, we explore the latest devel-

opments and applications of neural networks in animating interactions.

Specifically, we analyze the methodology and results of selected articles

and finally, discuss about the relevance and contribution of the selected

articles. This literature review aims to provide insights into the current

state-of-the-art techniques and challenges while highlighting their impor-

tance in this area.

2 Background

One of the articles discussed in Result section introduces neural net-

work approaches utilizing auto-regressive models to generate facial ex-

pressions. They are used for predicting a sequence of values or events

where each prediction is based on the previous predictions in the se-

quence. For example, the authors of the article "Example-Based Facial

Animation of Virtual Reality Avatars Using Auto-Regressive Neural Net-

works" use an auto-regressive approach to generate facial animation [10].

The authors of the article 2021, Zhang et al. introduces neural network

architecture that is based on ResNet architecture [14]. ResNet (Residual

Network) is a specific type of neural network which is designed to address

the problem of degradation in deeper neural networks. As more layers are

added to the network, it becomes difficult to train them and the accuracy

starts saturating and then degrading which is especially due vanishing

problem. ResNet introduces residual connections that skip over a few lay-

ers and allow the gradients to flow directly from the output of one block

to the input of another. The skip connections address the issue of vanish-

ing gradient by providing alternate shortcut paths for the gradient to flow



through [4].

Autoencoder is a type of neural network that operates in an unsuper-

vised manner and has the capability to compress and encode input data

efficiently. It aims to learn the most salient features of the input data and

create a reduced encoded representation of it. The network then tries to

reconstruct the original data from this reduced representation, with the

objective of minimizing the difference between the original input and the

reconstructed output. Autoencoder consist of four parts: Encoder, Code,

Decoder, Loss function. The encoder compresses the input data into a

lower-dimensional representation or code, the code represents the com-

pressed version of the input data, the decoder reconstructs the data from

the code, and the loss function measures the difference between the re-

constructed data and the original input data [3].

VAE refers to variational autoencoder which address the issue of non-

regularized latent space in autoencoder and provides the generative ca-

pability to the entire space. VAE is trained with regularization to prevent

overfitting and ensure that the learned latent space has useful proper-

ties for generative modeling [1]. Variational autoencoders can be used in

generative modeling task such as generating new images. For example,

the authors of the article 2021, Paier et al. utilize VAE among with other

neural networks to generate facial expressions [10].

In addition to VAE the authors of the article 2021, Paier et al. combine

GAN in their proposed model. Generative Adversial Network (GAN) is an

approach to generative modelling utilizing deep learning methods, such

as convolutional neural networks (CNN). GANs have been used for tasks

such as image synthesis and creating art [5]. GAN method is also utilized

in the article 2020, Malik et al. and in the article 2021, Belova et al.

GANs consists of two neural networks: a generator and a discrimina-

tor.The generator is trained to create fake data that are similar to real

data, while the discriminator is trained to distinguish between the fake

and real data. The two networks are trained together in a game-like pro-

cess, where the generator tries to create more realistic fake data and the

discriminator tries to correctly identify the fake data. This competition

between the two networks leads to the generator becoming better at cre-

ating realistic fake data [5].

In the article 2021, Starke et al. the authors use LSTMs as a part of

their proposed model to predict motion of a virtual character [11]. Long

Short-Term Memory (LSTM) is a type of recurrent neural network (RNN)



architecture that is capable of storing information over long sequences of

data and capturing long-term dependencies. It uses a memory cell and

gates to control the flow of information, allowing it to avoid the vanishing

gradient problem that traditional RNNs face when dealing with long se-

quences. This makes it effective for tasks such as natural machine trans-

lation and speech recognition [6].

3 Methodology

The methodology for this literature review involved conducting a litera-

ture search using the IEEE Xplore digital library with the keywords "neu-

ral netwrork", "animation" and "objects". The search was limited to peer-

reviewed journal articles published between 2020 and 2023 which gave

me about 32 results. After an initial screening of the search results based

on relevance, abstracts and full-text articles 10 were chosen for the study.

Articles were included if they described the use of neural networks in

the context of animating objects, such as character animation and image

animation. Exclusion criteria included articles that did not use neural

networks, were not related to animation, or did not involve object. The

selected articles were then analyzed to identify common neural network

architectures and techniques used in animating objects. The findings of

this study contribute to the understanding of the current state-of-the-art

in neural network-based animation techniques and provide insights for

future research in this area.

Additionally, article 2021, Starke et al. and article 2021, Zhang et al.

were chosen as primary sources. The reason for selecting these articles

was that they were provided by the school, and they were deemed rele-

vant to the research topic. Also, I selected the article "Example-Based Fa-

cial Animation of Virtual Reality Avatars Using Auto-Regressive Neural

Networks" by W. Paier, A. Hilsmann, and P. Eisert because I found it to be

very interesting and relevant to my research topic. All of these three ar-

ticles involve the use of neural networks in animation, which aligns with

the research’s focus on the application of neural networks in this field.

Moreover, the articles provide an in-depth analysis of the methodologies

used and the results obtained, making them a suitable source for drawing

insights into the subject matter.



4 Results

In this section, we present the results of analysis of the selected articles on

neural network-based animation of interactions. The structure is divided

into two subsections based on the neural network approach used: Other

approaches and GAN approaches. The subsection Other approaches in-

cludes articles that utilize architectures such as ManipNet, Long Short-

Term Memory (LSTM) networks and ResNet, while the GAN approaches

subsection includes articles that utilize Generative Adversarial Networks

(GANs).

4.1 Approaches that utilize GAN

In the article 2021, Paier et al. the authors introduce autoregressive neu-

ral network that generates sequences of facial expressions from a learned

latent representation. The network is trained on a dataset of example

facial animations and can then generate new sequences by conditioning

on user-defined input features. Facial expressions are generated by vari-

ational autoencoder based on a given input sequence while generative ad-

versarial network refines the generated facial expressions to make them

more realistic [10].

The goal of the proposed framework is to perform examaple-based an-

imation which consist of three stages. In the first stage authors creates

database for relevant facial expressions using captured multiview video

footage. In a second step, an animatableface model is created from the

captured data. To efficiently use the extracted face performance data, a

neural face model variational autoencoder is trained to synthesize both

geometry and texture from a low-dimensional facial expression vector. In

the third step of the proposed framework, an animation network is trained

on annotated sequences of latent expression vectors. These vectors are

annotated with textual labels that describe the facial expression. Dur-

ing training, the animation network learns how to predict the subsequent

facial animation parameters from the previous parameter [10].

The proposed system can synthesize realistic facial animations from

a sequence of semantic expression labels after training. It several has

advantages such as animating visual speech directly from text and per-

forming fast facial animation based on a high-level description of the con-

tent [10].

The generative adversial network (GAN) is also used in the paper 2021,



Belova et al. to generate anime opening frames. The authors used a

dataset of existing anime opening frames to train the GAN model. The

discriminator of the GAN approach is trained to differentiate between

real images from the original dataset and images generated by the gen-

erator. On the other hand, the generator is trained to create images that

are realistic enough to trick the discriminator into thinking that they are

real. In this way, the generator and the discriminator work together to

improve the quality of the generated images until they are visually sim-

ilar to the real images from the dataset. The discriminative network is

constructed using convolutional layers while the generative network is

implemented on the basis of deconvolution layers, using the idea opposite

to convolutions [2].

The article 2020, Malik et al. presents a method for generating deepFake-

based animations on driving videos and detecting such generated anima-

tions. In the the authors proposed model they animated a source image

on driving video and using conditional generative adversarial networks to

create new predicted images based on two inputs: a target image and sev-

eral source images. The GAN was trained to learn the mapping between

these inputs and to generate a new predicted image that combined the ap-

pearance of the target image with the facial expressions and movements

from the source images [8].

Also, in the paper 2022, Manjula et al. the authors utilize generative

adversial networks (GAN) architecture to generate deep fake images. The

model is trained on a dataset of real images to learn the distribution of

the real images. During the training process, the generator network is

optimized to produce images that are similar to the real images, while the

discriminator network is optimized to accurately classify the generated

images as fake or real [9].

The article 2020, Wang et al. proposes a self-supervised approach for

adapting the pose of a source image to a target domain for image ani-

mation. In the authors proposed model framework called DIPA-GAN (Do-

main Independent Pose Adaptation) the architecture consists of three net-

works: a appearance encoder, a pose encoder, and a video generator. The

appearance encoder is responsible for extracting the appearance features

of the input image. It takes as input the source image and generates a

high-level feature representation of the appearance information. The pose

encoder is responsible for extracting the pose information of the source

image. It takes as input the source image and generates a high-level fea-



ture representation of the pose information. The video generator takes as

input the appearance and pose feature representations generated by the

appearance and pose encoders, respectively, and generates the animated

output image. The proposed approach allows for the creation of realistic

animated images with a desired pose, and the DIPA-GAN architecture

is shown to perform this conveniently in terms of animation quality and

pose adaptation accuracy [13].

4.2 Other approaches

In the article 2021, Zhang et al. propose a deep neural network model

called ManipNet for synthesizing natural hand-object interactions in vir-

tual environments. The model employes a deep neural network to learn

the spatial features of hand-object interactions from data. The authors

demonstrate that their model is capable of synthesizing various manipu-

lation movements [14].

ManipNet is a autoresgressive model that consists of multiple fully con-

nected layers incorporating both convolutional and recurrent neural net-

works. ManipNet predicts hand-object interactions over time using a

residual dense network architecture [14]. Residual dense networks are

based on the ResNet architecture. In addition to skip connections residual

dense networks use dense connections which enable information to flow

more efficiently through the network [4]. ManipNet takes the previous

hand pose, sensor features, and control signals such as past and future

trajectories of both wrists and the object as input and predicts the dis-

tance between the fingers and the object as well as a new hand pose [14].

Also, in the article 2021 by Xiuling Tian proposed method the author

utilized residual networks for evaluating image aesthetic quality using a

multi-task residual network. The proposed model is trained on a dataset

of images with aesthetic quality labels, using a combination of classifi-

cation and regression loss functions. The proposed network is designed

to simultaneously perform two tasks: aesthetic quality classification and

image score regression. The approach solves the degradation problem

by using residual learning unit. This unit allows the network to learn

residual functions, which can help to preserve important features as the

network gets deeper. By preserving these important features, the perfor-

mance of the network can be improved even with increased depth. The

article also mentions that if the later layers of the network are identity

mapping (which means they simply pass the input through unchanged),



then the network becomes a shallow network. This means that the resid-

ual learning unit is necessary for the network to have depth and be able

to learn more complex representations of the input data [12].

In 2020, Ma et al. presented a method for detecting moving objects

in video sequences using a 3D convolutional neural network (CNN). The

paper proposes a pixel-level classifier for moving object detection, which

uses a 3D convolutional neural network to classify pixels as foreground

or non-foreground. The network has six layers, including four alternating

3D convolutional and pooling layers, a fully connected layer, and a soft-

max classifier. The input to the classifier is a video cube centered on a

pixel, and the output indicates whether the pixel is a moving object. The

model achieves classification by dividing pixels into a two-class model of

foreground and non-foreground, with the final output of the model being

the classification result. [7].

The article 2021, Starke et al. proposes a new framework for simulating

interactive scenes between virtual characters and objects. The authors

introduce a neural network architecture, called a neural state machine,

that combines the advantages of state machines with deep learning tech-

niques. Neural state machine consists of Motion Prediction Network and

Gating Network. The Motion Prediction Network component is respon-

sible of generating predictions for the autoregression of the character-

related information. In addition, it defines the geometry of the surround-

ing environment and high-level instructions such as the goal location and

action state. The Motion Prediction Network uses this information to pre-

dict the character’s motions in the current frame. The Gating Network

determinate blending coefficients of each expert (sub-network) which al-

lows for the creation of a Motion Prediction Network that adapts to the

current context. The Gation Network is used to generate more accurate

predictions for the character’s motion [11].

5 Discussion

Many of the articles discussed in this paper utilized GANs in their pro-

posed model or framework. Along with multiple different neural network

architecture approach GANs have shown great potential in generating

animation interactions. Many studies have successfully applied GANs to

generate various types of image animation such as facial expressions and

deep fake images [9].



Despite the significant progress made in this field, several challenges

and limitations remain, especially in the character-scene interaction field

where interactions can involve multiple objects. For example, in the ar-

ticle 2021, Zhang et al. the authors listed limitations for their proposed

model ManipNet such as that the model requires a large of amount of

training data to learn the intricate relationship between the hand and

the object. In the article 2019, Starke et al. also highlighted the problem

where they model fails to adapt to geometry that is rather different from

that in the training set [11]. Additionally, Zhang et al. acknowledged

that their approach is not suitable for real-time applications due to the

computational complexity of the model [14].

The authors of the paper 2021, Paier et al. faced similar limitations of

their proposed model than the articles mentioned earlier. When generat-

ing facial expressions the first problem is that the approach relies on a

limited set of training data which limit the generalizability of the gener-

ated animations to other facial expressions. Second, the approach strug-

gle to work in real-world scenarios, because the input images are well-

aligned and frontal which may not be the case all the time. In addition,

the method may generate unrealistic or exaggerated facial expressions,

which may not be suitable for all applications [10].

6 Conclusion

As a conclusion, among with other types of neural networks, GAN-based

approaches have shown great success in image generation field. In ad-

dition, different neural network architectures such as ManipNet have

shown significant advances in animating interactions. However, when

multiple animation objects involved, different neural network approaches

find it difficult to model complex relationships in more complex interac-

tions with animation objects. Additionally, image generation in real-life

scenarios is harder to implement due to unpredictable and diverse situa-

tions in real life making it difficult to capture and represent all possible

variations in the training data.
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Abstract

Neural networks can classify images with human-like performance, this

is why image classifiers are now being used in all kinds of tasks, includ-

ing critical ones such as medical diagnosis, malware detection, and au-

tonomous driving. Nevertheless, image classifiers are vulnerable to evasion

attacks causing them to misclassify inputs. These attacks modify images in

subtle ways to cause errors. These altered images, also called adversarial

examples, can be generated by various adversarial attacks. These attacks

can be developed with or without using information about the target sys-

tem. The high success rates of these attacks and the ability of adversarial

examples to successfully attack many classifiers and not only the targeted

ones make adversarial attacks a concerning matter for image classifier sys-

tems.

KEYWORDS: adversarial attacks, machine learning, attacks, security, neu-

ral networks, DNN, classifiers

1 Introduction

Neural networks, a type of machine learning system, have evolved to

have near-human-level performance on multiple natural visual recogni-



tion tasks [8]. Image classification systems, one of these tasks where the

system labels images, are already in use in a wide range of applications

and fields.

In cybersecurity criminals typically use pre-existing malicious code to

build new variants of the malware. This practice makes it highly im-

portant to classify the malware families to apply effective malware mit-

igation and prevention strategies. Chaganti et al. [3] propose Efficient-

NetB1, an efficient neural network model, which performs malware fam-

ily classification using malware byte-level image representation. Effi-

cientNetB1 achieved an accuracy of 99% on the Microsoft Malware Clas-

sification Challenge (MMCC) using malware image representation with

fixed image width.

Image classifiers are also a widespread tool for medical image process-

ing [11]. This technology has been implemented to support medical di-

agnoses such as the severity stage of diabetic retinopathy from retinal

fundoscopy, lung diseases from chest X-ray, or skin cancer from dermo-

scopic photographs. The deep learning-based diabetic retinopathy diag-

nosis system was the first application approved by the US Food and Drug

Administration (FDA).

Advanced Driving Assitance Sytems (ADAS) is constantly evolving and

implementing new technologies [15]. Self-governing cars are an upcoming

trend that implements image classifiers. The ability of these cars to de-

tect, accurately classify, and act upon the different traffic signs can be the

difference between life and death. This is why traffic sign classification

needs to have real-time performance [4] while using images or videos from

different distances as input. Even if traffic signs are designed to stand out

and be easy to detect it is still a challenging task due to the wide variety

of colors, shapes, environmental conditions, occlusion, and illumination.

Nevertheless, neural network classifier systems are not perfect. Neural

networks learn uninterpretable solutions with counter-intuitive proper-

ties [14]. These properties make classifiers vulnerable to malicious inputs,

also called adversarial examples, which can make classifier systems give

wrong and undesired outputs. In [5] it is observed that the robustness of

adversarial examples unveils a vulnerability in neural network systems

that could be especially concerning for security-critical tasks where this

kind of system is implemented.

This paper reviews the current research on the strongest evasion adver-

sarial attacks for classifying neural networks aiming to give the reader a



better understanding of how these adversarial attacks work and how they

could mean harm. This paper will cover the basics of classifying neural

networks under attack, and what kinds of adversarial attacks there are.

2 Background

2.1 Neural Netwroks

As described by Carlini and Wagner [2] a neural network is a mathemati-

cal function F that takes an input x ∈ Rn and produces an output y ∈ Rm.

F (x) = y

The function depends on the model parameters Θ, and neural networks

can consist of one or more layers of functions.

Fi(x) = σ(θi · x) + θ̂1

Where σ represents the non-linear activation function, θi represents the

matrix of model weights and θ̂1 a vector of model biases. This paper will

focus on neural networks used as classifiers with multiple classes.

The resulting output vector y is treated as a probability distribution,

where each value represents the probability that the input belongs to a

specific class. The classifier assigns a label C(x) to the input based on the

class with the highest probability.

2.2 Adversarial Attacks

Deep neural networks have excellent performance in visual recognition

problems, but they also have some drawbacks, such as the uninterpretable

solutions they learn and the counterintuitive properties of these solutions.

One of the strongest ones is the instability of neural networks concerning

small perturbations on their inputs [14]. Inputs that are indistinguish-

able from natural data and are classified incorrectly due to perturbations

that maximize the prediction error are named "adversarial examples".

The algorithms that produce these examples are called adversarial at-

tacks [12].

When the attack is aimed only to give a wrong classification, it’s called

an untargeted attack; this attack is less powerful than targeted attacks,

where a specific classification is a target. An example is developed to be

classified as the target class [2].



Figure 1. Natural images give the wrong classification after a black-box attack [5].

Adversarial attacks can be classified as black-box and white-box attacks.

Black-box attacks characterize because the attacker has no knowledge

regarding the trained model, parameters, the training dataset, or any

other information available to a user with full access to the model. Black-

box attacks are common in online machine-learning services. In a white-

box attack, opposite to a black-box, the attacker has all the information

and access to the trainer model, such as the training data set, network

structure, parameters, or weights [10].

Adversarial training presents a phenomenon called transferability where

adversarial examples transfer between independently trained networks

with entirely different training sets. This is concerning for practical ap-

plications since it implies that other deep networks, which are not the

target of adversarial training, can be vulnerable to the same examples

[13].

3 Adversarial Algorithms

3.1 Fast Gradient Sign Method

Goodfellow, Shelns, and Szegedy [7] developed the fast gradient sign method

(FGSM) for linear models showing that adversarial examples are not ex-

clusive to nonlinear neural networks. Individual input features have lim-

ited precision; digital images frequently utilize only 8 bits per pixel, so

all information below 1/255 is disregarded. Therefore, when an input x

is added, a perturbation n, which is smaller than the precision of the fea-

tures, the classifier should respond in the same way to the original input



x and the adversarial input x ′. Nevertheless, when the input x goes un-

der many microscopic perturbations, these changes add up to one large

change in the output, a misclassification. These ideas are the base of the

fast gradient sign method, which is defined as:

n = ϵsign(∇xJ(θ, x, y))

Where ϵ is a negligible value to the sensor associated with the problem,

θ represents the parameters of the model, x the input, y the targets asso-

ciated with x, if any, and J the cost used to train the neural network. This

method obtains an optimal max-norm perturbation n [7].

3.2 L-BFGS

L-BFGS is an optimization algorithm that uses limited computer memory

to approximate the Broyden–Fletcher–Goldfarb–Shanno algorithm (BFGS).

Szegedy et al. [14] used box-constrained L-BFGS to create adversarial ex-

amples by modeling it as a constrained minimization problem, as shown

below.

minimize ∥ x− x ′ ∥22

such that C(x ′) = l

x ′ ∈ [0, 1]n

This method aims to find another image x ′ that is similar to x under

the L2 distance that is labeled differently by the classifier. The problem

by itself is very tough, so Szegedy et al. added the lossF,l(x ′) function.

minimize ∥ x− x ′ ∥22 +lossF,l(x ′)

such that C(x ′) = l

This function maps the image to a positive real number[2]. With this

method, Szegedy et al. created adversarial examples that were given a

wrong classification, like the following.



Figure 2. Adversarial example A[14].

Figure 3. Adversarial example B[14].

The previous figures include on the left an image correctly classified as a

car, in the center the adversarial example that was not classified as a car,

and on the right, the maximized absolute value of the difference between

the first two images.

3.3 Jacobian-based Saliency Map Attack (JSMA)

JSMA is a white-box attack algorithm developed for image classification

deep neural networks. It modifies some pixels in an image to create ad-

versarial examples. It does this by constructing a saliency map using

the Jacobian matrix, which characterizes the relationship between the

input and output of a targeted deep neural network (DNN). The most

significant pixel is identified and modified in each iteration based on the

saliency map. The algorithm re-computes the saliency map and uses the

DNN derivative with respect to the input image to indicate modifications

for adversarial attacks. JSMA is not limited to image classification but

has also been applied to other machine learning tasks, such as malware

classification, and different DNN architectures, such as recurrent neural

networks (RNNs) [5].

3.4 Deepfool

DeepFool is an untargeted attack algorithm that aims to find the least

amount of distortion in an image that will result in misclassification. It is

inspired by linear classification models where the separating hyperplanes

indicate the decision boundaries of each class. The algorithm projects

an image to the closest separating hyperplane to find the minimum dis-

tortion. A modified version of DeepFool has been proposed for DNNs to

handle the nonlinearity of classification [14].



3.5 Carlini Wagner

As Szegedy with L-BFGS, Carlini, and Wagner also formulated the prob-

lem of finding an adversarial example for an image x. D stands for a

distrance metric, L0, L2, or L∞.

minimize D(x, x+ δ)

such that C(x+ δ) = t

x+ δ ∈ [0, 1]n

where the objective is to encounter a δ that minimezes D(x, x+ δ) while

x is fixed. Nevertheless, the constraint C(x + δ) = t is very non-linear, so

Carlini and Wagner defined an objective function f such that C(x+ δ) = t

if and only if f(x + δ) ≤ 0. This new function changes the formulation of

the problem to:

minimize D(x, x+ δ) + c · f(x+ δ)

such that x+ δ ∈ [0, 1]n

To guarantee the modifications result in a valid image, the problem had

a box constraint on δ: for all i, 0 ≤ xi + δi ≤ 1.

Carlini and Wagner created attacks for L0, L2, and L∞. The L0 and L2

attacks found examples with 2 to 10 times less distortion than Deepfool,

JSMA, and L-BFGS and a 100% success probability. The L∞ has compa-

rable quality to the other attacks but with a higher success rate. The new

attacks can use any image and find an adversarial example for any tar-

get with a runtime of no longer than a few minutes. Making the attacks

unrestrictive for any attacker [2].

Figure 4. Targeted attacks for each of the 10 digits where
the starting image is black for each of the three

distance metrics.[2].



3.6 Projected Gradient Descent

The projected gradient descent (PGD) attack is a variant of the fast gra-

dient sign method (FGSM) attack, previously discussed in this paper, con-

sisting of a multi-step projected gradient descent on the negative loss

function [13]. The perturbed data in each step is defined as follows.

xt = Πx+S(x
t−1 + α · sign(∇xJ(θ, x

t−1, y)))

where Πx+S represents the projecting perturbatin into the set S and α

the setp size. PGD is a more powerful adversary than FGSM [9].

3.7 Auto Projected Gradient Descent

Croce and Hein [6] identified weaknesses in the projected gradient de-

scent (PGD) attack; the fixed step size, the agnostic budget, and the trend

unawareness. The fixed step size greatly influences the algorithm’s per-

formance, and it is suboptimal since it does not guarantee convergence.

The agnosticism of the attack budget does not ensure better results, as

shown in [6] decreases significantly after a few iterations. Finally, the

algorithm is unaware of how the optimization is evolving. Therefore, it

is unable react to the optimization outcomes. To fix the identified weak-

nesses, Croce and Hein suggest dividing the available N iterations into

phases.

1. Exploration: where a set of good initial points is searched.

2. Exploitation: where the accumulated knowledge is maximized.

The shift between phases is handled by progressively reducing the step

size. A smaller step maximizes the objective function locally. On the other

hand, a larger step allows so move quickly in S. The step decrease is made

based on the optimization trend; if the objective value grows sufficiently

fast, the step is not adjusted; otherwise, it is decreased. When the step

size is adjusted, the maximization restarts from the best point encoun-

tered.

3.8 Square Attack

The square attack is a black-box query-efficient attack that implements

random search, an iterative technique in optimization. The algorithm



samples a random update δ in each iteration, and if it improves the objec-

tive function, it is added to the current iterate x ′. Random search does not

rely on any gradient information from the objective function. The attack

uses two sampling distributions, one for l∞ and l2, which are motivated

by how neural networks with convolutional filters process images and the

shaper of lp-balls for different p. The suggested scheme varies from the

classical random search by how are perturbations x ′ constructed. In each

iteration, the perturbation is within the boundary of l∞ or l2 ball before

the projection onto the image domain [0, 1]d, where d denotes the input

dimension. All changes are localized in the image squares formed by con-

tiguous pixels; thus, the attack’s name [1].

3.9 Zero Order Optimization

The Carlini and Wagner (C&W) attack is the base of the Zero Order Opti-

mization (ZOO) attack. C&W is a very strong white-box attack, but ZOO

is designed as a black-box attack that modifies the two key aspects: a loss

function f(x, t) that is only dependent on the class label t and the output

of a deep neural network F ; and computing an approximate gradient, not

by using the actual backpropagation of the attacked DNN but by the use

of a finite difference method and then solving the optimization problem

with zeroth order optimization [5].

The proposed loss function is defined as:

f(x, t) = max{maxi ̸=tlog[F (x)]i − log[F (x)]t,−k}

Log(0) is defined as - ∞ and k ≥ 0. Since log(·) is a monotonic function

for any x and y greater than 0, log(y) is greater than log(x) whenever

y ≥ x. Because of it maxi ̸=tlog[F (x)]i − log[F (x)]t ≤ 0 giving x the high-

est confidence score for the class t. Pin-Yu et al. [5] found that the log

operator was crucial for the black-box attack since DNN with extensive

training yield probability distributions from F (x), where the confidence

score of one class is significantly higher than those of the other classes.

With the log operator and its monotonicity, the dominance effect is di-

minished without losing the order of confidence scores since k ensures a

constant gap between maxi ̸=tlog[F (x)]i and log[F (x)]t



4 Conclusions

Neural network classifiers have excellent performance and a wide range

of applications. They are already being used in critical tasks that make

them a target for malicious users that would benefit from errors in these

systems. A hacker that needs malware to go undetected, a patient that

wants a wrong diagnosis, or a criminal that wants a stop sign to be mis-

classified to name a few.

Adversarial attacks are a reality, numerous algorithms can provide ad-

versarial examples with high success rates. These examples can be un-

detectable to the human eye since the perturbations can be microscopic.

Furthermore, these examples can be transferred to other classifiers and

have successful results. Resulting in different systems being vulnerable

to these adverbial examples, even if they are not a target and their infor-

mation is not public.

This is why, when implementing a neural network classifier, it is impor-

tant to implement the appropriate security measures to ensure misclas-

sification, and suspicious behaviors do not go undetected. Classifications

systems should not be blindly trusted and security checks should be in

place to mitigate these attacks.
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Microservices are an increasingly used architectural pattern, hence choos-

ing the most optimal value for it affects the software quality making it a

widely researched topic. This paper conducts a literature review by identi-

fying different approaches used by different authors to address granularity

with reference to microservices using different machine learning and clus-

tering techniques. We also evaluate the different performance and quality

attributes associated with these approaches. Finally, we discuss these ap-

proaches and concluded granularity has no standard definition and that

there are trade-offs between the different approaches used. Hence, a stan-

dard definition regarding microservice granularity, based on its size and

complexity is proposed. Thus, we concluded that achieving low coupling,

complexity, and high cohesion should be our goal which can further lead

to improved performance, maintainability, and scalability for our applica-

tion.



1 Introduction

Microservices are a software development approach where a large system

is divided into smaller and independent services communicating and col-

laborating with each other, thus forming a complete application. Each

microservice focuses on a specific task and can be developed, tested, and

deployed independently of the others. This architecture allows for more

flexible and scalable development and deployment, as well as easier main-

tenance and testing [3]. At present, many companies including, Netflix,

eBay, and Amazon have transitioned their software and services to cloud

servers, owing to their capability to adapt computing resources based on

usage needs. Microservices Architecture, as described by Fowler [6], in-

volves creating a collection of services operating like a single application.

All these services communicate using methods, like, an HTTP resource

Application Programming Interface (API), and run independently in sep-

arate processes [5].

Some challenges pertaining to the maintenance of distributed systems

include agility, reduction of costs, and granularity [20]. Service modular-

ization is also a major challenge since it involves figuring out which are

the correct modules with the right size and the correct distribution of re-

sponsibilities. Front-End Integration User Interfaces (UIs) are very crit-

ical in microservice architectures because they are not the focus of many

of the designers of the microservice approach since they are mostly archi-

tects referring to back-end portions of the application leading to systems

having a monolithic front-end using a number of back-end microservices.

In addition, resource management of different resources in this architec-

ture also poses a significant challenge since necessary filters and alerts

have to be defined, so as to notify developers whenever something goes

wrong. Finally, building fault-tolerant services by developers in order to

avoid inter-process communication failures [10].

This paper studies the problem of determining whether to use the mi-

croservices architecture in a system based on measuring the granularity

of the services involved. We can define granularity based on size (num-

ber of operations and microservices) and complexity (coupling, cohesion,

and dependencies). Having a lower complexity of independent services,

higher cohesion, and low coupling between the different microservices in-

volved is one of the major goals of granularity. The challenge is to find

the correct boundary for each service that has a concrete purpose and is



decoupled from other services while at the same time maximizing system

modularity and minimizing complexity.

As noted by Hassan et al. [8], granularity levels determine the size as

well as the scope of the service-provided functionality. Adjusting gran-

ularity parameters can involve either combining or breaking down mi-

croservices to either a finer or coarser level. As suggested by Homay et al.

(2020) [9], difficulty in determining the right amount of granularity for

any number of services lies in determining the correct boundary size for

each one, ensuring each has a clear purpose and is independent as possi-

ble, while maximizing system modularity and minimizing complexity.

The paper begins by explaining the difference between the monoliths

and microservices, then discusses the different approaches that could be

used to measure granularity using a systematic literature review, and

finally, we would be discussing those and provide our conclusions.

2 Microservices vs Monolith

A monolithic architecture includes an application with a set of different

services deployed in a single codebase rather than in a distributed system.

These services communicate with external systems or consumers through

interfaces, such as Representational State Transfer (REST) Application

Programming Interfaces (APIs), various HTML pages, or different types

of Web Pages [21].

Microservices architecture offers several benefits. Firstly, it allows for

technology heterogeneity, allowing different services in the system to use

different technology to achieve their goals and performance. Secondly, it

provides resilience, if one component fails, it does not impact the entire

system. Thirdly, It allows for easier scalability, by allowing only those

services that need it rather than the entire monolithic application, thus

leading to higher hardware usage. Fourthly, It allows for services to be de-

ployed independently without affecting each other’s performance. Fifthly,

it aligns with the organizational structure, reducing personnel working

on a single application codebase [14].

In contrast, monolithic architecture involves tightly coupling tens or

hundreds of services within a single codebase, making it difficult for teams

to coordinate on different independent services within the same develop-

ment environment. This has led many companies to adopt the microser-

vices architecture in favor of the monolithic one, thus facilitating better



team collaboration [18].

3 Survey Methodology

This section reviews literature using an approach introduced by Kitchen-

ham [11]. Firstly, this section addresses the microservices granularity

problem by identifying the different proposals, then identifying the met-

rics to be used to evaluate it and finally, then evaluate the quality at-

tributes for those works.

3.1 Addressing Microservices Granulairty

Traditionally, the granularity of microservices was measured using trial

and error approaches which depended much on the experience of the ar-

chitect or developer. Moreover, it was defined according to the total lines

of code, and on the basis of implementation, business capabilities, and, fi-

nally domain driven design [3]. Each paragraph below describes granular-

ity based upon manual, automatic, and semi-automatic approaches where

manual approaches are techniques performed by the developer, automatic

techniques are those defined by some algorithm and semi-automatic are

those which include part of the technique designed by the developer and

another part by the algorithm.

A few methods have been proposed to determine how small a microser-

vice ought to be in order to select the most optimal granularity. Some of

the manual techniques proposed by Shadija et al. [17] used the university

admission system as a case study and proposed a technique of evaluating

a microservice in a single container using two different containers. Has-

san et al. [7] provided a reference architecture using architecture defini-

tion language (ADL), which describes an architectural system based upon

its elements and their relationships, for selecting the optimal granularity.

Moreover, Munezero et al. [13] used a domain-driven design method, fo-

cusing on software modeling with the domain according to the input from

that particular domain experts, for granularity selection, and Tyszberow-

icz et al. [19] used a functional decomposition method that split microser-

vice bases upon functional capabilities into independent units.

Some of the automated approaches proposed by De Alwis et al. [4] used

functional heuristics and microservice discovery algorithms on the source

code to split it into different microservices for enterprise systems. It used



open-source projects, such as SUGAR CRM as a case study for evaluating

this method. Mazlami et al. [12] used graph-based clustering algorithms

on the source code of Git repositories for developing clusters to determine

the granularity.

Semi-automated approach by Nunes et al. [15] used a clustering algo-

rithm on aggregated domain entities as a methodology to determine gran-

ularity for call graphs and source code from different repositories, and by

Ren et al. [16] used K-means clustering, Markov Chains to represent

migration characteristics, which defined the factors for determining the

optimal granularity for microservice applications.

3.2 Evaluating Microservices Granularity

Software metrics used at levels of design, deployment, and implemen-

tation of software and its testing and maintenance allow monitoring its

different characteristics, which enables taking preventive actions in case

something goes wrong.

Metrics mostly used to measure and evaluate granularity includes cou-

pling, performance, and cohesion metrics followed by complexity measure-

ment metrics. Coupling measures the dependencies of a software compo-

nent on another which means highly coupled components cannot function

independently. Thus, the low coupling is a goal between different mi-

croservices. Similarly, high cohesion between internal modules within a

microservice is also one of the most important goals of a microservice.

Performance Metrics, such as the number of API calls or requests, execu-

tion time, maximum request and response time, along with the number

of packets sent and received are some of the most critical points for a

microservice-based application. Finally, complexity metrics should also

be low for different microservices enabling lesser rewrites of code thus,

making them easier to improve and extend.

Coupling classes together that have the same meaning is defined as se-

mantic coupling. A score is computed using this technique that deter-

mines how related files are in relation to the domain [12]. Candela et

al. [2] defined structural coupling as classes that are outside of a pack-

age referenced by classes that are inside it divided by the total number of

packages. Mazlami et al. [12] defined logical coupling with the value of

one if classes (A1, A2) change together in a certain commit. Thus, they

used logical coupling aggregate defined as the sum of the logical coupling

for each pair of classes.



Silhouette score defined by Nunes et al [15] is the difference between the

mean of the nearest-cluster distance x and the mean of the intra-cluster

distance y divided by the greatest value of both. This score has a value

between -1 to 1, representing incorrect clustering and highly dense clus-

tering, respectively. Moreover, granularity metrics, such as how many

microservices are used, determine the services that are part of the appli-

cation or the system in question.

Shadija et al. [17] used performance metrics by measuring the response

time as well as the number of API calls for different services to determine

the efficacy of their technique. In [4], structural coupling and cohesion

metrics, along with performance metrics, such as the number of requests

and execution time were used to determine the efficiency of their heuris-

tic and discovery algorithms. Furthermore, in [12], logical and semantic

coupling was used to determine granularity efficacy for their clustering

algorithm. Nunes et al. [15] used the coupling metrics Silhouette Score

for its clustering algorithm, and Ren et al. [16] used granularity met-

rics such as a number of interfaces and microservices for evaluating their

Markov Chains and K-means clustering algorithms.

3.3 Evaluating Quality Attributes Defining Granularity

Quality attributes such as availability, scaling, maintainability, perfor-

mance, security, and fault tolerance are important attributes pertaining

to any software application. The granularity of microservices directly af-

fects these attributes such as increasing the microservices of a software

application would increase its maintainability due to an increase in the

cost of testing the application.

These software quality attributes can be divided into two broader cat-

egories namely run-time characteristics that include scalability, perfor-

mance, reliability, availability, and functionality, which are features ob-

servable during the execution of software. and the other category would

be software described using artifact which would include maintainabil-

ity, re-usability, and modularity which are features not observable during

software execution [1]. The below papers mostly focused on the run-time

characteristics for evaluating the quality metrics for defining granularity.

Dharmendra Shadija et al. [17] explained the granularity and its effect

on application latency by simulating a microservice-based application in-

side a single container and another one in multiple ones. Alwis et al. [4]

addressed the scalability, performance as well as availability of an appli-



cation through the identification of parts in a consumer-based system that

could be redesigned in a microservices-based architecture with high avail-

ability, scalability, and processing efficiency using a microservices-based

discorvery algorithm. Genc Mazlami et al. [12] presented logical, seman-

tic, and contributory coupling embedded in a graph-based clustering algo-

rithm and then, measured its performance characteristics. Finally, Ren et

al. [16] measured scalability and performance characteristics of run-time

logs and the source code using a semi-automatic program analysis method

that used a function call graph and Markov chain for representing migra-

tion characteristics, and a k-means method for hierarchical clustering.

This method was useful for migrating legacy monolithic applications to a

microservices architecture as well.

4 Discussions

The trend of utilizing artificial intelligence techniques for the identifi-

cation of microservices or to determine their granularity is on the rise.

This includes employing clustering algorithms based upon machine learn-

ing techniques as well as genetic algorithms, enabling usage of semantic

similarity for grouping microservices related to similar entities. While

Domain Driven Design (DDD) as well as domain level engineering tech-

niques are still quite popular, migration of software systems necessitates

a systematic evaluation of architectural decisions in order to evaluate as-

sociated risks and trade-offs between different services. This process be-

gins with a monolithic system to be composed, and critical data sources

such as the databases and the execution stack trances help identify and

evaluate potential microservices. Development of microservice-based ap-

plications relates with agile development and practices, only run-time, de-

velopment, deployment or production related artifacts are focused by the

currently proposed methods, which may not be readily available during

the design phase when starting a project from scratch.

Determining appropriate granularity is also essential, and it should be

defined based on the application characteristics, available resources, op-

erational trade-offs and non-functional requirements. Testing and de-

ployment become more complex when dealing with numerous or larger

microservices, making it important to determine the correct number of

microservices needed since that will later impact upon continuous devel-

opment. Few papers above used agile development artifacts as input data,



making it necessary to propose new practices or agile methods to evalu-

ate the microservices that will make up the application. Case study is the

most commonly used validation method and performance and coupling

being the most frequent ones. The most addresses quality attributes in-

cludes scalability and performance alongside modularity, maintainability

and fault-tolerance.

The gaps highlighted in the text are areas where further research is

needed to propose new studies and ideas. Specifically, there is a need for

research on techniques used to evaluate the impact of granularity on tests,

using security controls and fault-tolerance mechanisms. Additional met-

rics are needed for the development team and process categories. There

are also quite fewer proposed methods for determining granularity dur-

ing testing or development phases of a software. Hence, there is a need

to research for methods utilizing artifacts for agile development as inputs

to figure out new agile practices for defining or assessing microservices’

granularity. Finally, agile software development has need been the focus

of any of the proposals identified in our review.

5 Conclusion

This literature review aimed to identify the existing research on microser-

vice granularity, including methods and techniques for determining it.

The review found that there is currently no standard definition of mi-

croservice granularity, and there are gaps in knowledge regarding the

trade-offs between development and operation, continuous improvement,

and conceptual reuse. To address these gaps, a definition of microservice

granularity based on its size, complexity, and dependencies was proposed.

The goal is to achieve low complexity and coupling along with high level of

cohesion, which can lead to improved performance, maintainability, scal-

ability, and cost-effectiveness, particularly in cloud-based deployments.
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Abstract

This paper explores the use of various Docker network drivers, particularly the

MACVLAN and IPVLAN drivers, as alternatives to the commonly used Bridge

and Host drivers. This study focuses on non-cloud applications of containers,

such as deploying containerized servers in the local network. We analyze the

connectivity, isolation, performance, and usability of each driver. Additionally,

we propose application scenarios to which each driver is best suited and eval-

uate them through experiments. The experiments demonstrate that MACVLAN

and IPVLAN drivers offer superior performance while maintaining isolation

and simplicity. Our study suggests that the MACVLAN and IPVLAN drivers

are preferable for small-to-medium-sized projects. These drivers have the po-

tential to significantly improve the performance and flexibility of containerized

applications.

KEYWORDS: Docker, container networking, MACVLAN, IPVLAN

1 Introduction

In recent years, the container has become one of the most prominent tech-

nologies for virtualizing and deploying applications. Containers provide vir-

tualization that enables multiple applications on a single host to run safely



and securely. Furthermore, containers are more lightweight than traditional

virtual machines (VMs) as they share the host operating system (OS). As a re-

sult, containers have characteristics such as rapid startup time and negligible

overhead to the host [1].

Although containers offer advantages over VMs in resource usage, they

present challenges in the communication network. Containers lack a complete

network stack and individual network addresses since they are launched

as processes [2]. However, it is crucial to facilitate communication between

containers while maintaining isolation. Container network addresses this by

providing abstraction models on connectivity and isolation [3]. These models

enable software developers to implement network drivers or plugins to achieve

traditional networking capabilities.

Docker [4], a widely used container runtime, offers network drivers out of the

box to provide core networking functionality. These network drivers can be clas-

sified into single-host and multi-host settings. Single-host network drivers aim

to provide containers with network interfaces for containerized applications,

while multi-host network drivers focus on interconnecting containers on differ-

ent hosts [5]. Despite the power of orchestration tools, such as Kubernetes [6],

in multi-host settings, these tools can be intricate and require significant

learning effort. Standalone Docker without an orchestration tool is suitable for

small- to medium-sized projects. Understanding Docker networking solutions

increases flexibility on such projects while keeping simplicity.

This paper overviews the state-of-the-art container networking models and

dives deep into the Docker network drivers, focusing on the single-host and

non-cloud settings. Specially, we explore the MACVLAN and IPVLAN drivers,

which facilitate direct connection to the physical networks. By comparing the

strengths and weaknesses, we propose and implement example use cases that

illustrate the optimal scenarios for each driver.

The remainder of this paper is organized as follows. Section 2 and 3 introduce

the container networking models and the Docker network drivers. Section 4

and 5 propose and implement use cases where each network driver is most

suitable. Finally, Sections 6 and 7 evaluate and discuss the experiment results

and summarize the paper.

2 Container Networking Models

This section briefly introduces the designs and features of the two main-

stream specifications for container networking: Container Network Model



Figure 1. CNM architecture [3, 9, 10]

Figure 2. CNM components and their relationships [8]

(CNM) and Container Network Interface (CNI).

2.1 Container Network Model (CNM)

CNM [7] is a standard proposed by Docker that defines the interface between

a user, such as Docker Engine, and network drivers. Libnetwork [8] is an im-

plementation of CNM and is used as the basis for Docker networking. Figure 1

shows the architecture of the CNM, and Figure 2 outlines the fundamental

components of CNM and their relationships. As shown in Figure 2, CNM has

three components: sandbox, endpoint, and network.

Sandbox is an isolated environment that contains the network specification

of a container, such as network interfaces, IP addresses, MAC addresses, and

routing and DNS configurations [8, 10].

Endpoint acts as a virtual network interface located in a sandbox and is

responsible for joining the sandbox to a network. It should be noted that one

endpoint belongs to one sandbox and one network, whereas one sandbox may

have multiple endpoints.

Network is a group of endpoints that can communicate with one another.

Each network is in a separate network namespace on the host OS [3]. This

creates network isolation for the containers.



2.2 Container Network Interface (CNI)

CNI [11] is a specification proposed by CoreOS that acts as a lightweight

contract between a container runtime and network plugins [3]. CNI is min-

imalistic and is able to intergrate with any container runtime [9]. As a result,

CNI is adapted and used by container orchestration tools, such as Kubernetes,

as their networking solution. Since the network solutions of orchestration

tools are out of the scope of this paper, we will not dive deeper into this model.

3 Docker Network Drivers

As mentioned in Section 2.1, CNM forms an interface between Docker En-

gine and network drivers. Network drivers are network implementations

that provide core networking functionality [12]. They handle connectivity

and isolation between containers [10]. Docker ships with built-in network

drivers on Linux, including Bridge, Host, Overlay, MACVLAN, and IPVLAN.

The following sections introduce the main characteristics and features of each

driver. In addition, we indicate the connectivity, isolation, and advantages and

disadvantages of each driver.

3.1 Bridge

The Bridge driver is the default option for Docker containers on a single

host [5]. When starting a Docker container without specifying the network

type, the container will connect to the default Bridge driver. In addition to

the default Bridge driver, users can create a user-defined Bridge for improved

isolation and built-in DNS resolution.

In a Bridge network, each container is assigned a private IP address, and

the containers connecting to this network are within the same subnet. The

default Bridge network enables the containers to communicate using private

IP addresses. Furthermore, containers in a user-defined Bridge network can

utilize DNS resolution and communicate using the container names as domain

names. Lastly, containers connecting to different Bridge networks cannot

communicate, thereby ensuring isolation.

The Bridge driver is easy to use and is suitable for most scenarios. In conjunc-

tion with this, the DNS resolution functionality available within user-defined

Bridges decouples the containers from relying on potentially changing private

IP addresses. Consequently, applications involving multiple containers are

more robust by leveraging such functionality.

On the negative side, the Bridge driver suffers from performance over-



head due to network address translation (NAT) while accessing external

networks [5]. Moreover, ports must be explicitly published to make the con-

tainer visible from the external network. This might create problems such as

port conflicts. For example, a containerized DNS server might conflict with

the host default DNS resolver on the standard DNS port 53.

3.2 Host

The Host driver uses the same network stack as the host machine. As a

result, all containers connected to the host network have the IP address of the

host. Containers connected to the host network can communicate with one

another via the ports they expose.

The Host driver allows near bare metal performance [13] and is suitable for

cases where the container needs to handle an extensive range of ports [14].

However, the Host driver has two main drawbacks. First, it has no isolation

between containers using the host driver, which poses security risks. Second,

the host driver also suffers from port conflict problems. This limits the number

of containerized services on a single host [13].

3.3 Overlay

The Overlay driver enables the communication between multiple hosts. This

driver is utilized by Docker’s orchestration tool swarm to create multi-host

networks spanning multiple Docker hosts. Since the Overlay driver is used

mainly in multi-host settings, we will not discuss it further in this paper.

3.4 MACVLAN

The MACVLAN driver makes the containers appear as connecting directly

to the physical network. It creates virtual network interfaces behind the

physical interface of the host and assigns unique MAC and IP addresses to

each container [15]. Therefore, the MACVLAN driver is suitable for tackling

legacy applications that require separate MAC addresses [16]. Furthermore,

the MACVLAN driver eliminates port mapping and provides better perfor-

mance [10] than the Bridge driver.

However, MACVLAN requires networking devices to work in promiscuous

mode, allowing multiple MAC addresses on an interface. The requirement

is unachievable if the user lacks permission to access the host network set-

tings. Moreover, the MACVLAN driver is unable to obtain an IP address

from external DHCP, for instance, the DHCP server on the home router. This

necessitates manually assigning IP addresses outside the DHCP range or



through the Docker compose configuration.

There are two modes for the MACVLAN driver: bridge mode and 802.1Q

trunk bridge mode. In bridge mode, network traffic goes through a physical

interface on the host. On the other hand, in the 802.1Q trunk bridge mode,

network traffic goes through an 802.1Q sub-interface [16], which is useful

when users have existing VLANs on their physical network.

3.5 IPVLAN

The IPVLAN driver is similar to the MACVLAN driver, except containers

connecting to an IPVLAN network have the same MAC address. This solves

the promiscuous mode issue while maintaining the physical appearance ad-

vantage. Moreover, since IEEE 802.11 wireless networks allow each wireless

station to have only one MAC address, the MACVLAN driver is generally

not supported by wireless networks [17]. The IPVLAN driver is a preferred

alternative in this use case.

The IPVLAN driver has three modes: L2 mode, 802.1Q trunk L2 mode and

L3 mode. The L2 mode is the default mode for IPVLAN. The IPVLAN L2 mode

and IPVLAN 802.1Q trunk L2 mode are analogous to the MACVLAN bridge

mode and the MACVLAN 802.1Q trunk bridge mode. They require the IP

addresses to be in the same subnet as the physical network [15]. Containers

within the same IPVLAN L2 network can communicate with one another

either using an IP address or domain name.

In contrast, the IPVLAN L3 mode offers completely different functionalities.

Instead of connecting to the physical network, containers in IPVLAN L3 mode

create virtual subnets (different than the parent interface) within the host and

make the parent interface acts as a router [18]. Containers in an IPVLAN L3

network can communicate even if they are in different subnets. This mode

aims to give total control and finer granularity over the routing for network

professionals. However, since the container in an L3 network does not act

as a physical device on a physical network and is isolated from the external

network. We will not discuss this mode further.

4 Scenarios

Connectivity, isolation, and performance are the key aspects to consider in

container networking problems. This section compares local-network and non-

cloud settings scenarios with these notions to find suitable network drivers

for such use cases.



4.1 Applications with multiple containers

A common scenario is a web application, which usually comprises a web

server and a database. Generally, exposing the database to the external net-

work is undesirable. Therefore, it is prudent to employ the Bridge driver

to establish connectivity between the web server and the database while

maintaining segregation between the database and the external network.

Nonetheless, the overhead of publishing ports for the web server still exists.

We will propose a solution to this issue in the following section.

4.2 Applications with standard ports

Specific applications operate on standardized ports, such as port 53 for DNS

and port 80 for HTTP. However, these ports may already be used by applica-

tions on the host, resulting in a port conflict when running a containerized

version of the same application. Consequently, the Bridge and Host drivers

are inadequate for this scenario and implementing MACVLAN or IPVLAN

drivers is recommended to circumvent the issue.

In addition, when multiple containers of the same type are operated simulta-

neously, utilizing MACVLAN or IPVLAN drivers may be beneficial. A typical

scenario for developers is the operation of multiple websites on the same host.

In such cases, the MACVLAN or IPVLAN drivers simplify the process of

managing a large number of published ports.

4.3 Performance-critical application

Particular applications, such as media and gaming servers, require high net-

work performance to operate smoothly. The Host, MACVLAN, and IPVLAN

drivers optimize the network performance for containerized applications of this

nature. Among these options, the MACVLAN and IPVLAN drivers provide

better isolation than the Host driver. This makes them more suitable for sce-

narios where enhanced network performance is essential while maintaining

isolation between the application and the host.

4.4 Network-level security application

Applications that handle sensitive data may require network-level security to

protect against security threats, such as unauthorized access. This could be, for

instance, government applications that process personal identities and hospital

applications that store patient data. However, these organizations may have a

limited number of servers, restricting their ability to run all applications under

distinct IP addresses. MACVLAN and IPVLAN drivers are instrumental in



Figure 3. Experiment setup

this scenario. They provide applications with separate IP addresses and allow

an external firewall to have individual filtering rules for the host and each con-

tainerized service. Moreover, MACVLAN and IPVLAN 802.1Q trunk mode also

help the network administrator to isolate the services into different VLANs.

5 Experiment and Evaluation

This section demonstrates the advantages of MACVLAN and IPVLAN

drivers by implementing the scenarios mentioned in Section 4.2 and 4.3.

The experimental environment is composed of three devices within a private

network 192.168.1.0/24: a router (192.168.1.1), a laptop acting as a client

(192.168.1.3), and a Raspberry Pi acting as the server (192.168.1.7). Figure 3

shows the setups of the experiment.

5.1 Multiple web servers on the same host

This experiment shows how MACVLAN and IPVLAN drivers solve the port

conflict issue. We run three containerized instances of Nginx [19] web servers

on the Raspberry Pi host using the Bridge, MACVLAN, or IPVLAN driver,

one at a time. The experiment involves measuring the port availability of

each driver and verifying that multiple Nginx web server instances can run

simultaneously without any port conflict issues.

5.1.1 Bridge driver

The Bridge driver restricts the visibility of the containers to the IP address of

the server (192.168.1.7). Only one of the three containers can be published on

standard HTTP port 80. This necessitates the allocation of non-standard ports.

As a result, users must additionally specify a port number while accessing the

application via a web browser.



Figure 4. Multiple containerized web servers connected with MACVLAN/IPVLAN driver

5.1.2 MACVLAN/IPVLAN driver

Adapting the MACVLAN/IPVLAN driver allocates IP addresses for the con-

tainers, therefore, removing the need for non-standard port allocation. In

this experiment, the containers are assigned to IP addresses ranging from

192.168.1.101 to 192.168.1.103. Figure 4 shows the outcome of this experiment.

These separate IP addresses facilitate access via the web browser from clients

in the same local network without specifying a port number. Furthermore,

when combined with a nameserver, these IP addresses can be mapped to

human-friendly domain names.

5.2 Performance test on a web server

This experiment shows how the MACVLAN and IPVLAN drivers provide

high network performance while maintaining isolation between the container

and the host. We run an Nginx container on the Raspberry Pi using Bridge,

Host, MACVLAN, or IPVLAN driver, one at a time. The network performance

of each network driver is measured by the client using Grafana k6 [20]. Fig-

ure 5 shows the experiment results. The Host, MACVLAN, and IPVLAN

drivers statistically have better performance in terms of round-trip time for

a request. The maximum is not shown since the first round-trip is typically an

outlier. Especially for the IPVLAN driver, the first round-trip is in the range

of 1000 to 2000 ms.

6 Discussion

In the previous section, we showed that MACVLAN and IPVLAN drivers

effectively solve the port conflict problem, provide better network performance

than the Bridge driver, and offer better isolation than the Host driver. They can

be a great fit for developers’ home lab projects for their flexibility, performance,
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Figure 5. The round-trip time for a request over a one-minute period with a hundred parallel
virtual users. The figure shows the minimum (3–4ms), 25th, 50th, 75th, and 99th
percentiles.

and simplicity. The remaining decision between MACVLAN and IPVLAN

depends on whether the user has permission to enable the promiscuous mode

on network devices, whether the application needs a separate MAC address,

and whether the parent interface uses a wireless connection.

Although the MACVLAN/IPVLAN drivers have some handy features, some

places still require improvements. One example is the IP allocation for newly

created containers. Currently, there is no official support to communicate

with an external DHCP server. As a result, the simplest but still cumbersome

approach is to assign an IP address for each container in the container config-

uration. There are open-source projects [21, 22] aiming to solve this problem,

but they are neither mature nor production-ready.

7 Conclusion

This paper explores various container network models and Docker network

drivers, focusing on the MACVLAN and IPVLAN drivers in a non-cloud local

setup. By comparing the drivers, we propose several use cases where each

driver is most suitable, such as multi-container and performance-critical ap-

plications. Moreover, we implement and evaluate the scenarios we proposed

through various experiments.

The experiments highlight the benefits of the MACVLAN and the IPVLAN

drivers, including having a direct connection to the physical network and en-

suring isolation while maintaining high performance. Our study suggests that

the MACVLAN and IPVLAN are preferable for small-to-medium-size projects.

These drivers have significant potential for enhancing the performance and

flexibility of containerized applications.
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Abstract

The confluence of visual and auditory data has emerged as a promising

solution for speaker recognition (SR) applications, where it has given rise

to the concept of audio-visual speaker recognition (AVSR). The implemen-

tation of deep learning methods into this domain has contributed to the

acceleration of its advancement. However, AVSR shows a paucity of review

articles, especially in the area of deep learning, hindering researchers from

gaining insight into the field. This paper presents a survey on AVSR sys-

tems in perspective of performing thorough analysis to find the gaps for

future. AVSR systems were branched into three major types, which are

audio-visual speaker identification, audio-visual speaker verification, and

audio-visual speaker diarization. Distinctive aspects and main shortages

for various types of AVSR systems are provided. Despite of several promis-

ing AVSR methods in the literature, it is still unsolved research topic. The

integration of the visual and audio systems poses a challenge to AVSR.

KEYWORDS: Audio-visual Recognition, Speaker Recognition, Deep Learn-

ing



1 Introduction

Voice is one of the physical characteristics of human beings can be used

to identify speakers. Based on this logic, automatic speaker recognition

research (ASR) has been developed. This research has piqued the interest

of researchers since it can be used in a wide range of applications, such as

surveillance [11].

In the last two decades, with the advancement of deep learning algo-

rithms, deep learning has brought great developments in SR. For deep

learning ASR, a considerable amount of research has been conducted to

exploit a single modality, which is the audio or visual, mostly based on au-

dio only [16]. Recently, due to the complementary nature of audio-visual

(AV) biometrics, its research has attracted attention [2]. Researchers

have found that visual cues carry complementary information on the au-

dio cues, and its integration into an ASR models significantly improves

the performance [18]. Furthermore, the National Institute of Standards

and Technology (NIST) has proved that AV fusion significantly improves

performance in comparison to audio-only or visual-only systems [21]. Re-

cently, the major research challenge in AVSR is related to the best meth-

ods of integrating visual and auditory modalities.

As a new direction of research, AVSR has few review articles and almost

none related to deep learning. The main goal of this paper is to fill this

gap by reviewing existing AVSR systems published in the last five years.

This paper will provide the advantages and disadvantages of each type of

AVSR and discuss potential research directions for each.

This paper is organized as follows. Section 2 presents the categories in

AVSR. Sections 3, 4 and 5 review the current approaches of the three tax-

onomies, respectively, while Section 6 introduces the datasets for AVSR.

Finally, Section 7 concludes this work.

2 Audio-Visual Speaker Recognition

This section presents the most prominent way of classification of speaker

recognition [13]. In general, speaker recognition systems can be divided

into three types: speaker identification (SI), speaker verification (SV),

and speaker diarization (SD). Similarly, as a branch of speaker recogni-

tion, AVSR also follows this classification [27]. The three types of speaker

recognition will be briefly described below, and Fig. 1 depicts the taxon-



omy of SR systems.

Speaker identification (SI) uses the speech information to determine

the identity of a speaker. This requires comparison with multiple known

speakers in the dataset to obtain the identity of the recorded speaker.

Speaker verification (SV) utilizes the voice information to determine if a

recording is belong to an individual. In other words, it verifies the claimed

identity of a speaker.

Speaker diarization (SD) segments the audio signal into distinct seg-

ments based on the speaker identity, to determine when and who is speak-

ing. Active speaker detection (ASD), which refers to the process of identi-

fying who is currently speaking in a multi-party audio recording or video

conference, is a critical prior step and can be broadly classified as SD [31].

Figure 1. The taxonomy of SR systems

3 Audio-visual Speaker Identification (AVSI)

In 2019, the NIST Speaker Recognition Evaluation (SRE), a benchmark

test for many systems, investigated a new direction on AVSR, causing this

direction to gain more attention from academic researchers [22]. Several

mechanisms of AV fusion have been introduced for AVSR models, includ-

ing early fusion and late fusion.

3.1 Early Fusion

Early fusion is the processing of audio and visual embedding as general

identity features as input to the system. For instance, a two-branch net-

work was proposed to learn joint representations of faces and voices in a

multimodal system before extracted features are used to train a classifier

for speaker recognition [25].



3.2 Late Fusion

Late fusion feeds audio and visual inputs to the speaker recognition and

face recognition systems, respectively, and then combines the results of

both systems. Late fusion is preferred by many researchers because of

its simplicity [29]. Late fusion only merges results of two systems with-

out altering their components. While purely visual deep learning speaker

recognition has generally not existed in the past, many mature systems

exist for both speaker recognition and facial recognition tasks [25]. Re-

searchers only need to combine the two systems to solve the AVSI task.

Accordingly, the researchers manage to enhance the performance of the

two subsystems separately to improve the overall performance.

Different strategies were used in the late fusion, such as the score-level

strategy [9] and the greedy strategy [29]. Score-level strategy aggregates

the scores from each model into a single score, which is then used as the

final decision. In greedy strategy, the individual systems are calibrated

and evaluated, and the best system is selected based on its performance.

Then, all possible combinations that include the best system are evalu-

ated, and the best two-system fusion is selected based on its actual cost.

Although the score-level strategy is simpler and easier to implement, it

may not be as effective as the greedy strategy. On the contrary, the greedy

strategy is more likely to fall into the overfitting.

From our viewpoint, as early fusion has only one input, it can lead to

simple computations. However, early fusion does not take into account

the reliability of either modality. if a modality has much noise, the AV

feature vector will be compromised and catastrophic fusion may occur.

In late fusion, each modality can be processed independently, allowing

more specialized models to be built for each modality, which enhances the

performance. Nevertheless, the audio and visual modalities are disjoint

and one does not take into account the knowledge of the other, which can

lead to some loss of information.

4 Audio-visual Speaker Verification (AVSV)

A common method of SV is to extract a representative speaker embedding

from a given corpus and compare pairs of embeddings with the distance

metric to identify whether the given corpus belongs to the same person



[23]. For AVSV, it is essential to incorporate visual information into this

process, and this section classifies the network according to the different

levels of fusion of visual and audio information.

4.1 Score-level Fusion

Score-level fusion strategy is to assign the best weights to model scores

from multiple biometric sources and then combine these scores [14].

In the 2019 NIST SRE Challenge, Grigory et al. [3] explored automated

quality assessment that automatically estimates the quality of represen-

tations produced by the single-modality system, resulting in enhanced

fractional-level fusion of multimodality.

Although score-level fusion is simple, it is still competitive among other

strategies. For the three-model system, Madin et al. [1] compared embedding-

level fusion with fractional-level fusion and demonstrated that the latter

achieved better results. This may be because for three subsystems, in-

cluding thermal facial system, visual system and audio system, coarse-

grained fusion is a better representation of the overall performance of the

system by achieving a more balanced fusion than the uneven fusion that

results from fine-grained fusion.

4.2 Feature-level Fusion

The feature-level fusion represents the fusion of the extracted audio fea-

tures with the visual features [24]. In AVSV, most of the time, the features

are represented as embedding, hence they can also be called embedding-

level fusion. In this strategy, the attention mechanism is frequently ap-

plied to feature fusion, since it dynamically identifies salient features as

needed, without compressing the overall message into vague abstractions,

and this combination of audio-visual salient features leads to better re-

sults.

In 2019, a feature-level fusion approach based on a neural network

model was proposed that uses an attention mechanism to evaluate the

face and speaker representation contributions extracted from each sub-

system and combine them to obtain a joint representation [26]. This at-

tention mechanism can learn to evaluate the salient modality of input

data to produce a strong fusion representation. In addition to the atten-

tion mechanism, Chen et al. [4] proposed more embedding fusion meth-

ods, including simple soft attention fusion, multi-modal compact bilinear



pooling fusion, and gated multi-modal, and then conducted experimental

comparisons (more information can be found in [4]). The three feature fu-

sion strategies showed significant improvements over the single-modal

system, with the gated multimodal fusion architecture performing the

best. However, score-level fusion outperformed all three strategies. The

likely reason is the presence of a more powerful modality in this work.

4.3 Hybrid Fusion

In addition to using the score-level and feature-level fusion methods in-

dividually, it is also possible to use a mixture of them. A multi-view ap-

proach was introduced by Facebook which generates high-level represen-

tations for audio and video modalities in a space shared across the two

modalities with feature-level fusion [23]. It also showed that the best per-

formance was obtained by combing two fusion strategies.

From our perspective, for feature-level fusion, the learned features of the

modalities share a compatible space, resulting in a fused representation.

It performs better than traditional fractional-level fusion and has advan-

tages in severe cases with corrupted or missing modalities.

In terms of the advantages of score-level fusion, score-level fusion sim-

ply needs the results of modalities, making it easier to apply to the model.

Moreover, it is more likely to perform better when a single modality is

overpowered. Score level fusion can also help avoid overfitting. As it only

uses the final decision or score, which has already integrated information

from all modalities, this makes it more representative of the overall per-

formance and less likely to lead to overfitting. In contrast, feature-level

fusion may lead to overfitting due to an overly fine-grained feature extrac-

tion process.

Currently, feature-level fusion be further differentiated into multiple fu-

sions characterized by varying granularity. This approach has garnered

superior outcomes in comparison to the traditional score-level method on

many models. As a result, one of the ongoing research objectives involves

optimizing the extraction of AV features and effecting a more astute fu-

sion. However, score-level is sometimes comparable to surpasses feature-

level. Therefore, researchers need to consider which is the appropriate

fusion strategy. In addition, some researchers are considering hybrid fu-

sion to compensate for shortcomings and improve overall results.



5 Audio-visual Speaker Diarization (AVSD)

For AVSD, visual information can help with speech overlap and predict-

ing active speakers among candidate speakers [31]. In particular, lips

and facial features are highly correlated [32]. Consequently, researchers

have studied the association of AV information in AVSD based on both lip

visual information and facial visual information. Therefore, this section

divides AVSD into two categories based on the association between talk-

ing faces and voice tracks and on synchronization between utterances and

lip movements.

5.1 Speech and Lip Movements Synchronization for SD

Lip synchronization refers to determining the movement of the mouth and

tongue during speech [17]. Lip information is often used as visual infor-

mation in the field of speech synchronization [8], which is an important

prior step in AVSD and is sometimes used by AD tasks only as part of the

network [10]. This has led researchers to improve overall performance

with lip synchronization.

Recently, an end-to-end multimodal model was proposed to distinguish

speech from non-speech regions in an audio segment [12]. It is based on

audio features, multi-speaker regions of interest (ROI) of lips and multi-

speaker i-vector embeddings. This model also explores the impact of dif-

ferent levels of lip absence on speaker diarization through experiments

where fragments of lip ROIs were manually removed. Similarly, Abuduke-

limu et al. [30] proposed a Dynamic Vision-Guided Speaker Embedding

(DyViSE), which uses dynamic lip motion information to denoise the au-

dio in latent space and then fuses the denoised audio and facial features

together to obtain an embedding of each segment’s identity. Unlike [12],

this network does not fuse the lip information directly with the facial and

audio information as feature embeddings into the system, instead it lever-

ages the lip information as supplementary dynamic information for audio

denoising.

5.2 Face and Voice Association for SD

As speech rhythm and word pronunciation are closely related to facial

movements, a number of researchers have built their solutions for AVSD

based on facial and audio information. Face-based AVSD can be consid-



ered as different tasks according to different assumptions, including as-

signment task and classification task. Juan et al. [15] proposed a mul-

timodal assignment technique, which is a straightforward strategy to di-

rectly establish a correspondence between the audio and the facial fea-

tures of all possible speakers in the scene. However, this assumption does

not hold when there is an off-screen speaker or only background sound.

Considering the assumption of the assignment task does not always hold,

the researchers performed the AVSD as a classification task through eval-

uating the on-screen visual faces one by one. A new model based on a 3D

convolutional neural networks (CNN)s and LSTMs was introduced to pre-

dict an active speaker among candidate speakers [5]. The model is based

on temporal frame processing, but it does not consider temporal depen-

dencies between frames. To address this problem, TalkNet was invented,

which makes decisions by considering both short-term and long-term fea-

tures [28].

In our viewpoint, vertical displacement of the face (movement of the lips

and chin) is the most correlated visual feature to speech production and

can be used to increase the discriminative power of audio features in SD

tasks. However, detecting a speaker’s lips from visual data is more chal-

lenging than detecting the face due to the smaller area it occupies. More-

over, lips are only better detected in close up images from the person front,

while lip reading is difficult when subjects are not facing the camera.

In contrast, face information is less correlated with verbal information

though, which may lead to lower accuracy in SD task. However, the data

for face information is easier to obtain, and face information can generally

be obtained correctly in the case of non-frontal shots. Apart from using a

single visual information, lips or face, some researchers have also tried to

combine all three to get a better performance. In general, the selection

of visual information is a point that needs to be carefully considered in

AVSD. Furthermore, successful extraction of visual information depends

on the speaker facing the camera. Nevertheless, if the speaker is back

to the camera or off-screen, the model needs to be more robust and fault-

tolerant. This is a challenge for future researchers.



6 Datasets for Audio-Visual Speaker Recognition

This section introduces some available datasets for AV speaker recogni-

tion based on three categories in Section 2. VoxCeleb1 [19] and Vox-

Celeb2 [7] are currently the most popular datasets on SI and SV. AVA-

ActiveSpeaker [20], AVA-AVD Dataset [31] and VoxConverse [6] are widely

used for AVSD tasks, the first two of which are primarily to solve active

speaker recognition tasks. Table 1 shows the statistics of these datasets.

6.1 VoxCeleb1

VoxCeleb1 [19] is a large scale audio-visual speaker identification dataset.

The dataset includes a total of 22,496 YouTube videos containing real-

world noise, including background chatter, overlapping speech, laughter

and recording devices, with 1,211 speakers and 148,642 utterances. Each

speaker has both a video and corresponding audio. This dataset is gender

balanced, with 45% of speakers being female.

6.2 VoxCeleb2

VoxCeleb2 uses a similar approach as VoxCeleb1 to collect data on YouTube,

but on a larger scale, with 150,480 videos containing 5,994 speakers and

1,092,009 utterances, and is also multilingual, with speeches from 145

speakers of different nationalities, covering a range of accents, ages, eth-

nicities and languages [7].

Compared with VoxCeleb1, VoxCeleb2 is more than 5 times larger. More-

over, VoxCeleb2 addresses the problems of the VoxCeleb1 dataset still be-

ing an order of magnitude smaller than the popular face dataset and the

lack of ethnic diversity.

6.3 AVA-ActiveSpeaker

AVA-ActiveSpeaker is the first publicly available, large-scale benchmark

for the ASD task [20]. AVA-ActiveSpeaker is based on 160 videos from

YouTube movies. The dataset contains about 3.65 million human labelled

frames or about 38.5 hours of face tracks, and the corresponding audio. It

consists of three types of labels, including Not Speaking, Speaking and

Audible, as well as Speaking but Not Audible, which account for 21.8

hours, 9.46 hours and 0.35hours respectively.



Dataset Videos Speakers Hours Scenario Language Aim

VoxCeleb1 22,496 1,211 352 multi En SI, SR

VoxCeleb2 150,480 5,994 2,442 multi multi SI, SR

AVA-ActiveSpeaker 160 - 38.5 movies multi ASD (AV)

AVA-AVD Dataset 351 1,500 20.25 movies multi ASD (AV)

VoxConverse 448 8,268 64 debate, news En SV

Table 1. Datasets for AVSR systems

AV datasets are still far inferior to image datasets in quantity and variety.

The reason for this may be that auditory datasets are more difficult to

collect and require higher conditions than image datasets.

In terms of the AV datasets for SR, the characteristics of the datasets

differ depending on the classification of recognition. Table 1 shows larger

datasets for SI and SV compared to SD with more videos, diverse sce-

narios and languages. Regarding the datasets for SD, the datasets for

ASD contain more scenes and languages, although the number of videos,

speakers and duration are not as large as those for general AD.

With regard to the trend of AVSR datasets, AVSR datasets are evolv-

ing to employ automated video data collection pipelines, resulting in a

larger dataset. Moreover, videos will tend to comprise multifaceted sce-

narios and encompass diverse forms of noise to improve model stability.

Language will be multilingual, not just English.

7 Conclusion

This paper has provided a comprehensive overview of the deep learning

based AV speaker recognition. The paper begins with an introduction to

the classification of AVSR. With the focus on these classifications, exist-

ing AVSR systems are reviewed. The classification, strengths as well as

weaknesses and challenges of these systems are explored. Prominent AV

datasets are also detailed, compared and classified.
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Abstract

Moving from monolithic approaches to microservice-based architectures

has been increasingly common in cloud-based software development and

delivery. Service meshes are the latest infrastructure development to sup-

port microservices even better. It provides many significant features for

microservices infrastructures, including routing, resilience, and monitor-

ing. This paper reviews the state-of-the-art service mesh implementation

Istio and conducts experiments on how the service mesh impacts applica-

tion performance. Finally, it discusses future opportunities in service mesh

technology.
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1 Introduction

The microservices software architecture has gained considerable popular-

ity by enabling rapid, reliable delivery of complex applications. This archi-

tecture separates an application into multiple small and lightweight ser-

vices, which are independently deployable and loosely coupled [1]. How-

ever, the main disadvantage of microservices is that the integration of

microservice systems faces particular difficulties due to the complexity



and dynamism of the interfaces and communication patterns between the

services [19]. Therefore, a promising approach, known as service mesh,

has been developed and widely adopted in the industry. A service mesh

is a dedicated infrastructure component that facilitates traffic manage-

ment observing and securing communication between services without

code changes to the service implementations. It only focuses on service-

to-service communication rather than on business concerns.

Many open-source service mesh solutions exist, including Istio [10], Link-

erd [12], and Cilium Mesh [2]. This paper aims to review the key technolo-

gies behind the service mesh based on the Istio implementation, evaluate

its performance impact through experiments and discuss the future direc-

tions of service mesh technology.

The rest of this paper is organized as follows. Section 2 elaborates on the

definition of Kubernetes as well as the service mesh. Section 3 analyzes

the Istio architecture while Section 4 conducts experiments and discusses

the results. Section 5 surveys some future possibilities of service mesh.

Finally, Section 6 concludes the paper.

2 Background

This section overviews Kubernetes and the service mesh concept.

2.1 Kubernetes

Kubernetes is an open-source container orchestration framework for au-

tomatically managing containerized applications through simple configu-

rations [11]. It manages multiple distributed machines as a cluster, and

each working machine is referred to as a node. The commonly used con-

cepts in the framework are as follows:

• Pods are the smallest management and deployment unit in Kubernetes.

A pod might contain multiple containers sharing the same network stack

and storage resources. One pod typically implements one microservice

instance in the microservice architecture.

• Deployments control the behavior of pods by defining the desired num-

ber and types of pods in the system. The deployment can be scaled up

or down by changing the number of replicas of the pods in it.



• Services define a virtual static IP address that can be accessed by other

cluster services or outside services. When pods communicate with dy-

namic IP addresses, pods have to restart and connect new IP addresses

since they are ephemeral. In addition, a solution is needed for discover-

ing the pods and balancing the load among them.

2.2 Service Mesh

A service mesh is a dedicated infrastructure component to improve the

convenience of microservice development and to reduce its operational

complexity. The service mesh layer is located between the application

layer and the orchestration layer. It consists of the data plane and the

control plane. The data plane includes a series of proxies, also known as

sidecars. The sidecar function is to proxy ingress and egress (i.e., inbound

and outbound) traffic to and from a microservice and to collect as well

as report mesh telemetry data. The control plane manages the sidecars

through configuration and provides a visual interface to view the traffic

of the whole system. In particular, the service mesh layer consists of four

principal features, as follows:

• Traffic management ensures the connectivity of the various services and

provides functions to ensure high availability and resiliency, including

fault injection and circuit breaking. It allows fine-grained control of the

mesh traffic.

• Observability provides data and metrics on all service behaviors. Fur-

thermore, it improves the developers’ troubleshooting capabilities by in-

tegrating visualization tools.

• Security protects communication that traverses the physical network

between pods by encryption and authentication. Additionally, it isolates

the microservices and their communication from each other on the clus-

ter network. Imposing access control policies prevents unauthorized ac-

cess. Therefore, security aims to mitigate some threats. For example,

attackers can compromise microservices within the service mesh, gain-

ing access to the service mesh components and other microservices.

• Extensibility improves the flexibility of the service mesh and facilitates



Figure 1. Service mesh architecture adapted from [10]

the expansion of its capabilities.

3 Example: Istio

As mentioned before, Istio is an open-source implementation of the service

mesh, and it was released to the public in 2017 with the support of Google,

Lyft, and IBM [14].

3.1 Architecture

The architecture of Istio follows the core principle of the service mesh,

which involves separating the control plane from the data plane. Istio

1.5 changed the architecture of the control plane from microservices to

a monolith, which greatly simplifies the service mesh management for

administrators. The pod name is istiod that consists of Mixer, Citadel,

Galley, and Pilot. In terms of the data plane, each pod comprises two con-

tainers. One is the microservice, and the other is a proxy, which acts as an

agent to intercept inbound and outbound traffic of the microservice. In Is-

tio, Envoy [3], a high-performance proxy implemented in C++, is the only

supported sidecar. The latest Istio 1.17 architecture is shown in Figure 1.

3.2 Traffic Management

In traditional microservice application development, the microservices es-

tablish connections, such as HTTP connections, through domain names or

IP addresses to communicate with each other. In service mesh applica-
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tion development, the application code and development process require

no changes because the sidecars are transparently added to the microser-

vices. The sidecars will intercept the incoming requests and redirect them

to the microservices.

Istio provides three methods to inject a sidecar into a pod: automatic in-

jection, manual injection, and custom injection. The automatic injection is

mainly analyzed here. Istio takes advantage of Kubernetes mutating web-

hook to complete this task. Mutating webhook allows requests to invoke

the webhook server before reaching the Kubernetes API server. The web-

hook server attaches two additional containers, istio-init and istio-proxy,

to the pod. The pod architecture is shown in Figure 2. All containers in

the same pod share a network stack. The istio-init container is responsible

for initializing the network environment of the pod. In addition, it config-

ures iptables rules, enabling sidecars to intercept inbound and outbound

traffic. The container runs as a privileged user and exits after performing

these tasks. The istio-proxy container executes two processes. The first

one is the pilot-agent, and the second one is the Envoy proxy bootstrapped

by the pilot-agent. The pilot-agent process receives control plane instruc-

tions and Envoy-related configurations as an xDS server. The xDS refers

to a series of discovery service resources. For example, endpoint discovery

service (EDS) provides service addresses.

Additionally, Istio offers two methods to intercept traffic. It is based

on the istio-init container or the Istio Container Network Interface (CNI)

plugin. Both of them complete the traffic interception by writing iptables

rules. However, the istio-init container needs the NET_ADMIN and NET_RAW

Linux capabilities, which is the default method. The Istio CNI plugin im-

plements the same networking functionality but without requiring privi-

leges. It is added to the existing CNI plugin configuration and only writes

iptables rules in the Kubernetes pod lifecycle’s network setup phase.

Figure 3 analyzes how Istio traffic is routed in the two scenarios. The

numbers in the figure indicate the order of the processing steps. Appendix
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Figure 3. Traffic flow adapted from [18]

1 shows detailed iptables rules.

3.3 Observability

Istio generates three types of data to provide observability of the service

mesh. The first data type is metrics such as latency and response times

for requests. These metrics are organized into three classes, namely proxy

level, service level, and control-plane level. Prometheus is the database

that collects metrics by default and scrapes metrics from the specific end-

point /metrics at intervals [17]. Specifically, the control-plane level met-

rics are collected on port 15014 by the Istio control plane (i.e., the istiod

pod). and the proxy level and service level metrics are collected on port

15020 of the sidecar.

The second data type is distributed traces, which provide a method to

monitor the dependencies of the services and interactions between differ-

ent services. Istio leverages Envoy’s distributed tracing feature to imple-

ment the tracing integration. Although the sidecars automatically gener-

ate trace spans on behalf of the applications they proxy, the applications

need to forward the appropriate request context to ensure that the spans

in the same request are in a single trace. For example, application devel-

opers must collect some HTTP headers from each incoming request and

forward these headers to the next application.

The third data type is access logs, which provide an approach to record

the behavior of services, including request source and destination meta-

data. Microservices output log data to a file in the pod to help debug appli-

cations or sends data to an OpenTelemetry Collector, which can receive,

process, and export telemetry data [16].



3.4 Security

Istio ensures the security of the service mesh by a Certificate Author-

ity (CA), authentication policies, and authorization policies. It securely

provisions strong identities to every pod with X.509 certificates. In Ku-

bernetes, the ServiceAccount resource serves as the Istio identity model.

Each pod is assigned a service account to run. By default, Istio provides

certificate management out of the box. When Istio starts, it will create

a self-signed certificate for the istiod pod as the root CA. However, Is-

tio can also integrate an external CA, thus securing the communication

in multiple service meshes with the same trusted root CA. When a pod

starts, pilot-agent running in the data plane creates a key pair and cer-

tificate signing request (CSR), and sends the CSR to the istiod pod. The

CA verifies the credentials in the CSR. If the validation succeeds, the CA

generates a certificate and returns it to the pilot-agent, which sends the

certificate and private key to the Envoy via the Envoy secret discovery

service (SDS) API. After this, the sidecar proxy has credentials to com-

municate with the control plane and other proxies.

Peer authentication and request authentication are provided by Istio.

Peer authentication is used for service-to-service communication and sup-

ports three modes: permissive mode, in which a service accepts both plain-

text traffic and mutual TLS traffic at the same time, strict mTLS mode,

and disabled mTLS mode. Request authentication adopts JSON Web To-

ken (JWT) validation for end-user authentication. Furthermore, an Au-

thorizationPolicy resource is introduced to define authorization policies,

which offers mesh-wide, namespace-wide, and workload-wide access con-

trol. The authorization policies impose access control to the inbound traf-

fic in the server-side Envoy sidecar based on the runtime authorization

engine running in the Envoy process, which verifies the request context

against the current authorization policies and returns the authorization

result, either ALLOW or DENY. In Kubernetes, the access control is based

on the labels to restrict policies to apply to specific workloads and the ser-

vice accounts to restrict policies to apply to specific identities.

Istio can be extended to support joining virtual machines into the Ku-

bernetes mesh. Various infrastructures identify workloads differently, for

example, identifying a workload by its IP address and port in virtual ma-

chines or by service names in Kubernetes. Therefore, in a multi-cloud

environment, it is important to have a unified identity authentication



standard. Istio 1.14 supports the Secure Production Identity Framework

for Everyone (SPIFFE) standard by enabling SPIFFE Runtime Environ-

ment (SPIRE), which is a production-ready implementation to identify

workloads in dynamic and heterogeneous environments. The heart of the

SPIFFE specification is defining short-lived cryptographic identity docu-

ments, also known as SPIFFE Verifiable Identity Documents (SVIDs) by

simple APIs. SPIRE consists of the SPIRE server and the SPIRE agent.

The server is responsible for issuing SVIDs and registering workloads.

The agent running on every node requests SVIDs from the server and of-

fers Workload APIs the identity documents in the X.509 or JWT format.

The SPIRE agent communicates with pods on the same node through the

shared UNIX Domain Socket (UDS) and supports the Envoy SDS APIs,

i.e., each Envoy sidecar can fetch the SVID through the SDS API.

3.5 Extensibility

Istio utilizes the Envoy WebAssembly to provide extensibility. WebAssembly

is a portable binary instruction format for a stack-based virtual machine [7].

In previous versions of Envoy, extending its functions (e.g., adding custom

filters) required a specific language, C++, and these programs needed to

be compiled into the Envoy binary, i.e., the developers were responsible for

maintaining a fork of Envoy [13]. After the introduction of WebAssembly,

extensions can be loaded into Envoy dynamically at runtime.

4 Experiments And Results

We set up the service mesh cluster using Minikube in one node [15]. It

was allocated 2 CPUs and 2 GB of memory. We utilized Istio’s load test-

ing tool Fortio [5]. Fortio can run at a specified number of queries per

second (QPS) and calculates percentiles for the response times. Our test

scenario is to simulate 10 users concurrently requesting the Fortio server

for 20 seconds with or without sidecar proxies in one cluster. The files

used for this experiment are shared on our GitHub page1 for community

access. The performance impact of introducing sidecars is the focus of this

experiment. The experimental results are shown in Figure 4. The 99th

percentile is a crucial metric to know microservices latencies [6].

According to the experimental results, as the expected QPS increases,

1https://github.com/jinjiaKarl/Istio-experiment



Figure 4. Experiments

the actual QPS fastly reaches the maximum QPS with sidecars and the

maximum QPS with sidecars is lower than without sidecars. The laten-

cies increase faster with sidecars than without sidecars. The introduction

of sidecar proxies causes some performance degradation because the traf-

fic between services transits the proxies’ network protocol stack, resulting

in an increased delay. Furthermore, Istio collects some additional teleme-

try data, such as, tracing data. The more services a user’s request passes,

the more obvious the application performance impact will be.

5 Future Directions

The sidecar model requires a large number of proxies, many additional

network connections, and a complicated redirection logic to feed network

traffic into the proxies, which leads to performance degradation. There-

fore, the sidecar-less model has attracted the attention of the community.

Cilium Service Mesh, which utilized Extended Berkeley Packet Filter

(eBPF), is the advocate of this architecture. eBPF programs run directly

on the Linux kernel instead of calling syscalls and passing packets back

and forth between kernel space and user space. However, it is difficult to

write and debug eBPF programs, and the model has many limitations. For

example, the size of the program is limited. Although eBPF powers for-

warding, filtering, and monitoring of IP layer (L3) and transport layer (L4)

packets, it is difficult to process application layer (L7) data such as HTTP

retries. Therefore, Cilium Service Mesh currently adopts the following

method. If eBPF programs are not capable of processing the request, the

Envoy proxy running per node handles the request. In a multi-tenant



data center with shared hosts, Envoy needs to be multi-tenant aware since

it handles all connections in this node. Although this architecture reduces

the number of proxies and network delays, it also causes other problems.

First, the failure of the proxy has a wider impact on the service mesh. Sec-

ond, all traffic on the host is handled by the same proxy. If one application

has extremely high traffic and consumes all of the proxy’s resources, the

other applications on the host risk being starved. Therefore, choosing

the sidecar model or eBPF model is similar to choosing virtual machines

or containers. The sidecar model provides stricter isolation, whereas the

eBPF-based model can share resources more effectively.

Currently, several directions in the service mesh deployment model have

been developing. The first direction is to improve the ability of eBPF in

managing L7 traffic in order to substitute sidecar proxies. The second di-

rection is the introduction of the Proxyless Service Mesh based on Google

Remote Procedure Call (gRPC) [8]. The development team only needs

to maintain gRPC versions in different languages, and the service mesh

has no sidecar injections. The third direction is Istio launched sidecar-

less Ambient Mesh [9], which splits Istio’s functionality into two distinct

layers: the L7 processing layer and the secure overlay layer. When the

complicated L7 functions are not required, it is not necessary to deploy

sidecars. Finally, the fourth direction is to persist in the sidecar model

and continuously optimize the performance of the control plane and data

plane.

In terms of security, Role-based access control (RBAC) is used by default

in Kubernetes for access control. It results in some problems such as

the explosion of the number of roles. Therefore, Next Generation Access

Control (NGAC) is proposed as a service mesh access control with fine-

grained granting or denying of user management capabilities [4].

6 Conclusion

This paper has reviewed the key technologies implemented by service

meshes, including traffic management, observability, security, and exten-

sibility. We used Istio as the example of a state-of-the-art service mesh.

Our experimental results show that the sidecar injection causes some per-

formance degradation due to more network hops and runtime overhead.

Finally, we discuss the future directions of service mesh.
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1 Appendix: Iptables Rules

Chain PREROUTING (policy ACCEPT)

target prot opt source destination

ISTIO_INBOUND tcp -- anywhere anywhere

Chain INPUT (policy ACCEPT)

target prot opt source destination

target prot opt source destination

ISTIO_OUTPUT tcp -- anywhere anywhere

Chain POSTROUTING (policy ACCEPT)

target prot opt source destination

Chain ISTIO_INBOUND (1 references)

target prot opt source destination

RETURN tcp -- anywhere anywhere tcp dpt:15008

RETURN tcp -- anywhere anywhere tcp dpt:15090

RETURN tcp -- anywhere anywhere tcp dpt:15021

RETURN tcp -- anywhere anywhere tcp dpt:15020

ISTIO_IN_REDIRECT tcp -- anywhere anywhere

Chain ISTIO_IN_REDIRECT (3 references)

target prot opt source destination

REDIRECT tcp -- anywhere anywhere redir ports 15006

Chain ISTIO_OUTPUT (1 references)

target prot opt source destination

RETURN all -- 127.0.0.6 anywhere

ISTIO_IN_REDIRECT all -- anywhere !localhost owner UID match 1337



RETURN all -- anywhere anywhere ! owner UID match 1337

RETURN all -- anywhere anywhere owner UID match 1337

ISTIO_IN_REDIRECT all -- anywhere !localhost owner GID match 1337

RETURN all -- anywhere anywhere ! owner GID match 1337

RETURN all -- anywhere anywhere owner GID match 1337

RETURN all -- anywhere localhost

ISTIO_REDIRECT all -- anywhere anywhere

Chain ISTIO_REDIRECT (1 references)

target prot opt source destination

REDIRECT tcp -- anywhere anywhere redir ports 15001
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Abstract

In recent years, technology is evolving in a rapid manner. In order to pro-

vide the best user experience, edge and fog computing are often used in

developing devices and applications. However, the environment for the

devices can be highly dynamic. As a result, optimal time and location

placement of fog services has been an issue that needs to be solved. This

study examines the utility of reinforcement learning in solving fog/edge

service placement problems by examining various reinforcement learning

algorithms that were proposed.
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1 Introduction

With the constant evolution of technology, many new applications and

devices are constantly developed. These applications and devices often

requires minimal latency to provide an excellent user experience. Some

of these latency issues can be solved with the services provided by fog and

edge computing. Yu et al. [1] describes edge computing as a paradigm

that is used to migrate storage and computation of data to the edge of the



network where it is closest to the end-users. This provides benefits such

as lower transmission latency between servers and application response

time improvements. On the other hand, fog computing can be seen as a

computing model that provides services such as networking and control in

addition to the services provided by edge computing [2]. However, despite

the benefits of fog and edge computing, there are challenges regarding

both computing models. The key issue being finding a way to determine

the optimal time and location to place to the services of fog and edge com-

puting. There are multiple methods proposed to solve this problem. One

of the approaches is to use reinforcement learning to accurately determine

the most optimized configurations for the fog and edge service placement.

This can be done with machine learning techniques such as reinforcement

learning (RL) and supervised learning (SL). This study will mainly focus

on the reinforcement learning approach.

2 Background

This chapter will introduce the fundamentals of fog and edge comput-

ing, as well as the challenges of service placement of the two computing

models. Additionally, the basics of reinforcement learning and the appli-

cations of it in fog and edge computing will be explained.

2.1 Fog and Edge computing

As a relatively new technology, the definition of fog computing may vary

drastically depending on the source. Many associates fog computing as

a way to provide services such as computing, storage and networking to

nodes in the network that is closer to the end-users [2]. However, as stated

by Bonomi et al. [3], the services provided by fog computing are not nec-

essarily only placed on the edges of the network and instead could be

positioned across the network.

Unlike fog computing, the services provided by edge computing such as

data computation and storages are only provided on the edge of the net-

work that is closest to the end-users. This allows edge computing to han-

dle common performance issues such as latency and connectivity much

better than the other computing models [2]. This does not imply that the

other computing models are to be replaced by edge computing. Instead,

according to Cao et al. [4], edge computing should be implemented in a



way that compliments other computing models.

2.2 Service placement

In order for the two previous computing models to work efficiently, one

major concern needs to be addressed. “How to optimize the deployment

of services?” This service placement problem can be quite challenging, as

unlike cloud computing services, the fog and edge services are resource-

constrained and highly dynamic [5]. Additionally, as opposed to the cloud

computing, the services provided by fog and edge are generally spread

out in the network which further complicates the service placement prob-

lem as there may be geographical complications that must be taken into

account as well. However, if the service problems are addressed and op-

timized properly, fog and edge computing provides great benefits to the

end-users.

2.3 Reinforcement learning

Reinforcement learning (RL) is a subarea of machine learning, where an

agent is placed in an environment for it to perform actions independently,

in hopes to finding the best actions to reach a specified goal [6]. The en-

vironment are often characterized by few factors. First, a state space is

defined, which is a set of states that typically depicts locations in which

actions can be taken. These actions also form another set called action

space. The goal of the agent is then defined as a policy which maps the

states to actions that would reach the specified goal. In order to find the

policy, each action is assigned a reward and the agent is then required to

perform the actions to find a goal while also maximizing the cumulated

reward. This is a lengthy process as the agent must explore multiple

different sequences of actions in order to optimize the reward obtained.

Another key aspect of reinforcement learning is that it differs from other

subareas of machine learning by not requiring data sets to be provided to

train the algorithm. This allows reinforcement learning a better ability to

explore more freely with less bias towards the data set used to train [7].

3 Reinforcement learning for service placement

Service placement problems are generally very complicated and would

require significant amount of effort only to find a sub optimal solution.



Therefore, reinforcement learning is used as an approach in hopes to pro-

duce better solutions more efficiently.

In order to utilize reinforcement learning, the service placement prob-

lem is formulated as a Markov Decision process (MDP). The MDP is gen-

erally characterized as tuples with different designs depending on the

author. Zhang et al. [8] formulated their MDP as a 4-tuple (S,A, P,R

), where S is defined as the finite state space and A as the finite action

space. P is the state transition strategy and R represents the reward func-

tion associated with the mappings of the states and actions. On the other

hand, Eyckerman et al. [9] also formulated their MDP as Multi-Objective

Markov Decision Process (MOMDP) with similar values but with few ad-

ditions. Their MOMDP is represented as 6-tuple (S,A, P,R, ω, fΩ ), where

ω is the space of preference and fΩ is the preference function that takes

preference ω as input and outputs the scalar utility for each action in a

given state [9].

In addition to formulating the MDP, there are other factors that must be

taken into consideration when developing a reinforcement learning algo-

rithm to solve service placement problems. This chapter will first explore

the different optimizations that forms the service placement problem. Af-

terwards, the training process of RL algorithms for service placement is

discussed. Lastly, the relationship of deep learning with reinforcement

learning techniques and the usage of deep reinforcement learning in ser-

vice placement problems is examined thoroughly.

3.1 Defining the optimization

One of the core aspect of the service placement problem is to define the

value to optimize. Poltronieri et al. [6] explores the applications of deep

reinforcement learning by optimizing value of information (VoI) for ser-

vice placement. VoI is a form of utility that information objects (IO) brings

to end-users [10]. Using VoI as the resource management criterion, it can

be optimized to produce a resource management system that prioritizes

assigning resources to the services that provides the highest amount of

value to end-users. Consequently, the results of optimizing VoI shows

that it is an effective method for addressing resource management issues

of fog computing.

On the other hand, Liu et al. [11] prioritizes on minimizing total la-

tency of tasks in a long term. This is achieved by optimizing the service

placement and allocation. As a consequence, they hope to solve the issue



of low-latency requirements of computation-intensive applications in 5G

environments. Similarly, Eyckerman et al. [9] aims to solve the service

placement problem of optimizing energy efficiency while also minimizing

the total impact on the network. As a result, they have proposed a Multi-

Objective Reinforcement Learning (MORL) model to solve these conflict-

ing objectives.

3.2 Training the reinforcement learning model

As mentioned in chapter 2, RL algorithms does not require any data sets

to train the algorithm to produce results. With reinforcement learning,

there are other approaches which can be used to train the algorithms.

For example, Poltronieri et al. [6] proposed an algorithm FogReinForce

which is trained using a simulator. The simulator reenacts the proper-

ties of fog services which interacts with the algorithm through a HTTP

REST interface. The algorithm is then trained using the simulator in

1000 episodes of iterations in order to find the optimal policy. On the

other hand, Mohammadi et al. [12] explores the possibilities of training

the algorithm with data sets while still utilizing the deep reinforcement

learning model. Both of the model training methods produced results in-

dicating the benefits of the algorithms. However there is still an issue

regarding the training time of the RL algorithms. The training process

for RL models generally requires huge time investment, which is one of

the key concerns of developing a RL algorithm. Figure 1 describes an ex-

ample of the training process of RL model using simulation. An algorithm

is executed to interact with a simulation. The simulation then returns a

certain amount of reward based on the action taken to the algorithm. This

process is repeated for a finite amount of times, and the RL model is then

trained based on the results of this training component.

3.3 Utilizing deep learning with reinforcement learning

Deep learning (DL) is a subsection of machine learning techniques which

suited to solve high dimensional problems. Additionally, by making use

of deep neural networks (DNN), deep learning can model high-level ab-

stractions in data [13]. This property of deep neural network can also be

used in reinforcement learning. Li et al. [14] defines deep reinforcement

learning (DRL) as methods which utilizes deep neural networks to ap-

proximate the values of reinforcement learning components, such as the



Figure 1. An example of the training process for a model using simulation.

policy.

Deep reinforcement learning has been integrated in many of approaches

to solve the service placement problem. Poltronieri et al. [6] employs a

DLR based algorithm FogReinForce, to solve the VoI optimization prob-

lem. Specifically, the Deep Q-Network (DQN) algorithm was used to im-

plement the learning process for the FogReinForce algorithm. The algo-

rithm proved to be able to find a good-rewarding allocation policy that

optimizes VoI efficiently. This was evaluated by using a realistic fog com-

puting scenario, which represents a city where the citizens exploits the

functionalities of different Fog services.

DLR was also employed by Liu et al. [11] in their approach to solve the

online service placement and computation resource allocation problem.

They proposed an algorithm that is similar to the Deep Q-Network that

was used in the FogReinForce, namely the Parameterized Deep Q Net-

work (PDQN). PDQN is an algorithm which is used to evaluate the values



of service placement and computation resource allocation decisions. The

evaluation of the decisions is mainly handled by the two deep neural net-

works that were used in the algorithm. As opposed to the DQN algorithm,

PDQN is capable of handing discrete-continuous hybrid action spaces ef-

fectively, which was one of the reasons for adopting it in the approach to

solve the service placement problem. The performance of the PDQN algo-

rithm is evaluated using different simulation setups with various service

placement approaches, such as DQN-based approach. The results of the

evaluation indicate that PDQN performs better than other service place-

ment approaches by having significantly lower total latency [11].

Similarly, Eyckerman et al.[9] explored the DQN methodologies to solve

their Multi-Objective Optimization (MOO) problem. In their studies, Ey-

ckerman et al. [9] examined two different Multi-Objective Reinforcement

Learning algorithms, which were the Deep Optimistic Linear Support

(Deep-OLS) and the Conditioned Network. Deep-OLS is an algorithm

proposed by Mossalem et al. [15] that utilizes two Deep Neural Networks

for optimization. Conditioned network (CN) on the other hand is an al-

gorithm proposed by Abels et al. [16] which is trained based on the DQN

algorithm. These algorithms were further expanded by Eyckerman et al.

[9] using Double Dueling DQN. Lastly, the algorithms are then evalu-

ated by comparing their performance to other algorithms, such as Ran-

dom Search and Non-dominated Sorting Genetic Algorithm II (NSGA-II)

that previously proposed by Eyckerman et al. [9]. While the results show

that all of the algorithms were able to find solutions that fulfills the goal,

the MORL algorithms were shown to be more efficient by requiring less

execution time. Specifically, the CN algorithm is able to produce similar

results as the NSGA-II while requiring much less execution time.

The previously mentioned approaches to solve the service placement

problem all uses deep reinforcement learning in their solution. This is

due to dimensions of the state and actions spaces growing exponentially

[6, 11]. As a consequence, the traditional model free RL methods, such as

Q-learning are not as suitable for the problem [11]. On the other hand,

Zhang et al. [8] proposed the Q-placement algorithm, which is a model

free reinforcement learning technique. By utilizing Q-placement, they

have managed to achieve service cost reductions by optimizing the ser-

vice placement. The results were evaluated by comparing Q-placement to

other state-of-art service/data placement algorithms such as Least recent

used (LCU). Based on the results, the service cost reductions provided



by Q-placement were shown to be more significant compared to the other

service/data placement algorithms.

Comparision between Reinforcement Learning algorithms

Algorithm FogReinForce Parameterized

Deep Q Net-

work

Conditioned

Network

MDP model (S,A, P,R, π) (S,A, P,R, γ) (S,A, P,R, ω, fΩ )

Optimization Value of in-

formation

Latency Energy effi-

ciency, total

impact on

network

Training

method

Simulation Simulation Simulation

DRL usage Yes Yes Yes

Table 1. Comparison of different reinforcement learning algorithms that were discussed
in this study.

4 Discussion

The various reinforcement learning models that were examined in this

study all had a different strategy on solving the service placement prob-

lem. Despite the different approaches to solve the problem, there were

many similarities between them. The similarities can be seen in Table

1, which compares the different reinforcement learning algorithms and

their properties. The three main RL algorithm that were discussed in

this study all utilized deep reinforcement learning in their approaches.

Furthermore, the reinforcement learning models were trained using a

simulation. However, there are still key differences between the RL al-

gorithms, namely how the Markov Decision Process is defined and the

value to optimize.

Defining the value to optimize is one of the core aspects of designing a

RL algorithm, as value formulates the optimization problem that the al-

gorithm aims to solve. The different approaches in this study all chose



a different value to be optimized. The FogReinForce prioritizes on opti-

mizing VoI, PDQN algorithm focuses on minimizing the total latency and

Conditioned Network was used to improve energy efficiency while mini-

mizing the total impact on the network. The difference between the opti-

mizations has a huge influence on the techniques and technologies used

on solve the service placement problem. For example, in the case of op-

timizing energy efficiency and total impact on the network, Eyckerman

et al. [9] had to specifically formulate an extension of MDP to propose a

solution to the problem. On the other hand, FogReinForce had to use a

specific simulator to train model to evaluate VoI service components.

For the FogReinForce algorithm, the MDP was defined as the following

tuple: (S,A, P,R, π). This closely resembles a typical MDP model defined

by Zhang et al. [8] with the addition of π which describes the optimal pol-

icy that would maximize the amount of reward for each action taken. On

the other hand, the MDP model of PDQN algorithm differentiates from

the MDP model defined in FogReinForce. Instead of having the optimal

policy as one of the 5 elements of the tuple, γ was used to describe a dis-

count factor which is used to indicate the degree of future rewards looked

into. In contrast, the MDP model defined in Conditioned Network has

another additional element in the tuple. This is to be expected as Eyck-

erman et al. [9] defined it as Multi-Objective MDP, which an extension

of the traditional MDP model, in order to solve the Multi-Objective Opti-

mization problem. It is also important to note that while all of the MDP

models shares the same reward function element R, the function itself is

different.

In addition to the algorithms discussed in this study, there are also

other algorithms that can be used for solving issues of fog computing. For

example, Heuristic algorithms are often simple to implement while also

providing a decent solution to a given problem in a reasonable amount

of time. On the other hand, Fuzzy-based algorithms are the best suited

for solving problems that is involved with vagueness or uncertainty [17].

While these algorithms can be used as an approach to solve the service

placement problem, the demerits of the algorithms outweighs the bene-

fits gained from them. Heuristic algorithms are not as flexible as DLR

algorithms, which limits their potential in larger networks. On the other

hand, fuzzy-based algorithms does perform well in dynamic environment,

but DLR algorithms are able to solve complex problems efficiently in ad-

dition to the flexibility that fuzzy-based algorithms provides.



Based on the approaches that were reviewed in this study, reinforce-

ment learning methodologies is proven to be effective in solving service

placement problems. Specifically, deep reinforcement learning methods is

often used over traditional model free reinforcement learning methods as

DRL methods are better at handling high dimension problems more effec-

tively. Furthermore, simulations were used as the main training methods

for the models. This allows the models the freedom to explore with less

bias towards a given data set. This is especially important as the models

may produce unexpected results that is optimal towards the goal. The dif-

ferent algorithms also displays the flexibility of DRL, by showcasing the

various approaches to the service placement and allocation problem us-

ing different optimizations. There wasn’t a specific best optimization that

could be used to solve the service placement problem, however single ob-

jective optimization should be prioritized as Multi-objective optimization

is much more challenging.

5 Conclusion

This study explored the fog and edge service placement problem and re-

inforcement learning as a potential solution. The service placement prob-

lem is proved to be challenging since the environment are highly dynamic.

To present the possible solutions to the service placement problem, three

main reinforcement learning approaches were examined. The various RL

approaches all had a different value to be optimized, which had huge in-

fluence on the design on the algorithms. Deep reinforcement learning in

particular has proven to be effective at producing results to optimization

problems in the different approaches. Furthermore, simulations were also

used in all three approaches to train the model instead of using data sets.

As a consequence, the training process are generally very long. While

there was not a clear method that surpasses all the other approaches, the

methods displays the advantages of RL in solving the service placement

problems.
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Abstract

Multisensory media applications have gained a lot of traction in the past

years. Scent is one of the senses that has yet to be incorporated into com-

mercial products. Much research has been conducted on digital scent in

Mulsemedia applications, for which we aim to review the most relevant

ones. In this literature review, we investigate the application areas and

present state-of-the-art technologies and devices. Furthermore, we will dis-

cuss the future of scent in mulsemedia applications and how likely it is to

be a key component with the announcing date of 6G in 2030.

KEYWORDS: internet of senses, mulsemedia, metaverse, virtual reality,

digital scent

1 Introduction

The term Internet of Senses (IoS) was first introduced by Ericsson in their

Consumer Lab [1]. While most companies focus on delivering audio and

visual senses in their Virtual Reality applications [2], IoS looks beyond

these two senses. It can cover olfactory senses, and bodily senses, but also

a change of the environment.

Stimulating a wider array of senses than just audio and visual can lead

i



to a more realistic perception of the environment and overall to an im-

provement of the Quality of Experience (QoE), without increasing cyber-

sickness. On top of that, it was found that the stimulation of multiple

senses allow for a decrease of the quality of the VR video, without signif-

icantly damaging the QoE [3]. Other reasons to develop IoS applications,

is that there are numerous application fields including but not limited

to Healthcare, Military, Work and Education. Such types of Multimedia

applications are often referred to, as Multi-sensory multimedia (Mulse-

media) applications.

Mulsemedia applications face numerous technical challenges such as

Latency and QoE [2], later presented in Section 5. Such challenges can be

addressed via modern technologies. This paper reviews the technologies

that enable Mulsemedia applications, the application areas as well as the

open research and challenges, with a special focus on digital scent and

devices stimulating the olfactory system.

This paper is organized as follows. The most prominent enabling technolo-

gies, namely Digital Scent and Networking technologies, are presented in

Section 2. Next, application areas of Mulsemedia are discussed in Section

3. Furthermore, the state-of-the-art digital scent technology as well as

devices that are being developed are exhibited in closer detail in Section

4. Section 5 peeks at the Open Research, including the challenges that

Mulsemedia applications bring along and whether digital scent could be

commonly used in Mulsemedia applications by 2030. Lastly, we give a

final conclusion in Section 6.

2 Enabling Technologies

Many technologies and devices are already in place in commercial VR-

applications, such as audio devices and tracking devices. Such devices

focus on audiovisual senses.

In order to stimulate additional senses, additional technologies are needed.

We will first talk about Networking technologies, as they become relevant

in Mulsemedia applications in order to address latency and communica-

tion challenges. Afterwards, we will discuss scent technologies. More

research is required on some missing enabling technologies, such as the

synchronization of multiple senses [2].
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2.1 Networking

In order to provide a great user experience for Mulsemedia applications, it

is crucial to minimize the latency so that the virtual world’s interactions

feel smooth. To achieve an immersive user experience, a latency of at most

20 ms is needed, to provide the feeling of being in a different location

[4]. For other applications, such as digital twins, this constraint might

be more tight. In order to approximate this goal, it is desirable to make

efficient use of fast networking technologies.

The technologies listed in the following are based on a case study of a

remote UAV, deployed for a Mulsemedia application. If it is needed to

connect to a non-stationary remote device, 5G is typically used in order to

connect to the device. Such applications are often deployed on the Edge, in

order to leverage the computation to the cloud while keeping the latency

at its minimum. Lastly, the use of modern protocols, such as WebRTC

and QUIC help minimize the latency for video streaming and sending

commands from the local user to the remote machine. [5].

While video streaming mainly requires high-throughput, another chal-

lenge is to synchronize all incoming sense streams [6]. The transmission

of smells does not require high throughput, as little data about the scent

has to be transferred. We didn’t furhter look into existing protocols and

formats for transferring scnent, however, research on the topic has been

conducted [7].

2.2 Scent

In the following, the technologies related to digital scent are addressed.

Broadly speaking, digital scent can be split into scent recognition and

scent synthesis. Recognition works through electrochemical sensors and

classifying detected scents based on an existing data set, oftentimes in

combination with machine learning. [8]. Devices for both categories for

both chemical [9] and electrical stimulation [10] have been developed al-

ready.

Digital scent is synthesized through chemistry or electrical stimulation.

When producing a scent through chemistry, cartridges are used, typically

to release molecules, which evaporate in the air and create a certain smell.

However, using up and refilling the cartridges can be quite costly. On top

of that, the produced scents are limited by the variety of cartridges [8].

In the case of electrical stimulation, studies were conducted where par-
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ticipants were exposed to electrical stimulation at the trigeminal nerve

and the olfactory bulb. This would lead to a sensation of smell. Using

electrical stimulation, participants weren’t able to reliably feel a smell

and the electricity would sometimes lead to pain [8]. However, research

on finding more innovative scent synthesis technologies using electrical

signals is conducted [10].

Scent will be the main focus of this paper, and existing scent devices will

be discussed more thoroughly in Section 4.

3 Application areas

Mulsemedia serves a lot of different use cases. Following the theme of this

paper, we will focus on the applications which especially make use of the

olfactory sense. The application areas that we will focus on are on Health

and well-being and on the Industry.

There exist other use cases, where scent can be used, but where a differ-

ent sense has a greater impact on the application.

For instance, mulsemedia enables the healthcare industry to perform

surgeries remotely, by communicating Haptics [2]. While scent could be

used to communicate some data between the patient and the practitioner,

it’s by far not as relevant as the communication of haptics.

3.1 Health and well-being

Mulsemedia can be used to improve someone’s health and well-being. By

analysing the scent and air quality inside someone’s home, a remote prac-

titioner can make a diagnosis of certain medical conditions [8].

Since our olfactory system is linked to our emotions and memories, the

use of digital scents can have an impact on our well-being. Certain scents

can be used in order to create a relaxing environment. This holds for

scents that users associate with positive memories, as well as scents that

are relaxing, such as lavender or the smell of grass. This is especially

useful for moments in which a person faces anxiety. In combination with

digital scent, immersing oneself in a mulsemedia application of a walk in

nature can be utilized to reduce anxiety and stress [2].
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3.2 Industry

Tourism mulsemedia applications greatly benefit from enhancing the user

experience using mulsemedia. [8]. A common strategy would be to use

scents in virtual tours. Our olfactory system is linked to our memories,

and therefore smelling scents that are associated with different locations

can evoke an immersive feeling. As an example, woody smells could be

used at historical buildings, incense and myrrh could be used inside reli-

gious buildings and marine, citrusy and aquatic smells could be used for

beach resorts.

The same goes for art and entertainment. Digital art content can make

use of scent as an additional sense, to portray the piece of art differently.

Video games and movies can augment the perception as well. Similarly

to the tourism industry, scents can be attached to different scenes and

locations, to augment the experience.

Another branch benefiting from digital scent is marketing [8]. Likeable

and fitting smells can be attached to a brand in order to influence cus-

tomer behaviour unconsciously.

3.3 Food

Furthermore, scent cannot only be used to evoke more realistic experi-

ences, but also to simulate the taste of food [11]. The applications de-

scribed in the paper range from online taste sampling, research and po-

tentially reducing obesity such as by fighting flavour addiction using dig-

ital taste, without the user needing to eat.

4 Scent devices

In this section, we’ll talk about scent devices developed as commercial

and scientific devices. Our focus will be on scent-producing devices, rather

than scent-recognising devices, because scent-producing devices have more

use cases in Mulsemedia applications, than scent-recognising devices and

because the focus of mulsemedia research has been on scent production

devices [21]. Additionally, based on our findings, within the mulseme-

dia sector, companies have developed more scent-producing devices than

scent-recognising devices.

The devices were found on our own through search engines and through
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Table 1. Overview of scent production devices

Ref Name Type Format Platform Use Cases
# Cart-

ridges

Commercial devices

[12] OVR C WRBL
Unity,

Unreal

WELL,

ENT
1

[13] Olorama C DESK

Unity,

Unreal,

API

ENT 10-12

[14] Aromajoin C DESK
Unity,

SDKs
MAR 6

[15] Inhalio C DESK SDKs
WELL,

MAR
4

[16] ScentRealm C DIFF App
WELL,

ENT
12

Research Devices

[17] OSpace C DESK Arduino WELL 6

[9] inScent C WRBL FRA WELL 8

[18] Essence C WRBL API WELL 1

[19] BioEssence C WRBL API WELL 3

[20]
Season

Traveller
C WRBL

BLE

Nano
ENT 4

[10] Nose pin E WRBL - ENH -
Includes: Name (Either the company name, or the device name, or a conceptual
name if neither exist), Type (C=Chemical, E=Electrical), Format (WRBL=Wearable,
DESK=Desktop, DIFF=Diffuser), Platforms Disclosed (Unity, Unreal Engine, API for Pro-
gramming language, SDK for programming language, App, Arduino, FRA=Framework,
BLE Nano), Use Cases (WELL=Wellbeing, ENT=Entertainment, MAR=Marketing,
ENH=Enhancement of Smell), Number of Cartridges
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literature surveys [22, 23, 24]. We did not include all devices, as some

of them were outdated or not unique enough, compared to other devices.

Some of the devices, listed in [24], were not necessarily intended for Mulse-

media.

All the commercial scent production devices that we looked at produce

scent chemically and not electronically. A possible reason for this, is that

research has focused much more on chemical production, rather than the

electrical stimulation of the nose.

For an overview of the described devices, please look at Table 1.

4.1 Commercial Devices

The listed devices have their own unique features. The devices that OVR

develops combine different aromas from a single scent cartridge, to create

thousands of scents [12]. Olorama, Inhalio and ScentRealm all focus on a

wide array of use cases and have separate devices available [13, 15, 16].

Aromajoin supports a change of scents within 0.1 seconds, and it supports

blending scents granularly [14].

4.2 Research Devices

After OSpace was presented, it was reused in other studies [17]. In the

cited study, scents were released, to notify the driver about car-related

information.

inScent, Essence and Bioessence are wearable necklaces. With inScent,

mobile notifications could be paired with a scent [9]. For example, if

the user received messages from important contacts, or calendar notifica-

tions, different scents could be released. Essence and its modified version,

Bioessence rely on contextual and biometric data, to release scent in order

to improve wellbeing [18, 19].

The Season Traveller is a VR application, in which the user goes on a

journey through four seasons. On its journey, the olfactory, as well as

haptic senses are stimulated, in order to create a more realistic user ex-

perience.

Finally, the nose pin is a device developed to enhance the smell of gas

and thus locate gas leaks [10]. While the application itself is not related

to Mulsemedia, the device showed an improvement compared to previous

devices using electrical stimulation, as the device would work reliably and

not cause pain [8].
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5 Discussion

In the following, we will look at the challenges that research is facing, and

we will consider whether scent can become a key component by 2030, the

announcing date of 6G. We will also look at the negative aspects of digital

scent and take them into account in the discussion.

In terms of networking, mulsemedia applications face some challenges.

When it comes to scent, low latency is arguably one of the most important

components. Given that 6G networks aim to provide latencies of 1ms or

less, this requirement would be satisfied. [25]

Another aspect regarding quality of experience is to synchronize the

streams of senses, which requires more research.

High throughput is not required for scent-intensive applications, but

rather for applications which are heavy on video transmission, such as

holographic communication.

Overall, the opportunities that digital scent brings in Mulsemedia ap-

plications are great, as laid out in Section 3. The scent devices themselves

are capable enough already, to be used in mulsemedia applications.

Although there still exist some challenges, regarding Quality of Expe-

rience and networking, it doesn’t seem unrealistic that those challenges

will be solved by 2030.

A potential problem with distributing digital scent to consumers is the

cost of digital scent. Olorama’s Scented VR Pack that comes with a device

and 10 scents retails for C2,449 [13]. A more affordable alternative is to

build a scent device on its own. However, it is questionable, whether the

average consumer would be willing to invest the time into this process.

Moreover, based on our findings, it is unknown what the user retention

is, that is how long the users keep using a scent device. Users might stop

being interested in using scent devices for various reasons. Scent may

cause headaches for some subjects. Finally, when using chemically pro-

duced scents, which is the current norm of the industry, the scent needs

to be restocked, which increases the price point.

6 Conclusion

As presented in this literature review, digital scent has gained a lot of

attention in research and in the industry. Due to its large amount of ap-
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plications, some companies also decided to develop digital scent devices.

Based on our discussion, the technology behind digital scent is likely to be

mature enough to be widely used in multimedia applications by 2030, the

announcing date of 6G. On the other hand, it’s hard to predict how many

users of mulsemedia applications would acquire scent devices and regu-

larly restock cartridges. Further research is required for some challenges

presented earlier, such as the synchronization of scents.
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Abstract

This paper investigates the concept of algorithmic power and its impact on

individuals, while also exploring various strategies for resistance against

it. The study examines academic literature on algorithmic power, high-

lighting the disconnect between research that portrays users as passive vic-

tims and research that emphasizes user agency and resistance. By analyz-

ing these two perspectives, the paper proposes a comprehensive approach

to better understand the complex dynamics of algorithmic power. Further-

more, it highlights the need for increased transparency from companies in

the context of algorithmic power. Ultimately, the paper calls for a more bal-

anced and nuanced analysis that considers both the power of algorithms

and the potential for individuals to resist or adapt to these influences.

KEYWORDS: algorithms, algorithmic power, sociology

1 Introduction

In recent years, algorithms have become an intrinsic part of our daily

lives, shaping and influencing our experiences and decisions in ways that

we often do not understand [1, 2]. The increasing influence of algorithms

has made the concept of algorithmic power a pressing concern. The term



algorithmic power refers to the control and influence that algorithms and

the companies that develop them have over individuals, society, and the

economy [1,3]. This power is derived from the ability of algorithms to pro-

cess and analyze vast amounts of data, automate decision-making pro-

cesses, and shape our experiences, beliefs and behavior [4]. Some chal-

lenges associated with algorithmic power include biased algorithms, lack

of transparency, and privacy concerns.

This paper examines the literature surrounding the concept of algorith-

mic power from two distinct perspectives. The first approach focuses

on the analysis of utilization of algorithmic power, which is examined

through the lens of critical sociology of algorithms. The second approach

addresses resistance to the use of algorithmic power and the efforts to

counteract its effects, studied within the framework of sociology of algo-

rithmic critique. The scope of this literature review is mainly limited to

peer reviewed articles and books relevant to algorithmic power and asso-

ciated concepts. Due to the field’s vast and rapidly changing nature, this

paper highlights a select few foundational sources, predominantly from

Western societies, which may not fully represent global experiences.

This paper is organized as follows: Section 2 provides an overview of

the critical sociology of algorithms, highlighting the key themes. Section

3 examines resistance to algorithmic power, exploring the strategies and

tactics that individuals and groups use to challenge or undermine the

influence of algorithms. Section 4 analyzes the main findings of the paper,

reflects on the implications of these findings, and suggests avenues for

future research in this field. Finally, section 5 draws conclusions from the

analysis and discusses the significance of algorithmic power in the future.

2 Utilization of Algorithmic Power

Algorithmic power is a relatively new type of power that has emerged from

the widespread use of digital technologies and big data. It refers to the

power that is exerted by algorithms, which are sets of rules or instructions

that are used to solve a problem or perform a task [3].

Companies are among the most prominent users of algorithmic power,

as they use algorithms as a tool to achieve their goals. Profit-oriented

companies in particular are likely to choose algorithms that maximize

their profits, rather than settling for neutral options. Thus, it is important

to analyze algorithmic power. This section analyzes the literature on the



overall power dynamics of algorithmic power, big data, and surveillance

capitalism in the context of algorithmic power.

2.1 The power of algorithms

Firstly, it is crucial to examine how algorithms can possess power. Unlike

traditional forms of power, such as economic or political power, algorith-

mic power usually functions on a subtler level [1,5]. Algorithms typically

exert power by shaping individuals’ or groups’ choices, rather than using

overt coercion or persuasion [6]. As a result, this form of power is less

noticeable to users compared to, for example, legislative power, since al-

gorithms often operate behind the scenes [7].

This does not mean that algorithms lack power, as Schwartz [1] argues

in his book that content recommendations, for instance, exert a form of

power since they can result in tangible changes in our lives. An example

he provides is that a navigation software cannot directly dictate which

route a user will take, but it significantly influences their decision-making

process. Furthermore, these decisions may also have unintended conse-

quences that are not immediately apparent. For instance, if a navigation

software consistently promotes a particular road to its users, it can lead

to increased traffic on that road, which may cause other issues.

The power of algorithms extends beyond recommendations, as individ-

uals and companies are becoming increasingly reliant on completely au-

tomated decisions made by algorithms [2,4]. This increase in automation

is advantageous for companies, as algorithms can analyze vast amounts

of data in milliseconds at a fraction of the cost instead of using humans

for the same task [7]. One major concern is that these algorithms are

not only used for trivial decisions, but can also decide who gets insurance

coverage, loans, and even job opportunities [4]. This raises significant

concerns about the implications of algorithmic power becoming too vast

and unregulated.

A key challenge in analyzing algorithmic power lies in understanding

its true impact. Olhede and Wolfe [8] suggest that public discourse tends

to swing between "unrealistic expectations" and "overblown fears," lead-

ing to significant uncertainty about the real implications of algorithmic

power. This can be attributed, in part, to science fiction films like Termi-

nator, which emphasize existential fears surrounding autonomous weapon

systems, even though such concerns may not be currently warranted [8].

As a result, the actual capabilities and limitations of algorithms might



not be clear to the average person. Furthermore, attempts to simplify al-

gorithmic capabilities often result in oversimplification, which can distort

their potential and functionality [9]. By recognizing the multifaceted na-

ture of algorithms, we can develop a more nuanced understanding of their

roles, applications, and potential impacts on various aspects of society and

human life [9].

2.2 Big data and Surveillance capitalism

One important term in relation to algorithmic power is big data. Big data

refers to the massive amount of data generated by individuals, organi-

zations, and machines that cannot be analyzed via traditional means [7,

10]. The extent to which data is collected is often not understood by in-

dividuals, since companies can effectively collect everything and use that

information to infer even minute details about a person [7,11]. The im-

mense value of big data incentivizes companies to gather as much infor-

mation as possible, often without meaningful consent or fair compensa-

tion [11]. While big data itself is not inherently a form of algorithmic

power, it serves as an essential foundation for algorithmic power to func-

tion effectively.

The rise of algorithms and availability of data in our daily lives has

given way to a new type of socio-economic structure called surveillance

capitalism [4, 12]. This structure is characterized by the collection of vast

amounts of data about individuals, which is not done for their benefit,

but rather for the benefit of large corporations[4]. As Zuboff writes in her

book "The Age of Surveillance Capitalism" [4] algorithmic power has led

to a new type of power structure that revolves around the use of data to

monitor, track, and manipulate individuals.

The model of surveillance capitalism as described by Zuboff [4] is a

really harsh depiction of algorithmic power where human experience is

used as “raw material” for behavioral data. This data is fabricated into

“prediction products” used to create behavioral futures markets, in which

surveillance capitalists trade on predictions of human behavior. Further-

more, Zuboff [4] claims that the power of surveillance capitalism is it can

shape and modify human behavior at scale, subordinating the means of

production to an increasingly complex means of behavioral modification.

She goes even as far as calling surveillance capitalism a parasitic force,

which threatens “to cost us our humanity“.

This portrayal of surveillance capitalism is rather dystopian, as it im-



plies that nothing good can come from algorithms. However, it is crucial

to recognize that Shoshana Zuboff [4] does not label algorithms as inher-

ently negative or positive. Instead, she highlights the exploitative nature

of surveillance capitalism and its associated practices, which often involve

the misuse of algorithmic power.

While surveillance capitalism’s abuses of algorithmic power are concern-

ing, algorithms can also be harnessed for positive outcomes, such as im-

proving healthcare, education, and environmental sustainability [8, 10].

Furthermore, it’s essential to acknowledge that algorithms are the only

realistic method for analyzing vast data amounts, making research into

them important [10]. Thus, it is crucial to carefully consider the ethical

implications of algorithmic decision-making and ensure that they align

with human values and rights.

2.3 Ethical considerations of Algorithmic power

Algorithmic power raises several ethical considerations that need to be

addressed [13]. A major concern is the potential for discrimination and

bias in algorithmic decision-making, as algorithms are only as objective

as the data they are trained on [13]. If the data contains biases, these

biases will be reflected in the decisions made by the algorithm. Moreover,

models can become outdated or flawed over time. For example, if an al-

gorithm is trained on historical data that reflects biased hiring practices,

the algorithm may continue to perpetuate these biases by favoring certain

groups of people over others [13].

Cathy O’Neil [13] in her book, as an example, relates problems of bad

data in algorithmic power to racism. She argues that racism, at an indi-

vidual level, can be seen as a predictive model operating in the minds of

billions of people around the world. This model is built from faulty, in-

complete, or generalized data that indicates certain types of people have

behaved badly, leading to the binary prediction that all people of that race

will behave in the same way. Racists rarely spend time searching for reli-

able data to train their models, and once their model becomes a belief, it is

hardwired and generates poisonous assumptions. While O’Neil’s example

is not inaccurate, it shares similarities with Zuboff ’s portrayal of Surveil-

lance capitalism, in that it lacks nuance and presents a predominantly

negative perspective.



2.4 Algorithmic accountability

As reliance on automated decision-making grows for critical aspects of hu-

man life, such as employment and prison sentencing, biases in algorith-

mic power have become a pressing concern [1]. The use of algorithms in

these contexts raises questions about accountability, as it is often difficult

to determine who is responsible for the outcomes of algorithmic decisions

[3]. This issue becomes even more significant when considering the fact

that algorithms are susceptible to errors [3]. Consequently, addressing

the matter of algorithmic accountability and determining who should be

held responsible for decisions made by automated systems is crucial [3].

Diakopoulos [3] argues that algorithms should be viewed as "objects of

human creation". As such, algorithmic accountability should take into

account the human influences embedded in algorithms, including crite-

ria choices, training data, semantics, and interpretation [3]. Addition-

ally, the intentions of any group or institutional processes that may have

influenced the algorithm’s design and the agency of human actors in in-

terpreting the output of algorithms must be considered when evaluating

algorithmic accountability [3]. However, this approach can become prob-

lematic when attempting to pinpoint exactly who to blame for a mistake

made by an algorithm, as bad data might be considered a mitigating fac-

tor. This challenge is akin to determining fault when a company’s em-

ployee makes a mistake, since it can be difficult to discern whether re-

sponsibility lies solely with the individual or if the company should also

be held accountable as well.

3 Resistance to algorithmic power

The analysis of algorithmic power often neglects the role of user agency,

as the prevailing narrative tends to emphasize the negative impacts of

algorithms on individuals [5]. However, it is essential to recognize that

there are many forms of resistance to algorithmic power. These can range

from individual actions, such as modifying privacy settings, data collec-

tion settings or disregarding recommendations, to collective efforts, such

as advocating for algorithmic transparency and accountability.

The availability and use of data is a crucial aspect of algorithmic power,

particularly in the context of big data [14]. The accuracy of algorithmic

predictions heavily relies on the quality and quantity of accessible data



[14]. Without relevant data, algorithms cannot effectively perform their

intended functions. Consequently, the power of algorithms is intrinsically

connected to the availability and application of data. As a result, an effec-

tive method of resisting this power is by limiting data availability.

This section explores diverse strategies for resisting algorithmic power,

including transparency in algorithmic systems, legislative restrictions such

as GDPR, and individual-level tactics like selective information sharing

and using ad blockers. By examining these methods, we can empower

users, promote equitable and accountable algorithmic systems, and miti-

gate the negative consequences of algorithmic power on society.

3.1 Transparency

Achieving transparency is a key concept in resisting algorithmic power

as it involves making information about AI systems and their decision-

making processes accessible and understandable to individuals [3]. How-

ever, achieving transparency is not as easy for algorithms as it is for other

forms of power, such as political power. The hidden motives of politi-

cians can be analyzed by looking at who paid them, but algorithms are

often hidden behind layers of technical complexity, making it difficult for

individuals to understand how they work and the decisions they make

[3]. Thus, it is important to define how to achieve transparency, as large

algorithmic systems like neural networks are not human-readable, and

the data collected is immense [3]. Furthermore, there is the question of

whether companies should disclose their trade secrets.

Diakopoulos [3] emphasizes the importance of striking a balance be-

tween disclosure and secrecy when it comes to algorithmic systems. Re-

quiring companies to disclose their entire source code, for example, would

give away all of their trade secrets. Furthermore, creating a standard for

what should be disclosed will be challenging since different companies col-

lect and use data in completely different ways. Therefore, it is necessary

to carefully consider what information should be made public and what

can remain proprietary to ensure a fair and transparent system.

3.2 Legislative Restrictions

Legislative restrictions are another form of resisting algorithmic power.

Governments worldwide have recognized its potential negative consequences

and enacted laws to mitigate them [14]. These primarily focused on man-



aging data acquisition and usage [14]. One of the most prevalent legisla-

tive restrictions has been the European Union’s General Data Protection

Regulation (GDPR), which aims to protect individuals’ personal data and

regulate how it is collected, processed and stored by companies [15].

The GDPR provides individuals with greater control over their personal

data, including the right to access, correct, and erase it [15]. It also re-

quires companies to obtain explicit consent from individuals before col-

lecting and processing their data [15]. However, merely granting indi-

viduals control over their data may not necessarily diminish algorith-

mic power, as many users might consent to data collection without much

consideration. Additionally, consent forms, such as end-user licensing

agreements (EULAs), can be one-sided, non-negotiated, and presented in

lengthy, dense legal language, making it difficult for users to be fully in-

formed of the terms and conditions they are agreeing to [11]. However,

GDPR seeks to mitigate this issue by implementing a series of require-

ments that promote transparency and enhance user understanding.

While legislative restrictions can be effective in mitigating the nega-

tive consequences of algorithmic power, there are also challenges associ-

ated with their implementation. For example, there may be difficulties in

enforcing laws across different countries with varying legal systems and

cultural norms. Additionally, it is arguable that strict regulations may

reduce innovation and hinder technological progress [3]. Another limita-

tion of legislative restrictions is that they can be slow to adapt to rapidly

changing technological advancements, which may require immediate re-

sponses. However, overarching legislative changes are crucial in combat-

ing algorithmic power, as changes at the European Union(EU) level are

likely to have a significant impact on companies operating outside of the

EU. This is because companies operating outside of the EU might find it

challenging to maintain two different systems.

Overall, legislative restrictions can be an effective way to empower users

to control their personal data and ensure that sensitive information, such

as health and personal information, is protected from being sold or mis-

used [15]. In this regard, legislative restrictions are crucial for safeguard-

ing individuals’ privacy and rights.

3.3 Individual-Level Resistancel

Although legislative measures have expanded users’ control over their

data, there are additional strategies for resisting algorithmic power at



the individual level. One such approach involves selectively sharing infor-

mation with algorithms, providing only necessary data while withholding

or falsifying other details [5]. In recent times, the use of virtual private

networks has increased, making it increasingly challenging to obtain ac-

curate location data. This effect can also extend to other users, since if a

noticeable proportion of users falsifies their data, the overall dataset be-

comes less trustworthy since algorithms cannot distinguish between au-

thentic and fake information. Users can also limit the data they generate

by adjusting their online activity or declining data collection entirely. By

employing these tactics, individuals can undermine the accuracy and ef-

fectiveness of algorithms, reducing their power over personal information.

A powerful tool for individuals to resist algorithmic power is the use of

ad blockers. This method is significant as it effectively neutralizes one

of the most prevalent forms of algorithmic power meaning manipulation

through targeted advertising [4]. This is also important for resisting the

power of larger tech companies such as Google and Meta as advertisement

constitutes a large portion of their income [1].

4 Analysis

After reviewing the literature in this paper, it is evident that there is a

disconnect between some academic writing and the reality of algorithmic

power. While some academic works (e.g. [4], and [13]) depict algorithmic

power as something exerted over unsuspecting victims who are unaware

of its influence, writing from the perspective of resistance (e.g., [5] and

[15]) highlights ways in which individuals can resist and undermine its

power, demonstrating that users are not merely passive victims. More-

over, in academia, the focus on individual users’ resistance to algorithmic

power seems to be less prevalent, potentially contributing to the discon-

nect in perspectives within the literature.

For example, academic works focusing on the negative aspects of algo-

rithmic power might discuss how algorithms can be used to manipulate

user behavior and exploit personal information, often portraying users

as helpless in the face of these forces. On the other hand, research on

resistance to algorithmic power showcases the agency and resilience of

users and governments, revealing their ability to selectively share infor-

mation, alter their online behavior, and employ other tactics to counteract

algorithmic power. This contrast between passive victimhood and active



resistance highlights the discrepancy found within the literature.

By combining the approaches discussed in this paper, a more compre-

hensive understanding of algorithmic power can be achieved. For exam-

ple, a study could investigate a company’s use of algorithms for data anal-

ysis and the resulting conclusions. It could also examine the impact of

user resistance, such as selective information sharing or behavior modifi-

cation, on algorithmic outcomes. This research would deepen our under-

standing of algorithmic power dynamics and potential resistance. How-

ever, effectiveness of such analysis would require a greater transparency

from companies, as black box testing alone would be challenging due to

limited access to what data is tracked.

One aspect not covered in this review is the impact of artificial intel-

ligence on algorithmic power, which has received limited academic re-

search. This is partly due to the capabilities of AI-generated content not

being fully realized until the emergence of large language models like

ChatGPT, which can generate text closely resembling human language,

blurring the line between human-generated and AI-generated content.

Given this development, it is crucial to demand greater transparency from

companies regarding how they utilize this technology.

5 Conclusions

This paper analyzed the complex dynamics of algorithmic power, its po-

tential negative consequences and resistance to it. A key finding is that

combining perspectives from usage of algorithmic power and resistance to

it can lead to a more comprehensive understanding of algorithmic power.

However, the effectiveness of resistance to algorithmic power is often con-

tingent on greater transparency from companies utilizing algorithms.

The growing impact of artificial intelligence on algorithmic power, espe-

cially through large language models like ChatGPT, underlines the impor-

tance of transparency in AI-generated content. Future research should fo-

cus on deepening our understanding of algorithmic power dynamics and

exploring AI’s role in this context. Regulatory bodies, such as the EU,

should consider requiring companies to disclose when content is gener-

ated by AI models to maintain accountability and protect users from po-

tential manipulation.
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Abstract

This seminar paper explores the issues and challenges related to secret

management in infrastructure as code (IaC) practices. IaC is a software

development practice that configures system dependencies and provisions

remote and local instances. The paper analyzes the common issues and

practices found in the grey literature, discussing and analyzing two main

state-of-the-art resources in this area. The aim of the paper is to provide

a good overview of the topic and identify possible gaps in the two main

sources. The paper concludes that it is essential to develop common prac-

tices and spread awareness of the secret management issues in IaC for

practitioners to improve the quality of IaC scripts and ensure overall im-

plementation safety.

KEYWORDS: Secret Management, Infrastructure as Code

1 Introduction

Infrastructure as code (IaC) is a practice in software development that

automatically configures system dependencies and provisions remote and

local instances [1]. One of the main benefits of using IaC practices is

the increased deployment frequency which saves a significant amount of



time in software production. Despite the growing interest in IaC among

both the practitioners and the researchers, the state of research regarding

secret management in IaC has a lot of room for improvement in the future.

The lack of research on security and secret management in IaC is alarm-

ing since the lack of secure practices in IaC can cause significant conse-

quences [1]. One of the biggest issues in secret management in IaC is

that IaC scripts are vulnerable by nature to include secrets e.g., hard-

coded passwords, usernames, and private cryptographic keys [2]. There-

fore, it is vital to develop common practices and spread awareness of the

secret management issues of IaC for practitioners so that the quality of

IaC scripts will increase and the overall implementation of IaC will be-

come safer.

This seminar paper discusses issues and challenges regarding secret

management in IaC. The aim of this seminar paper is to analyze the com-

mon issues and practices found in the grey literature. The seminar paper

discusses and analyzes two main state-of-the-art resources in this area

and the aim of this paper is to provide a good overview of the topic and

identify possible gaps in the two main sources.

This paper is organized into 5 sections. Section 2 will provide the back-

ground information for understanding the discussion in the later sections.

Section 3 discusses the issues and common practices of secret manage-

ment in IaC. Section 4 will discuss the gaps and challenges found in the

literature. Lastly, section 5 will provide a summary of the main findings.

2 Background

The two main topics in this paper are secret management and infras-

tructure as code. This section defines both of the topics and provides the

background that is needed for following the deeper discussion.

2.1 Secret Management

Most common secrets during software development are related to authen-

tication and they can be passwords, credentials, and keys [3]. In some

cases, secrets can be considered as key-value pairs that contain secret

information and the key-value pair can be used to authenticate or au-

thorize access to services or APIs, e.g., databases and cloud services [4].

The unique key in a key-value pair is used to identify an item in a data



structure and the value is the data associated with the key. To keep the

secret safe, the key-value pair must be stored in a secure location and the

transition of the key-value must be protected.

Secret management is the management of multiple secrets, which might

be used in multiple projects in software development [4]. Secret manage-

ment stores the secrets safely and ensures that the transit of the secret is

protected. The creation, rotation, and revocation of secrets are also man-

aged by a secret management system. The same secrets might be needed

in different projects and phases in the software development cycle and

therefore secret management also aims to make the secrets available in

all phases of the cycle.

2.2 Infrastructure as Code

Infrastructure as code manages and provisions the infrastructure for com-

puting environment and the configuration of the source code [2]. One of

the main benefits of IaC is that it automates the process of provisioning

large infrastructure at scale. IaC uses dedicated programming languages,

such as Terraform [5], Puppet [6], Chef [7], and Ansible [8], to implement

the IaC system.

The biggest challenge for IT organizations to use IaC in their systems

is that IaC scripts contain secrets, such as hard-coded passwords and pri-

vate SSH keys [2]. It has been found that over 9000 hard-coded passwords

have been found in a collection of over 60 000 Open Source Software (OSS)

IaC scripts [9], which means that secret management in the OSS domain

for IaC scripts is predominant. The existence of secrets in Open Source

Software IaC scripts is harmful to the security of the computing infras-

tructures and, therefore the integration of proper secret management is

important in infrastructure as code development [2]. However, the lack of

crucial practices related to secret management for IaC makes it hard to

implement secure secret management integration into IaC systems.

Although secret management tools like Ansible Vault, Chef Vault, and

Hiera exist for storing secrets in IaC scripts, there is a lack of standard

secret management practices in the field of IaC which can limit the effec-

tive use of the secret management tools [2]. Thus, it is crucial to establish

a comprehensive set of best practices for secret management in IaC. This

can help practitioners better understand how to leverage secret manage-

ment tools and implement secure IaC scripts.



3 Secret Management in Infrastructure as Code

There are many issues relating to secret management in IaC because not

only that the IaC scripts store secrets but the management of creation,

storage, rotation, and revocation of the secrets is also difficult. As a result,

there is a pressing need for effective secret management practices that

can enable secure deployment of IaC scripts.

3.1 Security Threats in Secret Management in Infrastructure as
Code

This subsection will identify 4 security smells in IaC scripts that are re-

lated to secret management in IaC. A security smell is a recurring coding

pattern that is an indication of a security weakness that can potentially

lead to a security breach [10].

Empty Password

The first security smell refers to a situation where an empty string is used

as a password. An empty password is different from using no password

at all since ‘Empty Password’ occurs when an empty string is assigned to

an attribute or variable that is related to passwords. An empty password

is not considered a hard-coded secret since the value must be a string of

length of one or more to be considered a hard-coded secret [10].

Hard-Coded Secret

Hard-coded secrets reveal sensitive or secret information and the three

most common types of hard-coded secrets in IaC scripts are usernames,

passwords, and private cryptographic keys [9].

Use of HTTP Without TLS

This smell is about using the HTTP protocol without using Transport

Layer Security (TLS). TLS provides protection against various attacks,

such as man-in-the-middle attacks, and is therefore essential for main-

taining a secure system [10].

Use of Weak Cryptography Algorithms

Using weak cryptographic algorithms to encrypt sensitive information

can pose a security threat as they are vulnerable to attacks like the colli-

sion attack [10].



3.2 Recommended practices for Secret Management in
Infrastructure as Code

This subsection will present and discuss the recommended practices for

addressing the four security smells related to secret management in IaC.

Hard-Coded Secret

One of the main concerns in secret management for IaC is the creation,

rotation, and revocation of hard-coded secrets. To address this issue, se-

cret management tools like Ansible Vault, Hashicorp Vault, and Hiera

are commonly recommended [2]. It is important for developers to have

knowledge on how to effectively implement the security features offered

by these tools. Each tool also has its own set of recommended best prac-

tices for configuring them in a safe and efficient manner.

Ansible Vault is a secret management tool that can be used for password

management in IaC scripts [2]. Ansible Vault one can encrypt variables

and files with a password which will create a file called ’vault’ and there-

fore the IaC script does not include secrets anymore as plaintext. The

first recommended practice for Ansible Vault is that the vault files must

not be committed to a version control system (VCS) and therefore it is

recommended to implement a system that will notify the developer if a

vault file is being committed to a VCS. Ansible Vault also has command

line utilities that help the programmers to provide the Ansible Vault pass-

words for the vault file, otherwise the password needs to be given as a file.

By using the command line tool there are no risks that the file containing

the Ansible Vault password will end up in a VCS.

Hashicorp Vault is a tool that uses encrypts and decrypts data with an

encryption key [2]. The process of decrypting data is called unsealing

in Hashicorp Vault and there are two practices that are recommended

to use in order to accomplish appropriate unsealing. Hashicorp Vault

uses Shamir’s Secret Sharing principle for unsealing, which means that

the master key is split into multiple pieces. The developer needs to pro-

vide the pieces manually, which is an error-prone and lengthy process,

and therefore it is advised to use the ’autoseal’ tool that is provided by

Hashicorp Vault. The ’autoseal’ automates the process of providing the

information needed to unseal the data. It is also recommended to use

multiple vault servers so that the unsealing process is not susceptible to

the single point of failure.

Hiera is a secret management tool that can be used to manage secrets in



Puppet scripts [2]. However, the downside of using Hiera is that it affects

the readability of Puppet scripts and therefore it is recommended to place

secret data at the appropriate hierarchy: the secrets that are used in a

few Puppet scripts should be at the top of the hierarchy, and secrets that

are used in many Puppet scripts should be at the bottom of the hierarchy.

There are also recommended practices for managing the secret man-

agement tools that manage hard-coded secrets [2]. Adequate directory

structure and dedicated naming conventions are important for the main-

tainability and readability of managing secrets with the secret manage-

ment tools. By applying access control policies the developers can restrict

access to storing and reading secrets. Excessive encryption can lead to

maintainability issues and therefore it is recommended to prioritize the

secrets that need to be encrypted instead of encrypting all the data in

IaC scripts. It is also important to separate the secret management en-

vironments in a way that the separation is based on grouping the secrets

by a certain characteristic. Lastly, limiting the authentication attempts

for logging into the secret management tools and decreasing the authen-

tication duration minimizes the impact of unauthenticated access to the

hard-coded secrets.

Empty Password

The use of an empty password is related to secret creation. Empty pass-

words are strongly advised against and strong passwords should be used

instead [10]. In addition, the passwords need to be rotated to gain more

security against unauthorized users [2]. Password rotation helps to mini-

mize the exposure if a password is leaked or reused.

Use of HTTP Without TLS

The use of HTTP without TLS is related to managing certificates in secret

management. The transit of the data between the IaC compiler and the

secret management tool should be secured in end-to-end encryption [2]. It

is recommended to use HTTP with TLS [2], and some tool vendors offer

resources that help developers to set up HTTP with TLS [10].

Use of Weak Cryptographic Algorithms

The use of weak cryptographic algorithms is related to the secret creation

in secret management. To address this problem, developers can refer to

the list of recommended cryptographic algorithms provided by the Na-

tional Institute of Standards and Technology [11] [2].



4 Discussion

Many secret management tools discussed in this seminar paper encrypt

the data in IaC scripts with a key or a password, While this approach

effectively addresses the issue of hard-coded secrets in IaC scripts, it cre-

ates a new challenge of managing the keys and passwords required for

the secret management tools in IaC. Thus, to achieve complete manage-

ment of hard-coded secrets in IaC scripts, some practices should address

the password and key management of the secret management tools in IaC

scripts. Considering that IaC aims to automate manual-intensive tasks of

system administrators, it would be reasonable to automate the password

and key management for secret management tools at some level in IaC

scripts.

Evaluating the effectiveness of recommended best practices for man-

aging hard-coded secrets in IaC scripts can be challenging without prior

experience using the specific tools discussed in this paper. While each

tool has its own set of recommended practices, utilizing them can bring

about various management issues, such as reduced readability, complex

decryption processes, and the need to separate secret management files

from version control systems. Despite these challenges, secret manage-

ment tools effectively addresses the issue of having hard-coded secrets in

IaC scripts.

Other recommended practices related to managing secret management

tools can greatly benefit the maintainability and security of IaC scripts.

For example, namespace collision is a known issue in IaC scripts [2] [12],

and by following good folder organization practices and consistent naming

conventions code maintainability and debugging can be improved. Addi-

tionally, excessive encryption can cause maintainability issues, which is

important to be aware of when designing a secret management system for

IaC. Other recommended practices, such as access control, separation of

secret management environments, limiting authentication attempts, and

reducing authentication duration, are also beneficial practices for man-

aging the secret management tools. As tool vendors continue to develop

their products, it’s likely that they will include additional features to ad-

dress secret management issues in IaC.

The issue of having an empty password in IaC scripts can be solved with

a strong password. However, there are other secret management practices

that are considered as good practices that relate to secret creation, for



example, password rotation is a highly recommended practice for secret

management in IaC since it can minimize the exposure of secrets in case

passwords are leaked or reused in large-scale systems.

The issue of using HTTP without TLS is addressed by utilizing resources

that the tool vendors provide regarding this issue but otherwise, there

are not any other recommended practices relating to this issue. The pro-

posed best practice does not solve the issue of using HTTP without TLS

completely and therefore other practices are needed in order to achieve

end-to-end TLS to the secret transit in IaC. One possible approach is to

investigate the security functions and resources offered by tool vendors

to ensure secure secret transit before selecting a vendor for a project. It

is recommended to use end-to-end TLS in production and development

environments in IaC, although it is unclear from the two main sources

reviewed in this paper how this can be accomplished in IaC.

Using weak cryptographic algorithms in secret creation in IaC can be

avoided by employing encryption algorithms that are recommended by

the National Institute of Standards and Technology [11] or other trusted

source. Additionally, other recommended best practices discussed in the

literature that relate to secret creation and cryptographic algorithms in-

clude prioritized encryption and secure cryptographic key management

practices.

Overall, the 12 practices for secret management in IaC [2] covered the 4

security smells identified in this seminar paper, but the quality and quan-

tity were not consistent across the 4 security smells related to secret man-

agement in IaC. These 12 practices touched upon various aspects such as

access control, folder organization, and secret rotation. It is worth not-

ing that while hard-coded secrets were addressed in detail, issues such as

the use of HTTP without TLS received less attention in scientific papers,

indicating an opportunity for further research in this area. An another

opportunity for further research in this area would be the effectiveness

of the recommended practices. Lastly, this seminar paper focused on the

recommended best practices for secret management in IaC and therefore

it did not cover all of the best practices recommended for IaC in the litera-

ture. Consequently, there are other practices that can enhance the quality

and security of IaC scripts.



5 Conclusion

To conclude, this seminar paper aimed to explore the issues and chal-

lenges associated with secret management in IaC practices. Through

an analysis of the literature, this paper discussed the common practices

and issues related to secret management in IaC and reviewed two main

state-of-the-art resources in this area. The findings of this study include

the identification of four security smells related to secret management

in IaC, along with recommended best practices and tools for addressing

these issues. The paper also identified some gaps in the literature, such

as the lack of specific recommended practices for addressing the issue of

using HTTP without TLS. Overall, the 12 recommended practices for se-

cret management in IaC covered the four security smells identified in this

seminar paper. Future research could focus on further developing com-

mon practices for secret management in IaC and investigate the effec-

tiveness of the recommended practices.
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Abstract

This article provides a review of literature surrounding algorithmic bias,

its origins, effects and influence, and strategies for mitigating it. The main

emphasis is on assessing the social power of algorithms and the harm that

arises from bias, as well as how human-centered algorithm design can

minimize biases.
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1 Introduction

Algorithms have become a highly influential aspect of modern technology.

Although not a new phenomenon, their widespread use by a plethora of

websites and social media platforms, including Amazon and YouTube, has

led to extensive research on the topic. Recent years have even brought the

role that algorithms play in the lives of people, into the public sphere of

consciousness. For example, YouTube’s video recommendation algorithm

has been the focal point of a multitude of discussions. These ranging from

the need for creators to change the format, style, or even subject matter

of content to be promoted and avoid being suppressed, to the algorithm’s



potential to guide viewers towards increasingly extremist content [3, 11].

A common concern associated with algorithms is their potential to have

biases.

Algorithms can be understood as a series of steps used to solve a mathe-

matical problem, consequently it is not inherently clear how an algorithm

could develop a bias [8]. The most prominent source of bias for an algo-

rithm originates at the intersection of big data input, and the black-boxed

internal logic of the algorithm itself [9]. Due to the sheer scale that many

of the major social media algorithms operate at, vast amounts of data

must be processed to provide the optimal solution within the capability of

the algorithm. Within this data, correlations may be found that society

collectively recognizes as morally problematic. These correlations may be

caused by poor training data with an inherent bias itself, or data that

was irrationally interpreted when taken out of context [5]. Nevertheless,

these correlations may be incorporated into the decision-making logic and

obfuscated by a lack of transparency derived from proprietary knowledge

and the complexity and scale of the systems themselves [4].

This paper reviews recent literature on the dangers of algorithmic bias

and some proposed solutions for alleviating the potential risks.

Algorithms can alter the perception of individuals and groups in soci-

ety via the intentional and unintentional promotion certain narratives.

Therefore, it is crucial to examine algorithms through a sociological frame-

work. Similarly, several prominent instances of harm resulting from al-

gorithms can be analyzed through the lens of digital zemiology and the

social harm framework, given the frequency of cited inequalities in these

cases. Finally, the integration of human elements during the design pro-

cess can significantly diminish algorithmic bias and the harm it can cause

in the resulting products.

The paper is structured as follows. Section 2 focuses on the overarching

sociological issues due to the bias seen in algorithms. Section 3 examines

the social harm framework to see how algorithmic bias detracts from soci-

ety as a whole. Section 4 details methods to mitigate its propagation and

effects. Finally, section 5 concludes the paper with a brief overview of the

points indicated throughout with some further analysis.



2 The Sociology of Algorithms and Power

David Beer, a professor of Sociology at the University of York, listed in his

paper, "The social power of algorithms", four key areas which are primary

vectors that enable algorithms to effect power on society [2]. The areas

are: questions on agency, how algorithms alter decision-making, "the pol-

itics of algorithmic sorting, ordering and prediction" which in part refers

to what information is presented and what is obscured by the algorithm,

and last the sense of trust people tend to have in algorithms due to their

perceived neutrality, objectivity, or rationality. It should be noted that the

author himself clarified that this short list is not all encompassing, rather

it represents some of the most significant factors for algorithmic social

power.

2.1 Algorithms and Agency

Algorithms are often attributed with their own type of agency as they

make decisions in situations where there is no one definitive ’correct’ an-

swer [13]. One example of such a scenario is when a news feed algorithm

acts as an editor, gate-keeping which articles are displayed to users by

determining the most relevant news. Since relevance is largely subjec-

tive, yet the non-sentient algorithm’s decision-making process still leaves

an impact on users, the agency of the algorithm is demonstrated. How-

ever, despite having their own agency, algorithms do not simply supplant

all human agency in interactions, instead they intertwine with it [2]. As-

pects of the human side appear in the creators of the algorithm and their

designs, which greatly influence the functionality and results of the algo-

rithm. Furthermore, users can assert their own agency by utilizing mul-

tiple news feeds or using the feed as a starting point to search for further

information.

2.2 Decision-making

While algorithms are entirely capable of autonomous decision-making, as

previously mentioned, they are also frequently utilized by various actors

to assist in their decision-making processes [2]. Companies often rely on

algorithms to filter resumes for job positions. Despite the fact that the

algorithm does not have the final say, it still impacts the decision-making

process and may even alter the outcome if a highly qualified candidate has



a resume that the algorithm cannot read. Institutions, organizations, and

governments all employ algorithmic input to make influential decisions,

such as for the allocation of public resources, determining which schools

receive funding, and selecting communities for reinvestment [10, 6]. An

increasing number of decisions, previously made entirely by humans, are

now recipient to algorithmic aid. This can conceal, entrench, and system-

atize possible bias in algorithms, making it near impossible to evade or

even identify its existence [2].

2.3 ’Politics’, What is Normal or Abnormal?

The ’Politics’ of algorithms are closely tied to their ability to rank and cate-

gorize information [2]. For instance, the same example that was used pre-

viously to illustrate the agency of algorithms could be employed here. Al-

ternatively, another example could be the propensity for grouping users in

like-minded digital communities that exists among some social media al-

gorithms. The act of connecting individuals to others who predominantly

share the same beliefs and values creates an echo chamber, which may

intensify people’s commitment to their convictions. A case in point is the

Facebook Myanmar crisis, where the Burmese population became increas-

ingly incensed at the Rohingya minority of the country. On Facebook, the

principal internet platform in Myanmar, the rhetoric became more and

more extreme, culminating in the outbreak of violence [14]. Algorithms

may also contribute to the perception that certain circumstances are more

abnormal than they are in actuality via censorship [12]. Search engines

provide an additional example, as they sort the numerous web pages of

the internet, rank the results, and channel traffic to sites that cater to

them best through search engine optimization.

2.4 The Power of the word, ’Algorithm’

The latter third of Beer’s article discusses the evolution of the term ’Al-

gorithm’ within the social consciousness. It has come to represent more

than its definition as a problem-solving series of steps [8], but instead as

something beyond human logic and capability - rational, efficient, precise,

and neutral [2]. The perceived objectivity of algorithms and their reduced

potential for error compared to human action lends them a certain trust,

closer to some subjective ’ideal’. This perceived superiority and reduced

infallibility when compared to the labours of man, can be used to perpet-



uate certain truths or to lend weight to an argument. Furthermore, the

idea of algorithms as objects greater than the sum of their code can lead to

the spread of algorithmic systems in and of itself, as systems are deemed

better for their incorporation, irrelevant of any actual substantive gain

[2].

3 Social Harm

Social harm, as written by the authors of, "Dynamics of social harms in

an algorithmic context", can be embedded, disseminated, and magnified

through the application of algorithms and their biases [6]. Zemiology, or

the study of social harms, provides a scientific approach to documenting

and researching the collective negative effects of an action on society, re-

gardless of intent as is key in criminology. This is a significant distinc-

tion to note, as algorithms lack intent, yet they nevertheless can severely

harm people at the macro level of structural societal pillars. The afore-

mentioned article presented three case studies which exemplify the harm

caused to economic and political pillars, as well as the degradation of trust

in institutions. These situations include the Michigan Integrated Data

Automated System (MDAS), which attempted to automate the state’s un-

employment insurance claim review process; the 2010 financial market

flash crash, which was largely caused by automated stock trading algo-

rithms; and the Cambridge Analytica (CA) scandal, in which the company

purchased user data from Facebook to target advertising for multiple ma-

jor elections worldwide [6].

3.1 Political Harm

Algorithms have the potential to increase political polarization, in addi-

tion to manipulate elections, as was the case with CA [6]. One source of

political harm was demonstrated in the previous section, as the ability of

some algorithms to define the normal and abnormal. This is done through

the silent grouping of users into echo-chambers or the misguided censor-

ing of potentially problematic content which may limit legitimate political

discourse [14, 12]. The Cambridge Analytica situation attempted to nudge

elections in order to orchestrate an outcome that was deemed materially

or culturally beneficial to the clients who hired the firm. This interference

provides external and internal actors a platform to support political tides



that may have remained minority opinions without such aid. Elections

such as Brexit or the 2016 Trump Presidential Campaign could have had

similar results regardless of the involvement of CA, but simply the fact

its interference occurred creates reverberations that eliminate trust and

spark apathy amongst the populace [6]. MDAS, likewise served as evi-

dence of the failures of government, which manufactured distrust in the

government and potentially ideological shifts to those affected.

3.2 Loss of Trust

Trust in institutions is a vital component of social cohesion in developed

countries. Without trust, social disengagement and tribalism can occur.

Algorithms can contribute to the erosion of trust when they are imple-

mented poorly into the systems that shape the lives of people. MDAS,

for instance, had a higher percentage of false positives post switching

from human-administered to automated due to an algorithmic bias, as

far more unemployment insurance claims were falsely flagged as fraudu-

lent [6]. Innocent individuals were suddenly deemed as criminals in the

eyes of the system, with limited avenues to seek human oversight to re-

solve the error. The 2010 flash crash similarly reduced trust in the stock

market due to the constant fluctuations and sudden shifts caused by al-

gorithms trading with each other, resulting in a greater complexity and

risk of financial losses for human investors. The CA situation can also be

used to highlight this narrative. Election interference erodes trust in the

outcomes of elections and increases tribalism, as supporters of opposite

sides of an issue can proclaim the other side has been influenced by an

outside party to disregard their arguments, while feeling as if the system

is unfairly rigged against them.

3.3 Economic Harm

Algorithms possess tremendous potential to transform various segments

of the economy; however, they also have the capacity to inflict financial

losses upon both individuals and society at large [6]. The flash market

crash of 2010 serves as a poignant illustration of this phenomenon, as the

instability caused by algorithms resulted in the savings of numerous indi-

viduals being wiped out. In another instance, the MDAS system created

significant but temporary savings for the state of Michigan by wrongly ac-

cusing unemployment insurance claimants of fraud, leading to devastat-



ing consequences for the affected individuals such as bankruptcy, rental

agreement rejections, homelessness, and seizure of income by the state to

recover non-existent debts [6]. In the long-term, whatever savings were

achieved for the state by these false positives was negated several times

over by the subsequent lawsuits.

4 Human-centered Algorithm Design

Human-centered algorithm design (HCAD) refers to the integration of so-

cial science techniques into the development of algorithms [1]. Concrete

examples of HCAD include the utilization of multidisciplinary teams and

the increased involvement of potential users during development [1]. The

inclusion of experts from diverse fields among the developers can help

mitigate the risk of unintended problems arising from the algorithm due

to the wider outlook on potential consequences. Nonetheless, it may be

exceedingly difficult for a team to identify all sources of bias or create

safeguards against all possible misuse, as people will interact with an al-

gorithm in ways never conceived of by its designers. The participation of

various groups during the development process can assist in addressing

many of these specific and obscure complications.

Value-sensitive design (VSD) modeling represents another approach for

implementing HCAD, but in a more abstract manner. VSD centers on the

values of various stakeholders, enabling the identification of specific as-

pects that demand special attention and preventing the algorithm from

compromising those values [7]. Utilizing VSD can be particularly advan-

tageous when the values of multiple stakeholders conflict. In such situa-

tions, some level of bias may be inevitable, and it is crucial to determine

which bias is least harmful and most fair to stakeholders. Deciding on

the extent and type of bias that is fair to incorporate into the algorithm

necessitates a careful examination of the consequences through both the

lenses of equality and equity. Equality refers to the even distribution of

both benefits and drawbacks, regardless of circumstances [7]. In practice,

this may entail counter-balancing a bias that provides a slight advantage

to a stakeholder in one aspect of an algorithm, with a slight disadvan-

tage offset in another. Conversely, equity differs from equality in that it

primarily takes into account the surrounding circumstances of a stake-

holder to determine the fairest decision [7]. Achieving the most equitable

outcome may necessitate providing some favorable bias towards the party



with unfavourably circumstances, in order to prevent them from being

entirely overshadowed.

5 Conclusion and Analysis

The present paper has showcased two frameworks through which the

power of algorithms and their biases can be viewed, in addition to some

approaches that may be employed to alleviate the negatives. The first

framework, explored in section two, is an over-arching social power lens

that scrutinizes algorithmic agency and its capacity to alter, blend, and

create power. The second, illustrated in section three, is the social harm

perspective, where algorithmic biases reinforce or diminish preexisting

forms of social power to negatively affect individuals. Finally, techniques

are provided to discover, model, and reduce biases and their ramifications

during development.

Ensuring HCAD is employed in conjunction with multiple frameworks,

including those not discussed here, to determine biases, consequences,

and stakeholders will assist in the creation of high quality algorithms

that have reduced detrimental impacts on society. To achieve this, some

projects may adopt a process similar to an open beta, allowing for the iden-

tification and resolution of issues, as well as an exploration of potential

user behaviors, both positive and negative. Any potential abuse can then

be further analyzed with relevant frameworks to ascertain how stake-

holders can be advantaged or disadvantaged, and limit those if deemed

necessary.

The articles referenced throughout here are not representative of the

totality of literature on algorithmic bias, but rather provide a sample that

highlights some significant ideas in the space. Other related areas that

have not been addressed include the possibility of biased big data leading

to algorithmic biases, or how the recent advancements in AI, such as deep

neural network art generators and large language model chat bots, are

affected by and perpetuate biases. Avenues for further research include

investigating the resistance that potential biases may generate towards

algorithms in general, and examining how algorithmic bias can also rein-

force bottom-up power dynamics as opposed to the top-down power mostly

discussed in this paper and in literature.
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Abstract

Package managers have huge impact on the security of the clients indi-

vidual machines and supply chain overall. Small bugs in packages and

libraries can spread to wide use causing a lot of harm due to wide distri-

bution of packages. This paper targets to analyse the security properties of

the APT package manager.
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1 Introduction

Package manager is a software that allows clients to easily manage pack-

ages and libraries on their machines. It automates tedious tasks such

as install, update and configure of packages, typically softwares and li-

braries. Package managers are divided on two basic categories based on

the intended use. APT is built for Debian-based Linux distributions and

intended to install binaries. Other example of package manager is PIP for

Python which manages library dependencies in development environment

[1].

Package managers have huge impact to operating systems security since

they are in control of many packages on the machine. They usually have



additional privileges such as superuser which increases the potential harm

to machine. Package managers are vital part of the supply chain security,

since they are used in many stages among the developers and consumers.

Therefore, package managers should contain reliable security properties

which ensure that the packages are taken to use in a way they are in-

tended to.

This paper targets to analyse APT package managers security proper-

ties. Section 2. presents the basics of package manager and its main

security properties. Third section analyses specifically the security prop-

erties of APT package manager including ways to attack and how APT

protects against them. Section 4. discusses the conditions of an success-

ful attack and open vulnerabilities among the APT. Last section provides

a conclusion.

2 Background

2.1 Package managers

Package manager controls the packages on the operating machine. Such

tasks include installing, updating and deleting of packages. These pack-

ages are downloaded and installed from the package repositories. Pack-

ages provided by the repositories come typically in similar formats con-

sisting of necessary files and metadata. Metadata contains information

about the package itself and dependencies that are needed for this pack-

age to operate. Most of packages formats contain signatures whereas oth-

ers do not support this feature [2]. Signatures which are based on public

key cryptography are the main security property of repositories and pack-

ages.

A package repository is the place from where the manager downloads

necessary data and it is typically an HTTP or FTP server. Before down-

loading and installing actual packages, manager downloads the root meta-

data which contains location and signatures of the each package and their

metadata. With the package metadata and the signatures, the package

manager is able to verify the validity of the package and download the

actual package metadata and performs dependency resolution [2]. Figure

1. shows the common layout of the package data in repository. Root meta-

data contains all the individual packages needed. In APT, root metadata



contains its own signature but it is not used in every package manager.

As the figure shows, the package metadata gives information about the

individual package, which is needed to perform dependency resolution.

Hashes in the figure refer to checksums which are discussed later in the

paper.

Figure 1. Figure 1. Repository Layout [2].

Purpose of dependency resolution process is to automatically install or

locate all the necessary dependencies and the main software. Package

manager searches the machine to locate all the dependencies that are

needed before the main package files can be installed. Root metadata

provides the repository which contains the needed dependency in case it

is not in the machine already. [2]

The package repositories are divided into main repositories and mirrors.

Purpose of mirrors is to distribute repositories to more than one server.

Characteristics of main repository is that it is the one that is maintained

by the administrators. This means that all the modifications to repository

are done only to this main one. A mirror is a copy of the main repository,

so it contains all the same data as the main one. When main reposi-

tory is updated, the mirrors are synced via some tool [2]. Mirrors can

be divided into public mirrors that are available for anyone, and private

mirrors which are typically available to some specific organisations.

2.2 Security properties

One of the most significant factors in package manager security is how the

client communicates with the repository. Package managers should use

secure communication protocol such as HTTPS rather than basic HTTP.

HTTPS is using HTTP but with a different default port (443) and an addi-



tional TLS encryption/authentication layer between HTTP and TCP [3].

Communication between the client and repository should be secured in a

way that data flow cannot be tampered.

Package manager should check the integrity of the downloads to ensure

that files haven’t been modified [2]. One of the most used way to check

this is to calculate checksum between the downloads and check that it

matches. Cryptographic checksum is a way to determine whether changes

have been made to some file. It calculates a secure hash from data and if

changes have been made to the file, it produces different hash [4].

To support integrity checking, package manager should perform authen-

ticity checking in case of modified checksum. This can be done via public-

key cryptography. Each checksum is signed with private key by the ad-

ministrators and the manager can verify that the downloaded file can be

trusted [2].

3 Security of the APT package manager

3.1 Attacks against package managers

Successful attack against package manager may cause attacker to crash

or control clients computer. Attacks can be conducted in all stages of pack-

age installation process including resolution, verification, fetching and in-

stallation. These attacks can be divided into families such as package

manipulation, denial of service and code injection [5].

In package manipulation the process of package installation is corrupted

in a way that the authenticity and integrity of artefacts are not verified or

if the resolution of packages is done in an unpredictable manner [5]. This

can happen when the transmission is not using SSL/TLS to secure com-

munication or the validity of their certificate is not verified. Man in the

middle attack (MITM) is a known package manipulation example which

allows attacker to respond to requests made by a package manager [6].

Freeze attack is an example of MITM attack where the attacker is able to

provide its own package in place of the correct one. In replay attack the

package manager downloads the older version of the package. This way

the attacker can exploit the possible vulnerabilities which no longer exist

in the newest package version [2]. This only works when installing the

package first time and not when updating. On the other hand, in freeze



attack the attacker provides metadata that is not up to date. In this way

the client is not able to detect updates and might use old version of a

package with vulnerabilities. With ability to rewrite metadata, attacker

is able to provide extraneous dependencies. This means that the along

with necessary dependencies, some additional dependencies are installed

which could contain vulnerabilities. One of the different ways to exploit

MITM attack is to cause package manager to download endless stream of

data. This causes disk to fill up and possibly crash the clients computer

[2].

In denial of service the attacker aims to disable the computational re-

sources or access to the clients computer. Attacker may exploit the in-

ternet connection by flooding the client with multiple requests. Denial

of service attack can be either a single-source attack, originating at only

one host, or a multi-source, where multiple hosts coordinate to flood the

victim with a barrage of attack packets [7]. Other way to exploit the pack-

age manager which do not limit the amount of data extracted from com-

pressed package artifacts is a zip bomb. It is a malicious file which can

overflow clients memory or disk space, or by putting excessive load on it’s

CPU and eventually crash a computer [5].

Code injection is an attack where attacker tries to inject malicious com-

mand executions and especially shell commands on clients computer. Pack-

age managers use typically git repositories which are accessed via com-

mand line. This way attacker may provide malicious URL for git reposi-

tory which can lead to command injection [5].

3.2 How APT protects system against attacks

Various package managers have different focus areas when considering

the security of the system. APT package manager focuses on securing

the repository metadata rather than signing packages [8]. As mentioned

before the repositories store packages, package metadata, and the root

metadata. In different package managers the root metadata file is called

in different names even though the content is similar. In APT it is called

Release file [9].

Verification of signatures is based on public key cryptography which con-

tain one public key and one private key. Signature is encrypted with pub-

lic key, and it can be decrypted with private key. APT uses gpg as the

OpenPGP implementation to verify signatures [10]. APT contains a pro-

gram apt-key which manages the keyring of OpenPGP keys and it is used



to show, add and remove keys from the keyring. The keyrings are stored

in files in directory /etc/apt/trusted.gpg.d [10].

The Release file which is stored in archive is updated every time some

package changes. It contain the checksums of other files in the archive.

Packages file contain each checksum of individual package. This way APT

can compare two checksums and verify that the package to be downloaded

is the correct one. It can also compare the checksum of individual package

against the content of the Packages file [10]. However, the APT cannot still

verify that the Release file is valid and secure.

Secure-APT was created to overcome issues related to security of Re-

lease file and the properties of it are used in the latest versions of APT

[8]. Alongside Release file, the repository ships OpenGPG signature for

Release file and it is stored in file called Release.gpg. Security of the APT

depends on a Release.gpg file, which signs a Release file, and of APT check-

ing that signature using gpg. In order to check the signature, it has to

know the public key of the person who signed the file. These keys are kept

in APT’s own keyring /etc/apt/trusted.gpg.d, and managing the keys is

where secure Secure-APT comes in [10].

Figure 2. Figure 2. Example of key in keyring.

Figure 2. shows an example of key in the APT’s keyring. It shows the lo-

cation of the key in /etc/apt/trusted.gpg.d directory. The field pub shows

the key fingerprint and the expire date tells how long the key is valid [10].

4 Discussion

4.1 Conditions for a successful attack

Conditions required for an attacker can be divided to three levels which

each can cause increasingly damaging attacks [8]. Firstly, the attacker is

able to impersonate a repository and launch basic attack. It can be ob-

tained with MITM attacks and control of repository or mirror. In MITM

attack the attacker is able to interfere with communication between the

client and repository [6]. When using insecure protocol such as HTTP



the client is vulnerable to such attacks. However, impersonating a repos-

itory does not necessary mean that the attacker is able to crate their own

packages on repository.

In second condition attacker is able to sign metadata causing more dam-

aging consequences. When attacker is in control of repository it may be

able to tamper the metadata. This way attacker can cause client to add

their own key to the clients keyring making it vulnerable [8]. The most

dangerous way for attacker to cause harm is to sign packages. This way

the attacker may be able to sign their own arbitary packages. However,

since APT concentrates on signing the repository metadata, there is no

package keys to sign. Therefore signing the metadata is more dangerous.

Attacker can also bypass security with uploading arbitary packages to

repository in legit way. If attacker is able to compromise developers key,

and the package is correctly formatted it can be uploaded to APT distri-

bution. Reasons why this is doable is that the whole process is automated

and any developer can upload updated packages. There are thousands of

developer keys available and some of them are less secure (short keys)

and even decades old [8].

4.2 Open vulnerabilities

APT assumes that the downloaded file size can fit in a C unsigned long.

On 32 bit architectures it can download up to 4GB data but on 64 bit ar-

chitecture it tries to download over 10TB data [8]. Because of this, the

system is vulnerable to endless data attack. It could cause multiple prob-

lems such as not getting package updates, and consuming high amount of

disk space and CPU which can result big issues on the machine [2].

APT is quite lazy in some situations relating to metadata. For example,

it does not check the date of package which could refer to past or even

future. Even though the metadata is signed to avoid tampering, there

is no protection against replaying old metadata [8]. Additionally APT

overwrites current metadata with the files it is downloading. Because of

this, it cannot check the past state of the repository.

5 Conclusion

This paper has reviewed the security properties of a APT package man-

ager. APT is a system-wide package manager that controls the packages



on Debian based Linux distributions. Security of APT is based on se-

curing the repository metadata rather than signing individual packages.

Signatures are based on public key cryptography. APT uses latest secu-

rity properties from Secure APT, which as initially created to overcome

issues related to Release file. There are multiple ways to attack pack-

age managers including package manipulation, denial of service and code

injection.
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Abstract

Containerization has transformed how software is developed and de-

ployed, but the dynamic nature of containerized environments offers new

security issues. This paper describes the capabilities, limitations, and

use cases of four popular container security tools: Docker Bench, Clair,

Falco, and Anchore. Docker Bench evaluates container security setup, Clair

checks container images for known vulnerabilities, Falco detects suspicious

activity in containerized environments, and Anchore detects vulnerabili-

ties and policy violations in operating containers. To mitigate potential

security concerns, effective container security necessitates a complete strat-

egy that includes proactive security measures, continual monitoring, au-

tomated remediation capabilities, and regular assessments and training

activities.
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1 Introduction

Docker has emerged from decades of evolution of microservices-based ar-

chitecture. The benefits it presents, such as scalability, flexibility, and



cost-effectiveness, make it an attractive option for organizations of all

sizes [1]. Despite these benefits, the shift to a cloud-based architecture

has introduced new security challenges [2]. The annual survey of the

Cloud Native Computing Foundation emphasizes the significance of secu-

rity vulnerabilities in the context of container security. 33% of the 2063

participants questioned for the report expressed concern about these vul-

nerabilities [3] [4]. This stresses how crucial it is to put in place strong

security mechanisms in containerized environments to reduce potential

hazards. Given the crucial role Docker plays in managing sensitive data

and critical systems in the cloud, it is important to ensure it’s safety and

effective deployment.

This paper focuses on the different approaches and tools utilized to test

Docker development and deployment security. The paper explores vari-

ous techniques, including manual and automated testing methods using

static and dynamic analysis tools. By comparing different approaches to

solve the problem, the paper will provide a guide for effective security

testing of applications developed and deployed using Docker as well as

safe development practices.

2 Background

It is important to consider the various components that can be selected

for evaluation during the process of vulnerability assessment in Docker

configurations and deployments. The various targets that can be studied,

such as the Engine, Images, Containers, Hub, and Compose will be cov-

ered in this section [5]. For a Docker deployment to be secure and to lower

the risk of security breaches, it is essential to understand the various tar-

gets and how they may be examined.

2.1 Docker Engine

The basic component of Docker is known as the Docker engine, which

facilitates container management. It comprises of a server-client archi-

tecture that communicates via a representational state transfer (REST)

application programming interface (API). The server (commonly known as

the Docker daemon or dockerd) is responsible for building, running, and

dispersing containers; in contrast, this functionality lies with the client

referred to as the docker command line interface (CLI) which interacts



Figure 1. Docker Architecture

with the above mentioned.

2.2 Docker Images

As the foundation for containers, Docker images become significant. These

are packages that have the ability to run code efficiently and contain all

elements essential in running a program including libraries, and depen-

dencies alongside codes. They are lightweight components, being able to

stand entirely on their own without any support system. Images are built

using Dockerfiles, which are a set of instructions that define how to build

the image.

2.3 Docker Containers

Containers are lightweight, portable, and self-contained environments

that have all the requirements to run an application. They package code

and dependencies so that the application can run quickly and reliably in

different environments. Containers are created using Docker images and

can be easily shifted between different development, testing, and produc-

tion setups.

2.4 Docker Hub

Docker Hub is a public registry and repository which hosts Docker Im-

ages. It is used for developing, storing, and distributing images with other

developers. Similar to Github, it offers version control systems, frequent

updates, and free sharing of images for unrestricted use. It is a crucial



Figure 2. Docker Security Lifecycle

part of the Docker ecosystem for managing images and deploying appli-

cations as it provides the capabilities to authenticate users and push and

pull images from the registry.

2.5 Docker Compose

The final component of Docker is the Docker Compose. It is a tool that

enables a developer to define and deploy multi-container applications. A

developer can specify the configuration of the containers in a single YAML

file, for ease of use and development. These are mostly used to implement

the declarative nature of Docker by describing the end result state of the

container instead of writing procedural instructions for how to build and

deploy an application.

3 Security Guidelines

With Docker, such as all tools, security guidelines must be followed in or-

der to ensure that the developments and deployments transpire in a safe

environment. This section mentions a few of them which must be fol-

lowed for Docker deployments and the repercussions of not implementing

the same [6] [7] [8].

3.1 Updates or Grenades

Every day, new vulnerabilities are detected in the existing software. To

tackle these, companies release patches and updates. Docker Inc. [9]

follows the same practices to prevent an attacker from using escape vul-

nerabilities and kernel exploits. Updates not only help with securing such

vulnerabilities but also help in improving performance.



3.2 User not loser

When configuring a Docker container, it’s crucial to ensure that the user

has low privileges to avoid escalation attacks. This step is essential to

reduce the significant risk in the event of a security breach.

3.3 Socket or Rocket

Networks act as an expressway for attackers, and as such, exposing the

docker daemon socket can potentially expose unencrypted and unauthen-

ticated direct access to the Docker daemon. This can lead to anyone from

the public net having access to the daemon, which is not an ideal condi-

tion. Hence, sockets should not be exposed to the outside world.

3.4 Disable inter-container communication and limit resources

The default setting allows containers to communicate with each other, us-

ing which malicious containers can interfere with the correct execution of

others. Moreover, malicious containers can also use or block resources for

the same purpose. Ensuring limited communication between containers

is a reliable way to avoid such mishaps.

To secure a container, tools like AppArmor can be used by configuring

it with specific profiles that grant access only to necessary resources like

network access, file permissions, and more. These profiles can be set to

either block access to disallowed resources or only report violations [10].

4 Tools

In order to ensure secure and reliable containerized environments, it is

essential to follow industry-standard guidelines and best practices for

container security. To help achieve these goals, various container secu-

rity tools can be used to assess, identify, and remediate security risks in

containerized environments. By utilizing these tools and adhering to rec-

ommended security guidelines, organizations can reduce the likelihood

of security breaches and better protect their containerized applications

and data. This section details a brief overview of some of the tools used

for such purposes. When it comes to security tools for container envi-

ronments, there are two main types: static and dynamic. Static tools, like



Docker Bench [11] and Clair [12], assess containers and images for known

vulnerabilities and misconfigurations without actually running them. Dy-

namic tools, such as Falco [13] and Anchore [14], monitor running contain-

ers and detect suspicious behavior in real time. While static tools are use-

ful for preventing known vulnerabilities from being introduced, dynamic

tools provide more comprehensive protection by identifying and respond-

ing to actual threats as they occur.

These have been chosen because of their popularity, the depth of analy-

sis each does, and the importance to key factors such as Open Worldwide

Application Security Project (OWASP) [15] guidelines and Center for In-

ternet Security (CIS) [16] benchmarks.

4.1 Docker Bench

Docker Bench is an open-source project, which aims to check the Docker

configurations against dozens of common best practices around deploying

Docker containers in production [17]. The project consists of an auto-

mated script, which tests the given container(s) according to the latest

CIS Docker benchmark.

The tool itself is meant for static analysis and is packaged as a docker

container that runs with numerous privileges on the host, such that it

shares the filesystem, process ID (pid), and network namespaces.

4.2 Clair

Clair is another open-source project used for static analysis of container-

ized applications including OCI and Docker [18] [19]. It parses the image

contents and reports the vulnerabilities affecting the contents. It is mostly

used for the official base containers of Ubuntu, Debian, RHEL, Suse, Or-

acle, Alpine, AWS Linux, VMWare Photon and Python but it can also be

used to scan custom container images not hosted in these registries.

Clair uses ClairCore library as its base, and the application itself can

be considered a service wrapper for the library. The application is di-

vided into three parts, namely indexing, matching, and notifications. The

tool utilizes libraries such as National Vulnerability Database (NVD),

Common Vulnerabilities and Exposures (CVE) database, and other open-

source databases to keep an updated list of threats.



4.3 Falco

Falco is an open-source dynamic analysis tool maintained by CNCF. It

parses the system calls made at runtime inside the containers and cross-

checks them against pre-defined as well as user-defined rules. The rules

are designed to detect a wide range of security violations, including unau-

thorized file access, execution of known vulnerabilities, and breakout at-

tempts. Upon a violation, the tool raises alerts for the developer to analyze

[20].

Among many others, Falco is mainly used to detect privilege escalation,

namespace changes, Read/Write to system directories, unexpected net-

work activity, and system process calls such as sh, csh, bash, and ssh [21].

4.4 Anchore

Another open-source project, Anchore provides a centralized service for

the inspection, analysis, and certification of docker images. It is capable

of running in a standalone environment, or inside a container orchestra-

tion (e.g. Docker Swarm and Kubernetes) to automate and rectify the

shortcomings of the application/images being analyzed.

The tool itself is hybrid, providing both static and dynamic analysis pos-

sibilities. The static analysis of the Anchore engine scans for vulnera-

bilities in software components, including OS packages, application de-

pendencies, and libraries while in a dynamic setting, it monitors running

containers in real-time to detect and prevent attacks such as privilege es-

calation, file tampering, and network scanning. It keeps an updated list

by scanning NVD, CVE, Vendor advisories, and Open Policy Agents (OPA)

as well as allowing users to create custom rules for detection.

5 Analysis

This section focuses on the features, advantages, and disadvantages of

each tool.



5.1 Docker Bench Security

Advantages

1. It performs automated scanning of Docker images for known vulnera-

bilities in software components.

2. The tool provides a standardized CIS checklist of security best practices

for Docker containers.

Limitations

1. Docker bench only checks security issues related to the configurations

and installations. The vulnerabilities within images or containers are

not identified by this tool.

2. While the tool does produce a report on the security risks, it fails to

provide remediation of those risks. The user must manually address the

issues, which can be both time-consuming and may require specialized

knowledge.

5.2 Clair

Advantages

1. Clair provides detailed information about each vulnerability, including

severity level and recommended fixes.

2. It can be easily integrated into existing container workflows and pipelines.

Limitations

1. Clair can only detect known vulnerabilities present in its database.

Hence, new vulnerabilities may not be detected in some cases.

2. The tool is designed to work with Docker images and containers, and

provides limited support for other container formats and languages.



5.3 Falco

Advantages

1. Falco performs real-time monitoring of running containers to detect

malicious activities.

2. It uses a set of rules to detect suspicious activities and alert security

teams to detect known and unknown vulnerabilities.

3. The tool can be integrated with various container orchestration plat-

forms and security information and event management (SIEM) systems.

Limitations

1. Falco requires some tuning and customization to minimize false posi-

tives.

2. It does not perform static analysis, so it cannot detect vulnerabilities

in container images.

5.4 Anchore

Advantages

1. Combines both static and dynamic analysis techniques to provide com-

prehensive security coverage as well as detailed information about vul-

nerabilities and recommendations.

2. Can be integrated with various container registries and continuous in-

tegration/continuous deployment (CI/CD) pipelines.

Limitations

1. Requires some tuning and customization to minimize false positives.

2. Can be more complex to set up and use compared to other tools.

Table 1 presents the analysis in a tabular format.

6 Conclusion

In conclusion, it is evident that Docker has gained immense admiration as

a tool for developing, initiating, and shipping software. However, dismiss-



Tool Type Checklist-Database Remediation

Docker Bench Static CIS Benchmark Manual

Clair Static+Dynamic NVD, CVE, Open Source

Databases

Manual

Falco Dynamic User defined rules Manual

Anchore Dynamic NVD, CVE, Vendors,

OPA, User Defined

Automated

with externals

Table 1. Analysis of the four tools

ing the significance of upholding top-notch safety measures could jeopar-

dize the protection and soundness of the Docker containers in addition to

their likenesses. Key security practices include using tools, such as those

mentioned above for static and dynamic analysis to check vulnerabilities

in the design and implementation of an application. It is important to not

only do these tests on the applications but also on the images, the system

processes, and the CI/CD pipelines.

When it comes to container security tools, all four tools have their own

benefits. However, Clair and Anchore beat the other options due to their

comprehensive vulnerability scanning capabilities. Clair excels at scan-

ning container images for known vulnerabilities and integrates well with

Docker, Kubernetes, and other container orchestration platforms. An-

chore, on the other hand, goes beyond image scanning and provides con-

tinuous security monitoring and policy enforcement for running contain-

ers. Additionally, Anchore integrates with external tools to provide auto-

mated remediation, making it a suitable choice for enterprise-scale con-

tainer deployments. Specific use cases for these tools could include scan-

ning images for vulnerabilities before they are deployed to production,

monitoring running containers for security violations, and enforcing secu-

rity policies across a large number of containers.

With these steps, deploying Docker applications becomes both secure

and efficient. These methods cement a protective strategy against po-

tential threats that could harm sensitive information or cause incidents

within operations. By adopting such protocols, users ensure their systems

have been set up with strong defenses in place before any mishaps occur.
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Abstract

This paper presents a survey on the security of microservices, examining

both the challenges and solutions associated with this architecture. We cat-

egorize the security challenges into seven layers of Hardware, Virtualiza-

tion, Network, Host, Service, Orchestration, and Configurations. We dis-

cuss the specific security challenges in each layer and provide possible so-

lutions. Although microservices offer benefits, such as the isolation of vul-

nerabilities, they also introduce new challenges, such as increased attack

vectors. This paper underscores the importance of robust security practices

in a microservices environment and emphasizes the need for academia and

industry to invest in research on modern attack vectors. Ultimately, both

microservice users and cloud providers can benefit from the insights and

solutions provided in this paper.

KEYWORDS: Microservice, Serverless, Cloud Computing, Security

1 Introduction

Microservices are popular software architecture comprising multiple in-

dependent modules with well-defined network interfaces [10]. Deployed

in the cloud using containers, which can be easily scaled based on demand.



Microservices are increasingly used in critical domains, such as Fog

Computing [21], Internet of Things [17], and 5G core network functions

[2], necessitating enhanced security. Their inherent exposure to internal

services, however, raises potential security concerns.

This paper reviews the latest security challenges faced in microservices

hosted on cloud and serverless computing platforms, while also providing

solutions for these challenges. The structure of the paper is as follows.

Section 2 overviews microservices. Section 3 presents the significant se-

curity challenges faced in new domains, while Section 4 describes some

solutions to these security issues. Section 5 provides a discussion and

analysis of the topic. Finally, Section 6 provides concluding remarks.

2 Microservices

2.1 Definition

The phrase microservice was first used in 2011 [7]. It has various defi-

nitions, with Lewis and Fowler describing it as a development approach

that creates small, independently deployable services running in separate

processes and communicating through lightweight mechanisms [7]. These

services, have minimal centralized management and support diverse pro-

gramming languages and data storage technologies. While the microser-

vice architecture resembles the older service-oriented architecture (SOA)

pattern, it differs in that microservices are smaller, more independent,

and loosely coupled, requiring only a lightweight API protocol, such as

REST, rather than an enterprise service bus or simple object access pro-

tocol (SOAP) used in SOA [10].

2.2 Technologies related to Microservices

The success of microservices can be attributed to ten key technologies,

some developed prior to the concept and some assisting its mainstream

adoption [10]. Two of these technologies are containerization for eas-

ier deployment and container orchestration for management automation.

Four other technologies are related to the need for distributed commu-

nication. Two of these are service discovery and fault-tolerant commu-

nication libraries, which provide the tools needed for reliable communi-

cation between services. The other two are sidecars that abstract these



communication-related features from developers and service mesh that

provides secure communication and monitoring. The other four technolo-

gies are monitoring technologies, DevOps automation solutions, chaos en-

gineering tools to test reliability and security, and serverless computing,

which allows smaller and more fine-grained services.

Serverless computing is a cloud paradigm where the provider manages

infrastructure on-demand and automatically executes code in response to

events, such as hypertext transfer protocol (HTTP) requests or database

changes.

3 Security Challenges

The security challenges in this paper are divided into seven categories:

hardware, virtualization, network, host, service, orchestration, and con-

figurations. This categorization is simply a logical decomposition of mi-

croservices into layers. The categories are each an abstraction layer based

on a similar idea to the open systems interconnection (OSI) model. The

base layer starts with the physical layer consisting of the hardware of the

server. The next layer is the virtualization of each microservice; instead

of accessing the actual hardware, they each access a virtual environment

that simulates the hardware. The third layer is the communication layer

which represents the network communication between the microservices.

The next layer is the host. This layer consists of the operating system (OS)

and the platform this host represents, which could be part of paradigms,

such as a cloud computing node or a serverless function. The fifth layer

describes the service and the application. The orchestration layer con-

stitutes the orchestration and management of the microservices, such as

relaunching new instances of each microservice or the service discovery

that provides routing between these dynamically created microservices.

The last layer, Configurations, represents the layer with which develop-

ers directly interact. Table 1 summarizes security issues and solutions

mentioned in this paper.

3.1 Hardware

Sharing the same hardware with other cloud tenants poses a potential

security threat. It is possible for adversaries to take advantage of side-

channel exploits, such as Meltdown, Spectre [11] and the FLUSH+RELOAD



Category Threat Solution

Hardware Sidechannel exploits, such as Meltdown,

Spectre and the FLUSH+RELOAD tech-

nique and hardware backdoors [15]

Utilizing self Designed hard-

ware [15]

Virtualization Container breakouts, poisoned images and

hypervisor compromise and shared mem-

ory attacks

Intel Software Guard Exten-

sions

Network Great attack surface, complexity to en-

force security policies and Denial of Ser-

vice

Zero-trust network and Circuit

breaker pattern

Host Proprietary nature of cloud infrastruc-

tures and denial-of-wallet

Monitoring of virtual networks

using tools such as FlowTap

Service Race condition, data at rest and other crit-

ical web application security threats, such

as SQL injection and Cross-Site Scripting

(XSS)

Encrypting data at rest and

using static and dynamic code

analysis

Orchestration Integrity of service discovery and register-

ing malicious services

Secure implementation of ser-

vice discovery and registry

components

Configurations Privilege and deployment misconfigura-

tion

Zero-trust network, regular

audits, continuous monitoring

and automated security checks

Table 1. A table summarizing the security challenges of microservices and their solutions

technique [19], to gain access to the data of other tenants or to send data

to their virtual environment. Meltdown and Spectre are security vulner-

abilities that exploit the speculative execution of modern central process-

ing units (CPUs). In a simple example, the exploitation of speculative

execution results in the CPU loading data from memory before the actual

instruction by predicting the instruction and not checking the access priv-

ilege. The FLUSH+RELOAD technique exploits the shared data between

an attacker and a victim. Some Operation Systems merge pages with

the same data in the page tables. With this knowledge, the attacker can

flush this page from the cache and check if, after some time, the victim

will reload this page into the cache by accessing it. This scenario will re-

sult in the attacker inferring the private data of the victim. Compared to

Meltdown, Spectre could pose a more significant threat to cloud providers.



While Meltdown enables unauthorized access to privileged memory, Spec-

tre can possibly manipulate a hypervisor into sending data to a virtual

machine (VM) [1].

3.2 Virtualization

Virtualization is the technique of creating a virtual version of a resource.

By abstracting resources, multiple VMs can run on a single physical sys-

tem. One popular virtualization approach uses VMs, which are created

and managed by a hypervisor that creates a VM on the host machine.

Another type of virtualization that has led to the popularity of microser-

vices is containerization. Containerization is an OS level virtualization.

Containerization uses the same kernel for different containers and two

features of Linux kernel, namespaces and cgroups. With namespaces,

system resources are isolated, while cgroups provide limit enforcement

for those resources.

Containers have their own potential security issues, such as denial of

service (DoS) attacks, container breakouts, poisoned images, and compro-

mised credentials [21]. The attacks on containers can be categorized into

direct and indirect. Direct attacks focus on the shared kernel of the con-

tainers, with the intention of modifying it. Indirect attacks have similar

objectives to direct attacks, but instead, they aim to compromise the code

and image repositories.

3.3 Network

The main challenge of the network layer is the greater surface attack

area that results from making internal services accessible from the pub-

lic internet [5]. An additional challenge in securing modern systems is

network complexity [5]. As networks become more intricate, it becomes

more challenging to enforce security policies, monitor the network, and

conduct forensic analysis. These complexities make it difficult to detect

and respond to attacks. Another main challenge in the communication of

microservices is the trust between services. This challenge can be high-

lighted in an attack on Netflix, where a subdomain was compromised,

allowing an attacker to abuse the cookies of the user to access or modify

the data of the user since Netflix allowed the cookies of all users to be

accessed from any subdomain [18].



3.4 Host

Depending on the environment in which the microservice is deployed there

could be additional security challenges that have to be considered. Some

microservices are deployed in a private cloud but currently, the most pop-

ular choice is to host microservices in the cloud. Serverless technology can

also have some additional implications with respect to security.

Cloud

Cloud computing presents a challenge in securing microservices due to the

difficulties in developing, monitoring, debugging and auditing cloud-based

applications, and due to the transparency of these services [14]. Cloud

provider infrastructures are proprietary and they are not heavily scru-

tinized for security vulnerabilities. However, security-through-obscurity

alone is known in the security community as a dangerous and unreliable

approach [13]. Another issue is the privacy of the users which can be

broken due to the access of cloud vendors to the data of their users [21].

Serverless

In cloud computing, considering three main factors, security, performance,

and cost, is essential [13]. Users might prioritize security, which may con-

tradict the priority of cloud vendors, minimizing cost. This priority can

influence the choice of the execution environment. Virtualization tech-

nology, such as VMs, may be beneficial for security but that is not the

choice the cloud vendors have made. For example, Amazon has created

Firecracker, while Google has developed g-Visor as their execution en-

vironment for serverless functions. Additionally, it is important to dis-

tinguish between cold containers and warm containers. Cold containers

completely isolate and offer higher security at the expense of performance.

On the other hand, warm containers offer faster execution times but are

less secure. Attackers may execute a novel, persistent attack by storing

malicious code in the /tmp directory used by warm containers to keep the

malicious code through multiple instances of a function. Another impor-

tant factor is the choice of scheduling algorithms. Scheduling algorithms

based on randomization have an advantage over deterministic Scheduling

because they offer better protection against co-location exploits. However,

it is worth noting that randomized scheduling algorithms have drawbacks

with respect to resource utilization. Ultimately, finding the right balance

between security, performance, and cost is crucial in cloud computing.



In addition to these concerns, new types of attacks specific to serverless

technology need consideration [13]. Billing attacks known as "denial-of-

wallet" is one of them. Serverless functions are vulnerable to various

injection attacks, not limited to traditional SQL injections, due to multiple

exploitable entry points, resulting in new attack types.

Another problem that is faced when using Serverless functions is that

they do not possess sufficient information to identify the relationships of

other services with the same application the function belongs to, resulting

in the possibility of authentication bypass [13].

3.5 Service

One type of attack in this category is referred to as a race condition [13].

This can happen when some parameters, such as IAM roles or a microser-

vice’s code are modified while multiple replicas are running. During the

transition period, the platform is in an unstable state where different mi-

croservice versions process requests. Attackers may take advantage of

this opportunity to implement attacks with the aim of accessing data that

they should no longer have access to. Another point of vulnerability is the

data at rest, the data that is not actively accessed. These data should be

considered vulnerable.

3.6 Orchestration

The structure of a microservice network can frequently change because

services may be halted, initiated, or relocated, and service discovery plays

a crucial role in identifying services through a central point that works

similarly to a DNS. However, a risk exists for attacks, such as attackers

taking control of the discovery service or adding malicious services to the

system and diverting traffic to them [20]. It is essential to safeguard the

orchestration platform and its components, but this area has not been

thoroughly studied. It is crucial to develop a secure implementation of

service discovery and registry components.

3.7 Configurations

Some problems can be caused by human error. Privilege or deployment

misconfigurations can cause substantial damages that are sometimes eas-

ily avoidable. Microservice architectures have a large number of services;

mistakes, such as leaving a database unprotected or giving public access



to a service that is intended to be private and internal are not accept-

able. Subjects usually receive more permissions than they actually re-

quire. Often, software developers lack the needed information to define

fine-grained security controls to minimize privilege. More importantly, no

mechanisms exist to set up the minimum permissions needed by services

dynamically [13].

4 Security Solutions

This section offers some solutions to some of the challenges mentioned in

the previous section.

4.1 Redefining Perimeter Security

Microservices require defense-in-depth [20]. Zero-trust, a concept focus-

ing on identity-based security where all consumers within a network not

only have no authority but also have no knowledge of the location of ser-

vices in the network, is crucial for the safety of microservices. Istio [9],

a service mesh, offers security and monitoring features, including mutual

transport layer security (mTLS) with Kubernetes [12]. Moreover, A hard-

ened Istio configuration can also provide zero-trust security in microser-

vice architectures. Cilium [3] is also an open-source solution that provides

observability and security on top of Istio. Cilium can be integrated with

Istio to enhance security and performance. Cilium provides Layer 3 and

Layer 4 security policies for traffic between services and provides protec-

tion against a compromised sidecar proxy. Hubble [8] is also implemented

on top of Cilium and utilizes eBPF to provide deep visibility into the ser-

vices and their communication. Hubble can provide Layer 7 visibility by

extracting traffic without encryption from within the Istio sidecars when

integrated with Cilium. An implementation using these tools has been

proposed in [4].

4.2 Securing Data at Rest

While defense in depth can help protect against various types of attacks,

it is still crucial to ensure that data at rest is properly encrypted [20].

This indicates that data not actively being used or transmitted should be

stored in an encrypted format. Encrypting data at rest provides an addi-

tional layer of protection, which will also provide security for the privacy



concerns brought forward by the access of cloud vendors to the data of

users.

4.3 Better isolation

In [16], the authors discuss the potential of using microservices to develop

critical systems that require secure and correct execution within each mi-

croservice. This is supported by [6] that secure containers and compiler

extensions can help ensure the integrity, confidentiality, and proper func-

tioning of microservices. To implement these secure containers, Docker

containers were used with Intel Software Guard Extensions (SGX) en-

clave, which provides protection against attacks at the operating system,

hypervisor, and cloud provider levels.

4.4 Better observability

The authors present an API called FlowTap in [18], designed for cloud

environments to provide comprehensive monitoring of virtual networks.

FlowTap forms links between microservices and security monitoring sys-

tems, enabling the latter to enforce rules on network traffic. This allows

cloud service providers to offer security as a service to their clients.

4.5 Diversity through System Heterogeneity

The microservice architecture provides the opportunity that each individ-

ual component be developed in any programming language. This leads

to a diversity of components within the microservice architecture. Otter-

stad and Yarygina proposed in [16] that diversifying the microservices can

serve as a technique to mitigate low-level exploitations.

4.6 Fail Fast

Reliability is also an important part of security specially when it comes to

DoS attacks. To prevent cascading failures, the Circuit breaker pattern is

one of the most important patterns that can help [20].

5 Analysis and Discussion

Microservice architecture offers some benefits. One key advantage is iso-

lating vulnerabilities, as microservices are individually deployable compo-



nents that can be secured independently. This compartmentalization min-

imizes the risk of a security breach affecting the entire system. Addition-

ally, microservices allow for easier and more frequent security patches.

However, the distributed nature of microservices can also introduce new

security challenges. The increased number of communication points be-

tween services can create and increase the attack vectors, making it es-

sential to ensure that all endpoints are secure. Thus, while microservices

can enhance security through modularity and flexibility, they require ro-

bust security practices to mitigate the risks associated with a distributed

system. Securing communications with mutual authentication, encrypt-

ing all data at rest and architectural patterns that increase reliability

such as circuit breaker are some of the mentioned essential security prac-

tices that have been mentioned in this paper and that every microservice

user must follow. In addition to these practices, academia and industry

should invest in researching modern attack vectors. Secure implementa-

tion of service discovery and registry components and open-sourcing the

infrastructures and services of cloud providers are two important steps in

that direction.

6 Conclusion

This paper surveys the security of microservices, categorizing the asso-

ciated challenges and presenting solutions and best practices for adopt-

ing a microservice architecture. Some of the mentioned challenges are

previously known issues amplified in a microservice architecture due to

the increased attack surface. However, most of the challenges described

in this paper are new vulnerabilities unique to microservices, the cloud

and serverless environments. Microservice users and cloud providers can

both benefit from the provided solutions. With the increased usage of this

paradigm in critical applications, it is essential for researchers to provide

solutions and for the industry to implement and utilize them in their ap-

plications.
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1 Introduction

Real-world experience can be improved by the use of virtual technologies.

Virtual reality (VR) creates an artificial environment from the physical

one, whereas augmented reality (AR) improves physical reality by adding

artificial elements [20]. Audio-visual senses have been classically used in

virtual and augmented realities. Traditional use cases for these have been

in the industry, military, and entertainment. To improve the experience of

these extended virtualities, other senses like touch, temperature, motion,

smell, or taste could be used. The added senses enable new opportunities

for immersive experiences [5].

Critical challenges in extending virtual reality are the devices that would

allow users to receive and transmit feedback on this new information. The



other challenge is the network technologies with low latency so that data

can be quickly transmitted, for example, in the case of remote sensing,

where one can experience real-world physical objects using senses like

touch. Additionally, the synchronization of multiple sensorial experiences

needs to be solved [4].

The physical world events must be measured, digitized, and reproduced

or rendered to use different senses for virtual reality systems. The tra-

ditional audio-visual senses can be digitized using cameras and micro-

phones and reproduced using display and speaker systems. The haptic

senses, which refer to thermal-kinetic physical events, can be digitized

using thermal and electromechanical sensors and reproduced using elec-

trically controlled mechanical devices [17]. The scent senses measure-

ments, and digitization can be done using electrochemical sensors and

reproduced using electronically controlled chemical odor release systems

[24]. The taste senses can be measured using a combination of thermal,

chemical, and electrical sensors and reproduced with a similar combina-

tion of thermal, electric, and chemical release mechanisms [29].

Different combinations of the senses can also be used together. For ex-

ample, the haptic senses can enhance the audio-visual experience or all

together, as in a 1962 Sensorama system that combined 3D movie, physi-

cal vibrations, wind, and smell of odors [5].

In order to evaluate the practical possibilities for extended senses use in

virtual reality, this paper discusses the technologies and their availabil-

ity. Furthermore, the protocol and data formats standardization state is

also covered, as creating compatible data providers, servers, and clients

is vital.

This paper summarizes the current research and the emergence of tech-

nologies that will allow the realization of extended virtual reality for se-

lected senses. Section 2 of this paper presents the technologies needed

for extended virtual reality. Section 3 presents the emerging standards

available for the Internet of Senses. Section 4 describes a few of the most

revolutionary applications utilizing the virtual senses. Finally, section 5

summarizes and concludes this paper.



2 Senses and technologies

2.1 Haptic senses

In addition to audio-visual senses, touch sense and movement via a haptic

system could be the next most important virtual sense. The haptic sys-

tem means the use of sensory information from movement and thermal

receptors from the skin together with other biological movement recep-

tors from muscles and joints. This allows humans to get feedback from

physical stimuli like touch, movement, wind, and pressure [17, 3, 35, 1].

Some forms of haptic feedback systems have been used historically when

using remote-operated robotic or mechanical hands to process dangerous

chemicals or materials. In order to utilize proper haptic sensory two-way

transmission is needed. The user may introduce movement or pressure

and should be replied back with a sense of backpressure, friction, move-

ment, temperature, or vibration, as a few examples. All these senses

should be measured, transmitted, and reproduced. Perhaps the first typ-

ical example used in virtual reality is haptic gloves which allow the user

to transmit movement and relay back feedback.

Haptic data can be measured using physical sensors like piezo-electric

vibration, 3D motion, temperature, wind, and pressure sensors. Addition-

ally, data can be produced using automatic audio-visual data analysis. For

example, low-frequency sound can be used to produce vibration effects or

by manually producing the data based on the content [5]. The data can

then be reproduced for the user by using a combination of mechanical vi-

brators, motors, air blowers, and heat cells, which can be either wearable

interfaces like gloves, jackets, or even suits, platforms like chairs or floors,

or special devices like force-feedback joystick [10].

2.2 Scent

Sense of scent is another interesting but challenging topic to cover in vir-

tual reality. In theory, odor digitalization would require chemical gas chro-

matography and mass spectrometry analysis so that compositions of odors

could be classified to the original chemical compounds [22]. Then a device

that could produce the typical combinations of the chemical compounds

could be used to produce odors.

In practice, a digital analyzer, i.e., an electronic nose, is used to collect



and analyze sets of different odors. The electronic nose can have multi-

ple sensors capable of detecting different chemicals related to scents. The

production of scents is called a digital scent synthesizer. Early prototypes

of these were created in the 1960s, and since 1999 there were products

available that could produce odors by combing 128 basic odors. In ad-

dition, chemical scents and additional stimuli like electrical stimulation

with different frequencies have been researched to maximize the effects

of smell [24].

There have been a few companies attempting to produce commercial

Solutions, but some of the first ones have already closed their businesses.

Currently, there are some commercial products to produce a digital smell,

like Olorama Technology Inc products that produce about 200 different

scents [12]. Another product is available from OVR Technology, which

uses eight aromas to produce different kinds of odors that can be added to

the VR experience [13].

However, there are challenges in using artificial scents; the scent is a

very subjective sense, and different people have a different level of toler-

ance of scents [26]. Also, some people may be sensitive to certain odors,

and the use of these odors could become a health issue due to allergies.

2.3 Taste

The taste is also a possible but technically challenging feature to be added

to the Internet of Senses. The human taste sense is based on a combina-

tion of tongue and nose scent receptors. The taste receptors can detect

five main types of tastes: sweetness, sourness, saltiness, bitterness, and

savoriness [6]. Additionally, the food odor is part of the taste sensation.

Also, the human tongue can detect the surface and temperature of the

food. For a complete artificially produced taste experience, all of these

factors should be taken into account.

Like in scents, a digital analyzer, i.e., an electronic tongue and synthe-

sizer or virtual taste, is needed to measure and produce the components of

taste. One research prototype of a taste synthesizer has been developed at

Meiji University [19], which produces different tastes using five different

gels and can be controlled electrically. Another research prototype was de-

veloped at Zhejiang University called E-Taste, which uses a combination

of electrical and thermal simulation to trigger different basic tastes [29].

Commercial electronic tongue products are available, and they are used

as analytical instruments in the agricultural and pharmaceutical indus-



try like Astree Electronic Tongue from SA Alpha MOS France [28]. How-

ever, commercial products for virtual taste are still in the early stages.

3 Applications

3.1 Industrial

In industry, the already existing remote mechanical movement applica-

tions can be extended so that experts don’t need to necessarily move for

examing mechanics but can use remotely operated mechanical actuators

with virtual gloves.

3.2 Medical

In medical applications, there are already remote surgery applications

available used in training, simulation, and operational cases. These use

a combination of visual and haptic sensors to allow surgeons to remotely

operate robot hands or other medical instruments when performing surgi-

cal operations or other great accuracy-required operations. This currently,

however, requires that both doctor and patient must go to the specialist

hospital which has the equipment for this kind of operation. In the future,

perhaps we could see possibilities of wearing special haptic clothes, which

would allow doctors to examine patients remotely.

Safety and usability are very important for medical solutions, and in or-

der to measure those in virtual reality-based systems, a set of evaluation

metrics needs to be defined. These can be categorized into "haptic feed-

back fidelity, stability, real-time performance, and user-friendliness" [18].

In the case of technical performance metrics, these relate to latency, data

update frequency, and error to check the accuracy of medical operations

like the drilling of a tooth.

3.3 Entertainment

Entertainment applications have been one of the first use cases for re-

alizing the additional senses. There have been attempts to produce an

enhanced movie experience with a 4D movie, where vibrations and move-

ment have been added to the viewer’s seats. Also, there was an attempt to

create a personal viewer experience with movement, airflow, and selected



odors in 1962 with Sensorama products. This project was not a success as

it was a bulky large personal device, the movies lasted only 10 minutes,

and it did not get funding. Lately, the improvements and cost reduction

of haptic devices have allowed the use of remote sensing to be applied to

individual users [5].

3.4 Remote presence

Perhaps the largest scoped application for extended virtual reality is a

remote presence experience [14]. This allows a multitude of professional

and free time use cases like traveling to hazardous areas with the possi-

bility of controlling the feedback on remote sensing as well as simulation

of different locations or experiences. Another practical use case is to use

this to improve training and education to experience disabilities or the

impact of different ages on senses.

3.5 Metaverse

A concept called Metaverse utilizes virtual and augmented reality and en-

ables multisensory experience [21]. The Metaverse combines Internet and

Social connections and improves the experience with the use of Virtual

and Augmented reality technologies. The Metaverse has been advertised

by Facebook’s creator Meta Inc.

Metaverse attempts to create a new way of experiencing the Internet.

One use case is to improve traditional online 2D learning experiences

that suffer from a lack of real human interaction. Metaverse would pro-

vide virtual human interaction that rivals real human interaction. The

Metaverse could be implemented as a combination of massively multi-

player online games (MMO) and real-world AR. There are currently sev-

eral challenges to adopting the Metaverse, like the high cost of user equip-

ment which may be reduced in the future, physical risks due to focused

attention to the virtual world leading to accidents, information overload

causing psychological challenges, and moral, privacy, and security risks.

There are also health concerns with 3D and VR effects causing motion

sickness symptoms, head and neck pain due to the heavy weight of VR

headsets, and the risk of social isolation.



4 Standards

In order to create solutions with different products, the interoperability

between servers, clients, and devices should be standardized for formats

and protocols. The requirements for standards of VR and AR could be

considered being: low latency, high throughput, security, and configurable

reliability. Interoperability could also be considered a requirement in the

future, but so far, it seems to be so that solutions are developed by a single

company or organization, and interoperability has not been focused on.

To understand the current state of standardization, a literature study

can be done on several standardization bodies like ISO, IEEE, IETF, ITU,

and W3C organizations:

• ISO/IEC group has specified MPEG-V Media context and control ar-

chitecture standard as ISO/EIC 23005. This standard provides archi-

tecture and specifications for representing the data for interoperability

between virtual and real worlds using XML. [7].

• IEEE has a working group for Virtual and Augmented Reality, but the

standards are still in the early phase [25, 11]. IEEE has also published a

group of standards for interfacing the cyber and physical works in IEEE

2888, which define a set of sensor and actuator interfaces [36].

• ITU group has also published recommendations on AR, VR, and XR

related to Quality of experience in P.1320 [32], G.1036 [31] and Testing

in Q.4066 [30] documents.

• IETF has a few drafts on AR and VR transport and use case topics

[16, 9]. However, there are applicable standards for using AR and VR

data transfers like RTP and RTPS.

• W3C has incorporated work on VRTP and VRML from the end of the

1990s, but those have not had much attention lately [34]. Currently,

there is a working group on immerse web that covers AR and VR topics

[33].

• NIST has formed an Extended Reality Community of Interest to im-

prove the collaboration of researchers in different NIST laboratories



[23].

• Khronos group (the group behind OpenGL) has specified OpenXR de-

veloper API (not a protocol) for AR and VR systems [8].

4.1 Data transfer

Audiovisual data transfers are typically done using some form of stream

encoders like MPEG-4/H.264 or MPEG-H/H.265 and low latency transfer

protocols like RTP/RTSP or WebRTC family over UDP [2]. The informa-

tion for other senses can be compacted with smaller structural data that

could be presented in JSON or XML or binary variants of those. The in-

formation can then be transferred using some form of message protocol

like MQTT, which is also used in IoT applications [27] or included in the

video stream as additional metadata like is possible with MPEG-V [15]

using XML encoded data.

The MPEG-V with presentation timestamps could be used to solve the

problem of synchronizing multiple sensorial experiences, at least when

personal devices are used [4].

Example of the MPEG-V XML data looks like [5]:

<sedl:SEM>

<sed:Effect xsi="sev:RigidBodyMotionType" si:pts="1593000">

<sev:MoveToward distance="200" acceleration="30"/>

</sed:Effect>

<sedl:GroupOfEffects si:pts="1647000">

<sedl:Effect xsi:type="sev:VibrationType"

intensity-range="0 100" intensity-value="10"/>

<sedl:Effect xsi:type="sev:WindType"

intensity-range="0-100" intensity-value="5"/>

</sedl:GroupOfEffects>

</sedl:SEM>

Listing 1. An example of MPEG-V XML event

The example above describes timestamped (pts) effects which simulate

movement by triggering body motion, vibration, and wind. This kind of

event could be used together with a movie if a suitable VR/AR headset or

chair is used, which can produce these effects.



5 Conclusion

This paper covered a summary of the current research and the technolo-

gies useful for extending virtual reality from traditional audio-visual ex-

perience with additional senses like haptic, scent, and taste. Also, the

standardization efforts for using these additional senses in virtual reality

were covered. The additional senses most realized are the haptic senses.

The taste senses still lack commercially available products. Also, both

scent and taste are individual and subjective experiences, so it is chal-

lenging to normalize these to match personal preferences.

There are several use cases for extending virtual reality with additional

senses, including technology, the medical industry, and entertainment.

The haptic senses are in use in several applications to provide the capa-

bility of remote sensing. In the case of the medical industry, there are

also critical metrics that have to be measured and validated to ensure

safety. However, the limited progress in standardization, cost of products,

and subjective attitude have been limiting the use of the additional senses

beyond the haptic senses.

Based on the literature review, there have been several standardiza-

tion attempts to describe the virtual senses, which some have already

been obsoleted, like W3C VRML. However, the most prominent standard

for describing the presentation of the additional senses is MPEG-V. The

MPEG-V allows additional metadata to be included in XML format that

can be embedded into the audio-visual data stream.

In summary, the early stages of research, cost of devices, lack of realized

standards, and user acceptance are still preventing the wider use of new

senses like scent and taste for virtual reality.
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Abstract

Computational science is a field more and more reliant on GPUs, primar-

ily due to physical limitations in the development of general-purpose CPUs.

Even though GPU programming comes with its own set of challenges, it

has brought significant performance improvements, with NVIDIA hard-

ware and software stacks dominating the landscape of high performance

computing. However, that dominance may not last long, as AMD has en-

tered the market with their set of data center oriented GPUs, which have

been warmly welcomed by supercomputers all around the world.

In this work, we compare the performance of NVIDIA and AMD GPUs in

a particular application – stencil computations. We outline the background

behind the CPU vs GPU matter in scientific computing, as well as explain

the idea of stencil computations and the underlying Astaroth library. Then,

we describe the methodology of the experiment. Finally, we provide and

comment on the experiment results.
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1 Introduction

In the past, the world of scientific computing has been primarily re-

volving around single-core, general-purpose CPUs. At the time, it was

believed that processor speeds would keep doubling every 18 months, pro-

viding consistent improvements in high-performance computing (HPC)

[1]. This stopped holding true as early as 2004, when CPU manufacturers

encountered a “power wall” – the amount of power needed to be dissipated

prevented the clock speeds from rising indefinitely [2, 3]. The universally

accepted solution to this problem was acknowledging the clock speed limit

and instead shifting towards a parallel, multi-core paradigm [4].

Because scientific computing processes, especially physics simulations,

are able to take advantage of the parallelism offered by multi-core pro-

cessors, a simple truth arises: the more cores, the better. State-of-the-art

CPUs can have up to 96 physical cores [5], providing a significant edge

in parallel operations. However, the quest for improving performance is

an unending one, and scientists have been looking outside the realm of

general-purpose processors, focusing on graphics processing units. Mod-

ern GPUs can have upwards of 15000 cores capable of executing arith-

metic instructions in parallel, memory throughputs vastly superior to

these of CPUs [6], and be noticeably more cost- and space-efficient than

equivalent general-purpose processor clusters [7].

Importantly, modern GPUs can be programmed using frameworks such

as CUDA Toolkit (for NVIDIA GPUs) or ROCm (for AMD GPUs) to run

the scientific computations on these highly parallel processors [8]. For the

most part, NVIDIA’s hardware and software stack has been the primary

choice for HPC due to its maturity and lack of similar well-developed al-

ternatives [9]. However, as AMD accelerators have recently started to

emerge into the market, their ecosystem could become a promising con-

testant for the long-standing NVIDIA dominance [9]. In fact, at the time

of writing, the first and third supercomputers (by performance, according

to the TOP500 list) are powered by AMD hardware [10]. Hence, it is desir-

able to conduct studies on how the ROCm framework compares to CUDA

in terms of performance, efficiency and ease-of-use.

In this paper, we compare the performance of both NVIDIA and AMD

accelerators in a scientific computing usage. Our objective is to verify

whether the hardware from both companies is on comparable performance

levels, and if not, how large is the gap between them.



This paper is structured as follows: in section 2, we introduce the neces-

sary background on scientific computing. Section 3 outlines the method-

ology and expectations of the experiment. In section 4, we present, inter-

pret, and discuss the results. Finally, in section 5, we provide concluding

remarks.

2 Stencil computation on a GPU

In the past, GPUs were strictly designed as expansion cards for per-

forming expensive graphics-related operations. With time, however, they

became hugely powerful devices with thousands of parallel cores and gi-

gabytes of high-speed memory. Software frameworks (e.g. CUDA Toolkit)

have been developed to enable the possibility of running arbitrary com-

putations on these coprocessors, and the scientific community has been

quick to take advantage of the new possibilities.

The high throughput provided by GPUs is utilised not only in graphics-

related fields, but also in common scientific applications, such as machine

learning, linear algebra or differential equation solving [11]. This, in

turn, accelerates various physics simulations, which are the foundations

of modern computational sciences, including molecular and fluid dynam-

ics, bioinformatics, and magnetohydrodynamics [11, 12, 13]. The possi-

bilities are endless; in this paper, however, we will focus on a specific

application – stencil computations.

A stencil is a particular type of recurring operation which accepts a

multidimensional array and updates each element by performing some

computation, taking variable amounts of neighbouring elements elements

into account [14]. Stencil functions are widely used in physical simula-

tions [13], and thanks to their structure stencils efficiently lend them-

selves to parallelisation on multi-core platforms. Here GPUs take the

podium – thousands of cores and memory throughput in the range of hun-

dreds of gigabytes per second make them ideal candidates for accelerating

stencils [14].

That is not to say, however, that GPU programming is without chal-

lenges.



2.1 Domain-specific languages

Up until this point we have essentially presented GPU accelerators as

highly parallel processors, however the reality is that achieving signifi-

cant performance improvements over CPUs is a difficult process which

requires expertise in several fields.

First, writing code for execution on a GPU necessitates the usage of

platform-specific language extensions (CUDA for NVIDIA, HIP for AMD).

Already at this point, the entry barrier is relatively high as these exten-

sions are designed to work with low-level programming languages such

as C or C++. Knowledge of these languages is therefore required.

Second, not all GPUs are made equal. Different models have varying

parameters (e.g. thread count per block or preferred memory access pat-

terns) and writing efficient, optimised code requires detailed knowledge

about the target hardware [13]. This also creates difficulties when the

code needs to be ported onto a different GPU – very often a reimplementa-

tion of the program is unavoidable in order to preserve high performance

on new hardware [15, 16].

While neither of these problems in isolation is an insurmountable one,

it is quite unreasonable to expect scientific researchers to not only design

the mathematical foundations of their simulations, but also familiarise

themselves with low-level programming and intricate details of the un-

derlying hardware. These hurdles can be alleviated by using a domain-

specific language (DSL) instead of GPU manufacturer’s native language

(e.g. CUDA). By focusing on a particular subset of GPU features and func-

tion types (e.g. stencils), a DSL enables writing simpler, more expressive

code while avoiding hardware-specific optimisation quirks and still pre-

serving most of the native-level performance [13, 17].

This paper focuses on one particular software library called Astaroth

[13], which focuses on stencil computations and features a high-level DSL

designed for writing stencil functions, as well as a compiler for the DSL

that delivers “near handtuned performance” [18]. While the initial itera-

tions of Astaroth targeted exclusively CUDA (that is, NVIDIA hardware),

recently focus has been shifted to also include support for HIP (AMD hard-

ware). This, combined with the fact that more and more supercomputers

are featuring AMD GPUs, warrants conducting practical experiments to

answer the question: right now, are AMD GPUs able to compare with

NVIDIA’s hardware in stencil computation?



3 The experiment

The experiment will be conducted using Astaroth. With the library

comes a set of benchmarking tools, one of which (benchmark-device) is

ideal for testing single-GPU performance in stencil computation. We will

run the benchmark on the Triton computing cluster, which features sev-

eral models of modern NVIDIA GPUs as well as an AMD Instinct MI100

[19], and compare the run times between different hardware.

The three GPUs selected for testing are NVIDIA Volta V100 (PCIe,

32 GB), NVIDIA Ampere A100 (SXM, 80 GB) and AMD Instinct MI100

(PCIe, 32 GB). At the time of writing, these models are the most modern

offerings of Aalto Triton, making them reasonable candidates for compar-

ison.

In the table below, we present the GPU specifications according to their

corresponding manufacturer’s datasheets [20, 21, 22]. It is, however, im-

portant to note that the claimed performance figures have been achieved

in synthetic benchmarks (based on tasks related to machine learning) and

thus may not represent the results obtained in Astaroth, which is largely

a different type of algorithm.

GPU model Cores FP64 performance FP32 performance

NVIDIA V100 5120 7 TFLOPS 14 TFLOPS

NVIDIA A100 7936 9.7 TFLOPS 19.5 TFLOPS

AMD MI100 7680 11.5 TFLOPS 23.1 TFLOPS

3.1 Methodology

When compiling Astaroth, there are certain parameters that can be fine-

tuned in order to attempt to achieve the best performance on a particu-

lar piece of hardware. Normally one would not adjust these parameters

manually, but as we are trying to compare two very different GPU archi-

tectures, the optimal values are likely to differ between each architecture.

The two parameters in question are:

• Maximum threads per block1. By default this value is set to 0, which

leaves certain parts of GPU code optimization to the compiler. We will

test the default as well as override it with custom values between 64

and 1536, in increments of 32 threads.

1This corresponds to Astaroth’s MAX_THREADS_PER_BLOCK compile-time macro.



• Caching strategy2. Astaroth allows us to choose either implicit (the

default) or explicit caching. We will test both.

Since adjusting the aforementioned parameters requires recompiling

Astaroth, we have prepared scripts to automate the testing process3. The

repository also contains all intermediate and post-processing results.

Finally, we should also mention that the benchmark-device tool accepts

the input mesh dimensions as command-line arguments. For this exper-

iment we have rather arbitrarily chosen a mesh size of 192 in all dimen-

sions – a value large enough to stress the GPUs, but not too large in order

for the tests to complete in a reasonable amount of time.

4 Results

The results of the experiment are presented in the figures below. For

each device, the best result has been recorded into the table along with

the corresponding value for the maximum threads per block.

GPU model Best run; implicit caching Best run; explicit caching

NVIDIA V100 7.3 ms (TPB = 0) 33.2 ms (TPB = 768)

NVIDIA A100 3.3 ms (TPB = 0) 17.6 ms (TPB = 928)

AMD MI100 10.4 ms (TPB = 512) 111.5 ms (TPB = 1440)

Looking at the table, two observations become obvious. First, the ex-

plicit caching variant performed significantly worse than implicit caching.

As the graphs below demonstrate, for some values of maximum threads

per block explicit caching was in fact faster, however it does not negate

the fact that the best results were always achieved with implicit caching.

Second, and more importantly, AMD MI100 did not perform as well as

NVIDIA devices in this test, despire theoretically being the fastest out of

the three tested GPUs. In fact, with the default TPB = 0 the AMD device

achieved even worse result of 20.5 ms; manual tuning of the parameter

halved that time, but it still did not come close to the competitors’ results.

For completeness, we also present charts showing the performance of

each device on all intermediate values of maximum threads per block.

2This corresponds to Astaroth’s IMPLEMENTATION compile-time macro.
3https://github.com/Taikelenn/astaroth-testing
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Figure 1. Average run time for various values of maximum threads per block. Caching
strategy is set to implicit caching. Lower values are better.
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Figure 2. Average run time for various values of maximum threads per block. Caching
strategy is set to explicit caching. Lower values are better.

5 Conclusion

This experiment has shown that while AMD GPUs certainly can be used

with Astaroth, their performance is less than ideal. The closest NVIDIA

competitor to AMD MI100 is the Ampere A100, which in this particular



setting has achieved three times faster run times.

It is imperative to remind, however, that this experiment does not demon-

strate overall superiority of NVIDIA GPUs over AMD. Such a conclusion

could only be reached by comparing algorithms implemented natively on

both platforms. Astaroth was initially designed for NVIDIA devices, and

as of today it generates CUDA code which is only then converted to HIP –

a bias towards NVIDIA hardware should not be surprising.

Astaroth is currently seeing active development in an attempt to im-

prove compatibility and performance on AMD hardware. Therefore, even

if NVIDIA is currently the go-to platform for stencil computations with

Astaroth, we should hope for AMD GPUs to become more and more viable

candidates in the near future.

References

[1] H. Sowizral, “Scene graphs in the new millennium,” IEEE Computer Graph-
ics and Applications, vol. 20, no. 1, pp. 56–57, 2000.

[2] K. Asanovic, R. Bodik, J. Demmel, T. Keaveny, K. Keutzer, J. Kubiatowicz,
N. Morgan, D. Patterson, K. Sen, J. Wawrzynek, D. Wessel, and K. Yelick, “A
view of the parallel computing landscape,” Commun. ACM, vol. 52, p. 5667,
Oct 2009.

[3] H. Esmaeilzadeh, E. Blem, R. St. Amant, K. Sankaralingam, and D. Burger,
“Power limitations and dark silicon challenge the future of multicore,” ACM
Trans. Comput. Syst., vol. 30, Aug 2012.

[4] P. F. Gorder, “Multicore processors for science and engineering,” Computing
in Science and Engineering, vol. 9, no. 2, pp. 3–7, 2007.

[5] Advanced Micro Devices, Inc. https://www.amd.com/en/products/cpu/am
d-epyc-9654, 2022. [Online; accessed 2023-01-30].

[6] NVIDIA Corporation. https://resources.nvidia.com/en-us-tensor-cor
e, 2022. [Online; accessed 2023-01-30].

[7] V. V. Kindratenko, J. J. Enos, G. Shi, M. T. Showerman, G. W. Arnold, J. E.
Stone, J. C. Phillips, and W.-m. Hwu, “GPU clusters for high-performance
computing,” in 2009 IEEE International Conference on Cluster Computing
and Workshops, pp. 1–8, 2009.

[8] M. Papadrakakis, G. Stavroulakis, and A. Karatarakis, “A new era in scien-
tific computing: Domain decomposition methods in hybrid CPU-GPU ar-
chitectures,” Computer Methods in Applied Mechanics and Engineering,
vol. 200, no. 13, pp. 1490–1508, 2011.

[9] K. Shafie Khorassani, J. Hashmi, C.-H. Chu, C.-C. Chen, H. Subramoni,
and D. K. Panda, “Designing a ROCm-aware MPI library for AMD GPUs:
Early experiences,” in High Performance Computing, (Cham), pp. 118–136,
Springer International Publishing, 2021.



[10] TOP500 Supercomputer List. https://www.top500.org/lists/top500/20
22/11/, 2022. [Online; accessed 2023-02-01].

[11] G. Pratx and L. Xing, “GPU computing in medical physics: A review,” Med-
ical Physics, vol. 38, no. 5, pp. 2685–2697, 2011.

[12] M. C. Schatz, C. Trapnell, A. L. Delcher, and A. Varshney, “High-throughput
sequence alignment using graphics processing units,” BMC Bioinformatics,
vol. 8, p. 474, Dec 2007.

[13] J. Pekkilä, “Astaroth: A Library for Stencil Computations on Graphics Pro-
cessing Units,” Master’s thesis, Aalto University. School of Science, 2019.

[14] P. S. Rawat, M. Vaidya, A. Sukumaran-Rajam, A. Rountev, L.-N. Pouchet,
and P. Sadayappan, “On optimizing complex stencils on GPUs,” in 2019
IEEE International Parallel and Distributed Processing Symposium (IPDPS),
pp. 641–652, 2019.

[15] M. Ravishankar, J. Holewinski, and V. Grover, “Forma: A DSL for im-
age processing applications to target GPUs and multi-core CPUs,” in Pro-
ceedings of the 8th Workshop on General Purpose Processing Using GPUs,
GPGPU-8, (New York, NY, USA), p. 109120, Association for Computing Ma-
chinery, 2015.

[16] N. Zhang, M. Driscoll, C. Markley, S. Williams, P. Basu, and A. Fox, “Snowflake:
A lightweight portable stencil DSL,” in 2017 IEEE International Parallel
and Distributed Processing Symposium Workshops (IPDPSW), pp. 795–804,
2017.

[17] B. Hagedorn, L. Stoltzfus, M. Steuwer, S. Gorlatch, and C. Dubach, “High
performance stencil code generation with Lift,” in Proceedings of the 2018
International Symposium on Code Generation and Optimization, CGO 2018,
(New York, NY, USA), p. 100112, Association for Computing Machinery,
2018.

[18] Astaroth - A Scalable Multi-GPU Library for Stencil Computations. http
s://bitbucket.org/jpekkila/astaroth/src/master/, 2023. [Online;
accessed 2023-03-04].

[19] Triton - Cluster technical overview. https://scicomp.aalto.fi/triton/ov
erview/, 2022. [Online; accessed 2023-03-05].

[20] NVIDIA Corporation. https://images.nvidia.com/content/technologi
es/volta/pdf/volta-v100-datasheet-update-us-1165301-r5.pdf, 2020.
[Online; accessed 2023-04-07].

[21] NVIDIA Corporation. https://www.nvidia.com/content/dam/en-zz/Solu
tions/Data-Center/a100/pdf/nvidia-a100-datasheet-nvidia-us-21885

04-web.pdf, 2022. [Online; accessed 2023-04-07].

[22] Advanced Micro Devices, Inc. https://www.amd.com/en/products/server
-accelerators/instinct-mi100, 2020. [Online; accessed 2023-04-07].





Review of recent advances of leveraging
symbolic execution for fuzzing

Philipp Giersfeld
philipp.giersfeld@aalto.fi

Tutor: Lachlan Gunn

Abstract

Fuzzing has become the de-facto standard for vulnerability discovery. While

combining a fuzzer with concolic execution has been an interesting topic of

research, only recently have they started competing for the highest scores

on popular benchmarks. In this paper, we provide a comprehensive re-

view of recent advances in utilizing program analysis for automated test-

ing of software applications. Specifically, the focus is on symbolic execu-

tion techniques for hybrid fuzzing, and the paper compares approaches for

tracing, Intermediate Representation (IR), constraint collection, and con-

straint solving. The research highlights the key differences between differ-

ent approaches. Additionally, the paper suggests possible studies to further

explore the advantages and disadvantages of these techniques, including

more detailed evaluations of their effectiveness and applicability in real-

world testing scenarios.
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1 Introduction

With the digitalization of critical applications in recent years, their safety

consequently depends on the security of the underlying software, which

has become an attractive target for adversaries. Despite significant ad-

vances in platform security, which only restrict the impact of a bug once

the code is already deployed, vulnerabilities have continued to occur. Mem-

ory vulnerabilities have been the continuous culprit for computer security,

constituting 70% of all CVEs [16]. Consequently, to minimize the risk of

exploitation, there has been a growing demand for effective methods of

identifying implementation errors, as indicated by Darpa’s Cyber Grand

Challenge (CGC) in 2016. The results of which and Google’s OSS-Fuzz

projects demonstrate the effectiveness of automatic analysis tools, e.g.,

OSS-Fuzz was able to find 8800 vulnerabilities in 850 projects since its

introduction in 2016 [5].

These automatic analysis tools can be classified into static and dynamic

analysis methods. In the former category, symbolic execution is com-

monly leveraged for whitebox fuzzing to explore the programs [11]. Sym-

bolic execution formalizes code paths as first-order logic equations, which

can then be evaluated by powerful Satisfiability modulo theories (SMT)

solvers to find inputs triggering the execution of said code path. This ap-

proach excels at finding inputs for simple fine-grained conditions, such

as magic bytes; however, they suffer from performance limitations, e.g.,

due to path explosion or memory consumption. On the contrary, dynamic

analysis in the form of greybox/blackbox fuzzers overcomes these limi-

tations as fuzzers can be executed natively by applying an evolutionary

approach, mutating its input to explore increasingly more code. However,

fuzzing is incomplete, it cannot provide the same guarantees as white-

box fuzzing and frequently get stuck due to complex checks, such as the

aforementioned ones.

Hence, recent research proposes methods to combine the strengths of

both approaches. However, these methods generally suffer a through-

put penalty with the benefit of finding higher-quality inputs. Especially

recent works successfully focused on optimizing the symbolic execution-

bounded analysis to improve fuzzing performance.

In order to compare recent advances in utilizing program analysis for

fuzzing, this paper reviews the main contributions of a selection of ap-

proaches and compares their approaches for IR, constraint collection, and



constraint solving. Section 2 introduces fuzzing, symbolic execution, and

concolic execution. Section 3 defines a comparison space, followed by se-

lecting the approaches for the analysis and comparing them. In Section

4 we propose future research questions and in Section 5 we conclude our

work.

2 Software analysis

2.1 Fuzzing

Fuzzing, first coined as a term by Miller et al. in 1990 [15], is the method

of executing a program with random input and observing whether it crashes.

While initial fuzzers were relatively simple, modern state-of-the-art fuzzers,

such as AFL++ or Nyx, employ complex strategies in order to test more

code [9] [21]. For example, while Nyx improved the current state-of-the-

art by focusing on the execution throughput and enabling fuzzing of com-

plex targets, such as hypervisors, AFL++ consolidates novel approaches

in a customizable manner to quickly implement novel/custom approaches,

such as different sanitizers, to catch bugs that may not crash the applica-

tion, mutation strategies to increase the likelihood of exploring different

code regions, or coverage metrics to guide the fuzzer towards using inter-

esting inputs. These fuzzers are very powerful at quickly exploring code

regions that are conditionally reachable by simple conditions, such as x

> 0, as they mainly apply random mutations to existing test cases and

execute those natively. However, due to their probabilistic nature, this

also limits their explorative abilities as they struggle to satisfy specific

conditions (such as x == 0xdeadbeef ). These conditions can be solved by

applying a concrete solving technique, such as symbolic execution.

2.2 Symbolic Execution

Symbolic execution explores a program by assigning symbolic variables

to input data and executing every possible execution path, essentially

forking at every branch, collecting branch conditions as constraints, and

finally, stating the code path as a first-order equation [12]. Then, powerful

SMT solvers, such as Z3, can be used to evaluate a code path and aim to

generate concrete inputs to trigger all execution paths [8].

Consider the example program from Listing 1. Here, the input given



1 #include <stdlib.h>
2 #include <stdio.h>
3

4 int main(int argc, char** argv) {
5 if (argc<2)
6 return -1;
7 int a = strtol(argv[1], NULL, 0);
8 int b = a ^ 0xbadc0de;
9 if (b == 0xdeadbeef)

10 abort();
11 }

Listing 1. Example Program under Analysis

via STDIN can be marked as a symbolic input λ. After executing line

8, the value of b is λ ⊕ 0xbadc0de. The symbolic execution forks on line

9. Now, there are two path constraints, λ ⊕ 0xbadc0de = 0xdeadbeef for

the erroneous path resulting in abort() on line 10 and the other path λ ⊕
0xbadc0de ̸= 0xdeadbeef. Continuing, a SMT solver can be consulted to

find solutions for both constraints, such as 0xd5007e31 and 1.

This approach can provide a certain guarantee about the absence of

bugs, although simplifications need to be made such that this approach

becomes practically feasible. Moreover, this approach suffers from signifi-

cant scalability issues [17], such as path explosion. Path explosion occurs

since the number of paths doubles at every branch, hence, growing ex-

ponentially. While existing methods attempt to minimize path explosions

[2], ultimately, these strategies only delay it and are not able to completely

mitigate it [24].

2.3 Concolic Execution

Concolic execution reduces the overhead of symbolic execution by aug-

menting symbolic execution with concrete values; hence the name concolic

(concrete + symbolic) [10]. This approach executes a program concretely

while simultaneously collecting symbolic constraints. Thus, it can reduce

the number of paths to one, the concretely executed path. Then, it can flip

one of the constraints to explore a different branch, commonly starting

from the last one. Concolic execution can treat complex functions, such

as hash functions, as concrete values, unlike symbolic execution. Still,

running an SMT solver requires significant processing time, and using

concrete values might restrict the solver so that it cannot find a concrete

solution for the collected path constraints.



3 Comparison

3.1 Comparison space

In order to compare different approaches state-of-the-art concolic execu-

tors are employing, we selected four design choices we believe are most

impactful on the resulting performance, namely:

Target type: What targets can be analyzed?

Constraint Collection: How are path constraints collected?

Constraint Solving: How are the resulting constraints solved?

Interaction with external environment: How does the engine inter-

act with external dependencies, e.g., libraries?

We note that most works implement further strategies that fall outside

these categories.

3.2 Approaches under analysis

Fuzzer (by avg. score) Avg. Score

fuzzolic-aflplusplus-z3 98.67

symqemu-aflplusplus 97.51

fuzzolic-aflplusplus-fuzzy 97.46

aflplusplus-cmplog-double 96.82

symcc-aflplusplus-single 96.75

eclipser-aflplusplus 96.27

aflplusplus-qemu-double 94.72

Table 1. Fuzzbench results of a variety of hybrid
fuzzers and AFL++.

In order to compare the re-

cent advances in symbolic

execution-based approaches,

we review the following im-

plementations as they com-

peted with other state-of-the-

art fuzzers on Fuzzbench1

(c.f. Figure 1): SymCC [18],

SymQemu [19], and Fuzzolic

[4]. Fuzzbench is a pop-

ular fuzzing benchmarking

service where each tool is

evaluated on a variety of open source software, wherein after each tool

is assigned a normalized score [14]. Furthermore, we decided to include

SymSan as it was not released at the time of this benchmark although it

outperformed the approaches in their own evaluation [6]. Finally, since

many design decisions of this selection are influenced by QSym we also

include it in our review [25].
1https anonysp2022.github.io/#experiment-summary



3.3 Target type

The approaches under analysis use a selection of different tools to in-

strument or trace the target program in order to gather symbolic con-

straints. These underlying tools pose the main limitations of targets for

the corresponding concolic execution. Our selection of approaches used

mainly three different techniques. First, QSym uses Intel PIN [13], a

dynamic binary instrumentation tool that can only target binaries run

on Intel processors. Secondly, SymCC and SymSan instrument the code

at compile-time, hence, requiring source code access. While these tools

are currently mainly implemented for C/C++ programs, as they leverage

the LLVM compiler framework, they should be easily expandable to any

LLVM-supported language. Finally, SymQemu and Fuzzolic instrument

theIR of QEMU,Tiny Code Generator (TCG). Thus, they are able to target

any executable supported by TCG, given negligible modifications [19].

3.4 Constraint Collection

Inspired by QSym, all approaches use a backend, which collects the con-

straints and then tries to solve them. Additionally, the backend can ap-

ply optimizations, such as deduplication, to improve performance and is

easily interchangeable, enabling flexible experimentation with different

backends. QSym sacrificed high implementation complexity to execute at

the instruction level symbolically. This design decision allows for finer-

grained optimizations and potentially less overhead since instructions

that contain no symbolic inputs can be executed natively. SymCC inte-

grated the creation of the expression into the instrumented binary as an

LLVM compiler pass, thus, removing the dependency of a relatively slow

interpreter. The compiler pass adds calls to a runtime library. These calls

pass symbolic expressions to the runtime, which then tries to solve them.

This design allows interchangeable usage of different backends, such as

QSym or Z3. SymSan expands upon this idea by improving performance.

Inspired by optimizations from Address sanitizer (ASAN) [22], SymSan

is able to achieve constant-time lookup of symbolic variables, which were

done in logarithmic time by SymCC. This, among other optimizations,

leads to a non-negligible performance increase over SymCC. Regarding

the concolic execution of binaries, SymQEMU and Fuzzolic follow the

same approach by instrumenting the IR of QEMU at runtime. Generally,

both follow the compile-time approach by instrumenting certain IR func-



tions with symbolic expression-building and calls to the solving runtime.

As noted by the authors of Fuzzolic, both tools have three main differ-

ences. First, Fuzzolic decouples the expression building component and

solving component into two different processes, which is a design choice

with no further reasons given and, as they point out, is challenging to

evaluate. Secondly, Fuzzolic instruments the IR on a basic block level,

potentially enabling further optimization by sacrificing implementation

complexity. Finally, Fuzzolic offers three different fuzzing-inspired modes,

which increased performance in their tests.

3.5 Constraint Solving

While much progress occurred focusing on constraint collection, recently,

new approaches for solving those constraints have been proposed in con-

junction with the release of our approaches under analysis. As shown by

Poeplau, much of the total execution time of concolic executors is spent

in the solving component [18]. Commonly, concolic execution used the Z3

solver to satisfy the collected constraints. However, QSym modified Z3 to

apply hybrid fuzzing-specific optimizations. Newer approaches can subse-

quently use this newly created backend, although this may lead to certain

incompatibilities, such as pointed out by the authors of SymSan. While

SymCC and SymQEMU rely on plain Z3 or QSym as their backend, the

Fuzzolic and SymSan authors presented novel solvers, namely, fuzzy-sat

and jigsaw [3, 7]. Fuzzy-Sat borrows techniques from the fuzzing domain

to trade accuracy for higher throughput. This is achieved by leveraging a

new search algorithm, offering different modes, and incrementally solving

the constraints. On the other hand, jigsaw uses a gradient descent-based

search algorithm as suggested by angr [23] and increases efficiency by

following a JIT-based approach to evaluate expressions. As their bench-

marks have shown, this leads to a throughput improvement by multiple

orders of magnitude.

3.6 Interaction with external environment

QSym treats the external environment as black boxes and concretizes all

interactions. Altogether, this means that QSym executes everything sym-

bolically until the system call level. This prevents it from using erroneous

or incomplete models of external functions. However, this may pose a vio-

lation of process boundaries. SymCC concretizes all uninstrumented code



to avoid tricky situations, such as binary-only libraries. However, SymCC

pays implementation complexity and increased error-proneness by provid-

ing standard wrappers around certain functions of the C standard. The

authors point out that it is possible to compile an instrumented version

of the LLVM standard library libc++ for convenience reasons. Analogous,

SymSan provides wrappers for common standard operations. SymQEMU

symbolically executes all instructions up until the system call level, as

only user mode is emulated. Finally, Fuzzolic follows this approach and

additionally implements models of common routines, such as memcpy, to

track the effects.

4 Discussion

Previously, traditional "dumb" fuzzers have been dominating bug discov-

ery benchmarks. This trend has been overthrown by our approaches un-

der analysis as suggested by recent Fuzzbench evaluations. We enumer-

ated the different approaches; however, pointing out the strengths and

weaknesses is difficult as most techniques improving precision introduce

a performance hit and vice versa, and the evaluations, such as those per-

formed on Fuzzbench, merely signal which fuzzer performs best on av-

erage. Hence, a rigorous study is necessary to compare the different ap-

proaches and extract their respective strengths and weaknesses. This

study could allow for the distillation of the techniques inducing the ac-

tual performance benefit, e.g., the authors of SymQEMU reused the back-

end of SymCC to compare only the effects of using dynamic instrumenta-

tion, while Fuzzolic made changes to the frontend as well as the backend,

hence, it is unclear which techniques resulted in the performance benefit.

Furthermore, it is unclear which concrete scenarios each tool is excelling

at. Perhaps, a specific tool performs exceptionally well on cryptographic

checks while another tool performs better on parsing steps. Concluding,

we propose two future research ideas. First, a systematic comparison of

our comparison space, similar to Poeplau and Francillon [17], where each

technique is tested in isolation, and each combination is evaluated since a

particular technique may perform better in a general scenario, although

a certain combination of two techniques may perform even better in syn-

ergy. This way, combinations, such as SymSan constraint collection, can

be used with the fuzzy-sat solver. Second, a study to investigate where the

respective strengths of each approach are. This could possibly be done by



triaging all bugs found or missed, classifying those bugs, and observing

which classes are easily found by which tool. Furthermore, such a survey

could also compare inherently different approaches, such as taint-based

approaches [20] or inference-based approaches [1]. Such research could

also hint towards future research into what code paths are currently dif-

ficult to cover for current state-of-the-art approaches.

While Poeplau and Francillon remarked that using a compilation-based

instrumentation leads to simpler constraints [17], it is unclear whether

this only occurs for their approach SymCC or it is generally the case and

also occurs when using a different compilation-based approach, such as

SymSan. Hence, we propose to redo the study with current state-of-the-

art tools.

5 Conclusion

This paper has reviewed recent concolic executors for hybrid fuzzing and

identified their core differences across four design criteria. We suggested

possible studies to distill the advantages and disadvantages of the pro-

posed techniques and possibly compare hybrid fuzzing with concolic exe-

cution with fuzzing methods leveraging other analysis techniques.
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Abstract

Energy consumption in cloud computing is increasing, and the amount of

energy used in cloud computing is estimated to increase 15 times by 2030

[6]. Therefore, this paper discusses and analyzes different approaches us-

ing Kubernetes to address the rise in energy consumption in cloud comput-

ing. The most common issue that cause the energy usage to rise in cloud

computing is the inefficient allocation of resources, and the approaches dis-

cussed aim to solve this common issue. The approaches discussed in this

paper consist of workload scheduling, server consolidation, and mobility

awareness. Although all these approaches are efficient in solving the issue

of resource allocation in cloud computing, workload scheduling is the best

approach since the other approaches contain many disadvantages regard-

ing setting up and operating. As the main goal is to improve the energy

efficiency in cloud computing, the tools that do not provide environmental

benefits should be deprecated, and more projects to address the environ-

ment should be funded by multiple entities.

KEYWORDS: Kubernetes, energy efficiency, resource allocation, workload

scheduling, server consolidation, mobility awareness



1 Introduction

Before cloud computing was introduced, software and services were de-

ployed in physical data centers. Since 2006, cloud computing has become

popular and many software and services were deployed using cloud com-

puting [6]. Cloud computing has provided various business models, in-

cluding Infrastructure as a Service (IaaS), Platform as a Service (PaaS),

and Software as a Service (SaaS). Moreover, cloud computing leverages

universal access to data center facilities.

Although cloud computing has provided significant benefits, it has many

environmental problems. It is reported that the energy consumption of

data centers is at 200 TWh in 2016, and that number is expected to rise to

2967 TWh in 2030 [6]. Based on the survey conducted by Stücke [11], the

alarming amount of energy consumption is due to the complexity of cloud

computing makes it difficult to estimate the number of resources needed.

Moreover, the survey points out that it is a common pattern to unneces-

sarily allocate more resources to ensure that software and services are

performing well. To address the energy consumption issue, a tool such as

Kubernetes (K8s) is introduced to better allocate resources, thus prevent-

ing over allocating unnecessary resources of different services.

In order to evaluate the energy saving capabilities of K8s, this paper

discusses how K8s is used to enhance the energy efficiency. In addition,

this paper summarizes, discusses, and analyzes approaches conducted by

multiple studies to help promote energy efficiency and carbon emissions

reduction using K8s technologies.

This paper is organized as follows. Section 2 provides some background

information about K8s and its benefits. Section 3 discusses how K8s is

used to schedule and consolidate servers to provide better energies effi-

ciency based on different researches. Section 4 analyzes and discusses

about the different approaches presented in Section 3. Section 5 provides

concluding remarks of this paper.

2 Kubernetes

This section introduces K8s as a tool and related concepts of K8s, such as

clusters, nodes, and pods.
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Figure 1. Cluster, nodes, and pods relationship

2.1 K8s as a tool

K8s is an open-source container orchestration platform that allows the

automation of deploying, managing, and scaling of containerized appli-

cations [9]. K8s was found and developed by engineers at Google. K8s

allows DevOps engineers to deploy and manage application better than

many other platform since K8s provides certain functionalities that ab-

stract many manual processes. For example, K8s can orchestrate contain-

ers across multiple hosts, and most importantly, K8s can scale container-

ized apps and resources on the fly. The ability to scale resources on the

fly is important because during peak time, the application has enough re-

sources to operate with the least chance of operation failure. In contrast,

during idle time, it is also important to deallocate unnecessary resources

to reduce as much cost as possible for companies. K8s is built on the con-

cept of clusters, nodes, and pods [12].

2.2 Clusters, nodes, and pods

Clusters are the main building blocks of the K8s architectures, and nodes

are part of clusters. Each cluster has one master node, which contains

multiple worker nodes that deploy, run, and manage container applica-

tions. A cluster contains one or many pods, and a pod is a group of con-

tainers that share the same computing resources and network. Should a

pod receive more traffic than it can handle, the cluster will create another

pod in other nodes within the cluster. The last concept of K8s is Deploy-

ment, which specifies the number replicas of pods should be created and

run on the cluster. The relationship between the cluster, nodes, and pods

is illustrated by figure 1.



3 Energy Efficiency of K8s

K8s is a tool that provides significant benefits to DevOps engineers, and

it is also a major cost saving opportunity to many companies since it

is inexpensive to deploy different services using K8s. Moreover, K8s is

used to enable energy efficiency when deploying and managing services

in the cloud. According to Mustafa [8], Amazon Web Service (AWS) has

increased the CPU utilization from 8% to 70% after switching from vir-

tual machines to K8s. This enables Nordstrom to scale down their in-

frastructure with only 1/10 of the computing power they used before AWS

switched to K8s.

Energy consumption in cloud computing can be caused by multiple is-

sues; therefore, it is important to address the correct issue. The most

common issue is the inefficient allocation of resources in cloud computing.

When the allocation of resources is inefficient, this allows multiple un-

used resources to be active; when the number of active unused resources

increases, a substantial amount of energy is consumed. To address this is-

sue, several studies has been conducted to improve the energy efficiency in

cloud computing using K8s based approaches, such as workload schedul-

ing, server consolidation, and mobility awareness [1, 5, 8, 2, 4]. All of

these approaches attempt to improve the allocation of resources in cloud

computing, specifically inside a K8s cluster.

3.1 Workload scheduling

Workload scheduling in K8s is the concept of assigning pods to specific

nodes while balancing utilization resources among them. Sobol [10] men-

tions that the simplest workload scheduling configuration that can be

given to K8s is nodeName, which is the name of the node. However,

this configuration approach can lead to having non-functional pods, such

as an unexisting node name. Another powerful configuration can be given

to K8s is nodeSelector, which defines the specification of a node, includ-

ing disk type and node affinity. Node affinity is a setting that can specify

the rules and stages of a node that a pod should be assigned to.

Green region workload scheduling

Using workload scheduling, James and Schien [5] built a conceptual sched-

uler that helps reduce carbon emissions to the environment. The idea of

the concept is to extend the default behavior of K8s scheduler to consider



the carbon emissions based on a different numbers of factor, such as the

carbon intensity of certain regions in world, the air temperature, and the

solar irradiance.

In order to implement this concept, James and Schien [5] developed an

algorithm that determines the greenest region based on the carbon inten-

sity from a known list of regions. If there exists multiple regions with the

same carbon intensity, then air temperature is another parameter this al-

gorithm considers when selecting the greenest region. After the greenest

region has been determined using this algorithm, the program sends the

data to the cloud K8s or Infrastructure as a Service (Iaas) management

API to provision a Resource Group at a dedicated cloud provider from that

region, then the program verifies the successful state of the request. Af-

ter the provisioning request has been confirmed successful, it commonly

takes 10 minutes for a new cluster to be provisioned and for all credentials

to be agreed upon. In addition, it takes one or two minutes for all compo-

nents in K8s to be in Ready status. To address the time it takes for the

provisioning of new cluster, the scheduler polls the status of the compo-

nent of the new cluster at a regular interval, and once the Ready status

has been confirmed, the necessary Deployments are executed. Once all

the Deployments are executed, the scheduler deletes all Resource Group

from the previous provisioned cluster.

Workload scheduling for HPC environment

Another approach of utilizing K8s workload scheduling is to create a sched-

uler that is suitable for Higher Performance Computing (HPC) workloads.

Dakic et al. [1] state that HPC environments has been used extensively

in many virtual machines in different cloud environments because of the

need of computation power, agility, and manageability. However, virtual

machines consume a substantial amount of resources because in order

to operate a virtual machine, a minimum constant amount of memory

in a computer must be allocated to operate a virtual machine, although

the amount of memory needed is significantly lower than the minimum

amount of memory. In order to address this issue, Dakic et al. [1] de-

veloped a K8s scheduler that can automatically allocate the workload to

the nodes which contain higher computing power resources based on the

amount of workload.

Heterogeneous HPC environments are based on all technologies, such

as x86, ARM, RISC-V, and GPU. Therefore, setting up multiple K8s nodes



is the solution to running workload in HPC environments, and each node

has specifications related to their respective technologies. Dakic et al. [1]

setup four K8s nodes based on x86 and ARM technologies, and a sched-

uler that ensures that a node has enough computing power capabilities to

operate the workloads. If a node fails, it allocates immediately to other

nodes, and most importantly, it takes the pricing per kWh, carbon foot-

print, and energy consumption as a variable when deciding which nodes

to use. As a result, the Advance RISC machines (ARM) architecture per-

forms exceptionally well regarding performance per Watt, although ARM

platform is an inexpensive platform. The x86 CPU based architecture

does not perform as well as the ARM architecture, it is still a mature

platform and should not be discarded. The scheduler can also be scaled

up further with more nodes, and it can also be coupled with other CPU

architectures, such as RISC-V. Dakic et al. are confident about their work

and they believe that their solution is going to be both energy efficient and

high performance.

3.2 Server Consolidation

Server consolidation is a concept of cloud computing which refers to the

process of combining multiple servers into a single, more powerful cluster

of servers [7]. This method has been used by multiple enterprises to get

the benefits of reduced space, power, and administrative requirements

to reduce cost, workloads, and power consumption [2]. Although server

consolidation reduces the resources used, it increases the complexity of

data configuration, along with additional overhead when making requests

to multiple servers.

In order to address the issue mentioned above, Dewi et al. [2] use K8s

to automate the process of server consolidation. K8s already has its own

mechanism to horizontally scale pods based on the amount of concurrent

users. This mechanism is known as K8s Horizontal Pods Auto-Scaling

(KHPA). The mechanism can also be configured by giving a certain num-

ber of parameters to determine the maximum and the minimum numbers

of pods, the CPU utilization, and the permission to allocate/deallocate re-

sources to avoid the effects of instability. Dewi et al. [2] setup a microser-

vice application with 8000 users to perform multiple concurrent HTTP

requests to the services in the application. The services in the microser-

vice are also created with single server setting and multiple servers with

scalability setting. The result shows that the CPU Usage Pods of multiple



servers setting are drastically better than the single server setting, which

translates to less energy consumed when running the test in multiple

servers setting. Although the response time of the single server setting is

better than the multiple servers setting, the latency is not significant [2].

The reason for the latency is due to the overhead of scaling containers in

multiple servers setting.

3.3 Mobility awareness

Proximity tracking and assigning pods to the nodes closest to the loca-

tion of a user are also issues when implementing K8s to manage software

deployments in the cloud. Ghafouri et al. [4] address these issues in mo-

bile edge computing when making K8s compatible with cloud decentralize

platforms. The mobility constantly changes the proximity of the users to

the services, which leads to having active nodes in the K8s cluster that do

not use their full capacity. Ghafouri et al. developed a framework named

Mobile-kube, which reduces the latency of mobile edge computing devices

while maintaining the energy consumption at a reasonable level. The

framework is backed by a reinforcement machine learning method known

as Importance Weighted Actor-Learner Architecture (IMPALA). Accord-

ing to Ghafouri et al. [3], IMPALA is not only efficient for training data

in a single machine, it is also efficient for training data in thousands of

machines without sacrificing data efficiency and training stability. Using

IMPALA along with another neural network, such as critic, can help re-

duce variance when calculating the reward [4]. From the reward, the state

of the environments can be updated. Ultimately the goal of Mobile-kube

is to determine where is the best location to host a service based on the

the location of the user, and that decision has to be made automatically.

In order to implement and test the framework, Ghafouri et al. [4] de-

signed a system where a device is connected to a service at a certain loca-

tion. The system consists of a K8s cluster that contains nodes and pods,

a mobility simulator which is a Python script assigning the users to the

nodes, and a controller which wraps the information received from the

K8s cluster and the mobility simulator into an environment referred to

as OpenAI gym environment. The gym environment calculate the reward

based on the information it is given, then the reward is passed to the rein-

forcement learning agent, which then decides the next placement of pods

in the nodes. After that, using K8s Python API, the placement is passed

back to K8s cluster and the pods will be placed into the new nodes.



As a result, with the same energy consumption, the Mini-kube frame-

work is able to reduce 43% of user latency. The test is also conducted

using two other reinforcement learning methods: Policy Gradient (PG)

and Proximal Policy Optimization (PPO). When comparing the results,

the IMPALA methods achieve the best energy performance with differ-

ent number of users, and it is indicated by the number of empty servers

between the different number of users. From this result, Ghafouri et al.

are confident that the Mobile-kube framework will enable the most opti-

mal performance to mobile edge computing while maintaining the energy

consumption at the most sufficient level.

4 Analysis and Discussion

Different methods and approaches can enable better energy efficiency

when deploying and maintaining software services in the cloud using K8s.

The approaches mentioned in the previous section solve a common issue

in cloud computing, which is the efficiency of resource allocation in cloud

computing.

4.1 Workload scheduler

The workload scheduler approach is the best approach when maximiz-

ing the energy usage while maintaining the performance of the services.

During idle time, the cluster can assign pods to the nodes with the lower

specification to reduce the energy usage as much as possible, and only as-

sign the pods to higher performance nodes during peak time. The number

of nodes and pods can also be configured in workload scheduling to max-

imize performance if it is needed. This is the most flexible approach, as

workload scheduling is also efficient when using it in heterogeneous HPC

environment.

4.2 Server Consolidation

Server consolidation is also an efficient approach when maximizing en-

ergy efficiency when deploying and maintaining services in the cloud.

The CPU Usage Pods is significantly lower when handling user requests

in multiple servers environment. However, with the amount of latency

when scaling containers in multiple servers setting, server consolidation

may not be beneficial when the performance of the application is rely on



the response time to the users. To address this issue, workload schedul-

ing is the better approach when the latency of the application when using

workload scheduling is tolerable.

4.3 Mobility awareness

Mobility awareness approach is an efficient approach when handling the

proximity of user location in mobile edge computing. It certainly reduces

the latency of the user when determining the nodes with the closest loca-

tion to the user while maintaining the energy efficiency. However, since it

is using machine based approach, the algorithm requires training by feed-

ing data into the algorithm; it is challenging to use real world user data

to train the algorithm. The algorithm needs a large number of test sub-

jects to train, and the mobility awareness approach can be costly to setup

initially. Another problem with machine learning based approach is that

the test data is not as diverse or varied as the real world data. Therefore,

the lack of diversity in test data can lead to many cases of false positive or

false negative when predicting the results, which can cause the mobility

awareness approach to allocate the pods into the wrong nodes or into the

nodes that are not the closest to the current location of the user. Although

mobility awareness is an innovative approach to improve the energy effi-

ciency with the use of machine learning, it is prone to error and not the

most cost efficiency approach.

5 Conclusion

This paper has reviewed three approaches using K8s to maximize the en-

ergy efficiency in cloud computing. The main goal of the approaches is to

improve resource allocation mechanism in cloud computing. Although the

approaches previously mentioned are not fully optimized for all use cases

of many enterprises, they are still efficient and the enterprises should

consider implementing them into their deployment infrastructures. Re-

gardless of which approach is taken into implementation, the enterprises

will reduce the carbon emission and improve the energy efficiency when

more services and software are deployed into the cloud. In the future,

with the constant improvement of technology, researchers will be able to

conduct more approaches using K8s to further maximize the energy effi-

ciency; the legacy tools that do not provide environmental benefits will be



deprecated. Furthermore, since the environment is an issue that concerns

the world, governments should fund projects aimed at improving the en-

ergy efficiency in cloud computing to ensure the best possible outcome.
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Abstract

The Metaverse is an emerging concept that promises to integrate virtual

reality experiences with our daily lives, creating new opportunities for so-

cial interaction and development. As the Metaverse becomes more popular

and widely adopted, the need for addressing security and privacy concerns

becomes even more critical. The key technology that enables access to the

Metaverse is visualization technology, and thus it is the primary focus of

our review. This paper analyzes the vulnerabilities that Metaverse systems

inherit from existing technologies, including data breaches, identity theft,

social engineering, and unauthorized access, and explores how these risks

can be amplified in a virtual environment. Additionally, this paper high-

lights the need for novel authentication and authorization mechanisms.

Overall, this study aims to provide insights into the current state of secu-

rity and privacy in the Metaverse and to suggest ways to ensure secure and

implement effective security solutions in this emerging technology land-

scape.

KEYWORDS: security, privacy, metaverse, visualization technology



1 Introduction

The word “Metaverse” is a combination of prefix “meta” with the mean-

ing of transcending and suffix “verse” which implies the universe. There

are different descriptions of this beyond-universe technology concept de-

pending on its context. In short, the concept of the Metaverse refers

to a virtual world that is immersive, interactive, and co-created by its

users [5,13,22]. The Metaverse is not just a single, centralized virtual en-

vironment but rather a decentralized network of virtual spaces that are

connected and interoperable [20, 22]. Lee et al. [13] divide metaverse de-

velopment into three phases: (I) digital twins, (II) digital natives, and the

last phase (III) co-existence as shown in Figure 1.

Figure 1. Metaverse Development Phases

The first phase called digital twins, mirrors the physical reality and

duplicates its property, such as the motion and function of users or ob-

jects, into virtual environments. The second phase, known as the digi-

tal natives, focuses on the creation of native content within the virtual

world. The content can be native only to the virtual world or linked to its

physical counterpart, influencing innovation in both worlds and creating

an intersection between them. This process connects the ecosystems of

both worlds, enabling the development of new forms of culture, economy,

and regulation that support the creation of physical goods and intangi-

ble contents. In the final phase, co-existence, both worlds co-exist and

inter-operate with the physical world. The virtual world turns into a self-

sustaining and persistent one. With the seamless integration of the two

worlds, the objects and entities that do not exist in the real world now

exist in virtual reality space, making the scope of the virtual world larger

than the physical world. The space is built by combining various tech-

nologies, such as extended reality (XR), artificial intelligence (AI), and

blockchain. The development of the Metaverse has presented vast oppor-

tunities and potential applications across multiple industries, including



entertainment, socialization, and education. However, with the Meta-

verse gaining more popularity and being increasingly integrated into our

lives, there is a growing concern regarding security and privacy. These

concerns arise from managing vast amounts of data, pervasive user profil-

ing, and technologies that are inherently vulnerable [22]. Existing threats

can be amplified in the virtual world, opening up new avenues for crimes.

Examples of such incidents include identity theft [7,12] and the hijacking

of wearable devices [6].

Given these challenges faced by the Metaverse, it is crucial to review

existing research exploring these security and privacy issues. This paper

aims to provide an overview of recent publications on the challenges and

solutions for security and privacy in the Metaverse. The review covers the

Metaverse concept, related technologies, and potential threats, as well as

existing solutions and future research directions. Specifically, the review

focuses on interactive visualization technology, a key component of the

Metaverse.

The paper is organized as follows. Section 1 provides an overview of

the Metaverse concept and its challenges. Section 2 covers key technolo-

gies used in the Metaverse, while Section 3 focuses on visualization and

interactive technologies. Section 4 reviews current security threats. Sec-

tion 5 reviews potential solutions to address these issues. Finally, Section

6 summarizes the main findings and discusses potential future research

directions.

2 Key technologies in Metaverse

The key technologies that drive the development of the Metaverse are

Interactive technology, Cloud Service, AI technology, and Blockchain tech-

nology [5].

Visualization and Interactive technologies: In the Metaverse, visu-

alization and interactive devices play a key role in offering users more im-

mersive and interactive experiences in virtual environments, not only as

an access point but also linking the user interaction to the virtual world.

The movement of the user and interaction are captured by motion track-

ing and then projected into the virtual world. This technology allows users

to navigate and interact with virtual environments in a more intuitive and

realistic way [5,19].



Cloud services: Cloud services enable the Metaverse to store, process,

and distribute large amounts of data and computational resources, allow-

ing it to scale and meet user demand. However, when Metaverse physics

emulation and graphical rendering are implemented using a centralized

cloud-based approach, the design suffers from several drawbacks caused

by the high network latency, which results in low-quality visualization of

the graphic. To address this problem [9], the concept of distributed com-

putation is introduced to the Metaverse. The bottleneck computational

process is pushed toward end-users instead.

AI technology: AI plays a major role in the processing of motion capture,

system speech recognition, computer vision, and sentiment analysis in

the Metaverse. This technology makes the Metaverse more dynamic and

responsive, allowing for a more personalized and interactive experience

for users. Moreover, AI facilitates the system infrastructure tasks, such as

automatic resource allocation, traffic off-loading, and fault detection. The

tasks improve the infrastructure reliability and system performance [10].

Blockchain technology: Blockchain technology enables a decentralized

database to the Metaverse. In addition, Blockchain provides a secure and

decentralized economic framework [15] for the exchange of digital assets

and currencies within the Metaverse. While the regulation of the eco-

nomic system creates a link between virtual space and reality, trust and

transparency in virtual transactions are also established in order to en-

sure a secure and reliable experience for the users.

3 Visualization and Interactive technologies

In visualization and interactive technology, namely Extended Reality

(XR) and Head-Mounted Displays (HMDs) give the user a visual represen-

tation of virtual content in the Metaverse. XR technology has emerged as

a revolutionary innovation that integrates the physical and digital worlds,

providing a seamless and immersive user experience. By combining the

concepts of Virtual Reality (VR), Augmented Reality (AR), and Mixed Re-

ality (MR), XR technology provides an access point and an underlying

infrastructure for the development of the Metaverse.

Virtual Reality (VR): Virtual Reality is an immersive technology that

creates a simulated environment where users can interact with computer-



generated objects or scenarios. VR headsets are commonly used to fully

immerse users in the virtual world, providing a sense of presence and

realism [19,23].

Augmented Reality (AR): Augmented Reality is an interactive technol-

ogy that combines virtual reality with reality by superimposing computer-

generated images onto a real-world environment [4, 19]. AR technology

enhances the real-world experience by overlaying digital content, such as

images, videos, or 3D models, onto the physical environment.

Mixed Reality (MR): Mixed Reality is a technology that combines ele-

ments of both VR and AR to create an interactive experience that merges

the physical and virtual worlds. MR technology enables users to inter-

act with digital objects in the real world, creating a seamless integration

between virtual and physical environments [8,19].

4 XR technology threats

The Metaverse, as a convergence of various technologies, poses several

security threats. In the realm of Extended Reality, potential security

threats share commonalities in their methods and goals. This section

presents a selection of such threats, classified based on their shared char-

acteristics.

4.1 Authentication-related threat

To access Metaverse platforms, users must authenticate their identity

to ensure that they are legitimate and to avoid identity theft as well as

impersonation attacks; hence the security of this process is crucial.

Keystroke logging attacks: A username and password combination is

frequently used in conventional authentication methods. In the Meta-

verse, the user is often presented with a virtual keyboard to enter a user-

name and password. The keyboard allows them to either air-tap using

hand gestures or use a controller to point and click on virtual key. Me-

teriz et al. [14] demonstrated that hand gesture patterns could be ex-

ploited to infer keystrokes. The attack takes advantage of the fact that

hands tend to follow specific patterns when individuals type in the air.

Specifically, the attacker captures the traces of the hand movements of



the victim and subsequently employs keystroke detection and key identi-

fication, then generates a set of input inferences. In addition, Al et al. [3]

implemented VR-Spy, a technique for recognizing virtual keystrokes that

makes use of WiFi channel state information (CSI). The main concept

behind the methods is side-channel information of fine-grained hand mo-

tions, which has a unique gesture pattern in the CSI waveforms.

4.2 Unauthorized access

A type of attack in which an attacker gains access to a system without

permission, which can lead to concerns such as data and identity theft in

the Metaverse.

Impersonation attacks: In the Metaverse, the usage of digital avatars

can make it simple for attackers to impersonate legitimate users by steal-

ing their authentication credentials. This can lead to identity theft and

impersonation attacks where the attacker fools a victim into believing

that they are interacting with a legitimate user. Attackers can also use

recordings of users’ gestures and voice commands captured by XR appli-

cations and devices to impersonate users [7].

Man-In-The-Room (MitR) attacks: Vondrek et al. [21] developed a new

attack, the Man-In-The-Room (MitR). The attack can target any public or

private room in the infected virtual environment and take control. The

study shows that the MitR attack, along with the VR worm, had suc-

cessfully accessed the target room, hid their presence, and modified the

environment without the permission of users.

4.3 Data breaches

The Metaverse involves the creation and sharing of a large amount of

data, including personal information, behavioral data, and virtual assets.

These types of data are valuable and attractive to attackers.

Eavesdropping attacks: This attack is a potential consequence of unau-

thorized access. For example, in MitR attack [21], while the attacker

is within the compromised environment, the attacker initiates an eaves-

dropping attack, and eavesdrop on the screen and microphone of the vic-

tims. Moreover, Shi et al. [18] designed an eavesdropping attack named

Face-Mic, which exploits motion sensors in AR or VR headsets to capture



facial dynamics during speech. This technique can infer sensitive infor-

mation, such as speaker gender, identity, and speech content, from live

speech by capturing facial muscle movements and bone-borne vibrations.

4.4 Social engineering

In the Metaverse, social engineering attacks are becoming increasingly

prevalent due to the growing number of digital interactions between users.

Attackers leverage psychological manipulation techniques to trick people

into giving sensitive information or performing actions that may compro-

mise their security.

VR Phishing: Fraudulent activities in the Metaverse take on many dif-

ferent forms, such as imposter websites, fake social media accounts, de-

ceptive emails, and bot-controlled messaging. While Metaverse environ-

ments are primarily designed for real-time speech communication, they

also support text-based chat and instant message functions. Scammers

utilize these tactics to mislead victims into clicking on malicious links,

attachments, or web forms. Moreover, scammers have also adopted “3D

social engineering”, using 3D avatars that closely resemble familiar do-

mains to impersonate co-workers, friends, or other contacts and gain ac-

cess to sensitive information [1,17].

5 Potential solutions

This section discusses existing work on defenses and countermeasures

against the aforementioned selected threats in the Metaverse XR technol-

ogy.

To mitigate the risks posed by XR technology, various measures can be

implemented. Table 1 provides an overview of the selected attacks and

their potential countermeasures that can be applied to improve the secu-

rity of the Metaverse environments. Countermeasures of each attack will

be discussed further in the following section.

5.1 Authentication-related threat

Randomize virtual keyboard: A study conducted by Meteriz et al. [14]

suggests a straightforward but highly efficient approach to enhance secu-

rity, which is to randomize the keys at each keyboard usage or after every



Category Attacks Countermeasures

Authentication-related Keystroke logging •Randomize virtual keyboard

•Biometric authentication

•Multi-model authentication

Unauthorized access Impersonation •Multi-factor authentication

MitR •Regularly updating software

Data breaches Eavesdropping •Sensory noise to obfuscate

•Ductile materials

Social engineering VR Phishing •User training

for fraud awareness

•Multi-factor authentication

•Contents moderation

Table 1. An overview of potential XR attacks and their countermeasures

user keystroke. Dynamic keyboard mapping significantly increases the

difficulty of tracing user keystrokes and hands motion, thereby reducing

the risk of unauthorized access.

Biometric authentication: Biometric data can be used for authentica-

tion and verification in the Metaverse. The most typical uses of data

are Electroencephalography (EEG), body movements, and Electrooculog-

raphy (EOG). With the uniqueness of the data, there is no possibility of

imitating authentication data. However, it is important to note that the

use of biometric data raises privacy concerns, and it is essential to imple-

ment appropriate security measures to protect this sensitive information

from misuse or unauthorized access [11].

Multi-model authentication: This authentication mechanism provides

an additional layer of security in the Metaverse by requiring users to

present two or more pieces of evidence during the authentication pro-

cess. The use of multiple authentication factors makes it more difficult

for attackers to gain unauthorized access to systems or sensitive data,

as they would need to successfully bypass multiple security measures in-

stead of just one. Kürtünlüoğlu et al. [11] suggest implementing Gaze-

based authentication for password entry in virtual reality (VR) headsets.

Gaze-based authentication tracks the unique movements of the user’s

eyes combined with extraocular muscle activations to identify the user.

This method offers an increased security by eliminating the possibility



of imitation since it is difficult for an attacker to replicate the unique

movements of the eyes of an individual or track the movements from the

outside.

5.2 Unauthorized access

In order to infect the environment, attackers need to gain initial ac-

cess to the environment. Multi-factor authentication [16] can also be im-

plemented as a potential defense to reduce the risk of stolen credentials

being used to gain unauthorized access. In addition, regularly updating

and patching software and operating systems can prevent attackers from

exploiting known vulnerabilities to gain access to the system.

5.3 Data breaches

Shi et al. [18] suggested a potential defense against the privacy risks

posed by Face-Mic attacks , which involves adding sensory noise to obfus-

cate the reconstruction of facial movements and bone-borne vibrations.

Another option is to include ductile materials in the foam replacement

cover and headband of VR headsets, which can weaken facial vibrations

detected by the built-in accelerometer/gyroscope.

5.4 Social engineering

There are various potential solutions that could be implemented to mit-

igate the risks of social engineering attacks in the Metaverse. One effec-

tive solution is to keep up to date on emerging scams and educate users

on the risks associated with social engineering and how to identify and

avoid these types of attacks. This can be achieved through awareness or

training programs that teach users how to identify phishing emails, fake

websites, and other deceptive tactics used by attackers. In addition to

user education, implementing controls such as two-factor or multi-factor

authentication and impartial content moderation or governance functions

within community management platforms can help to identify and flag

malicious messages or remove abusive users from the environment [1,2].



6 Conclusion and Future work

Extended Reality technology has revolutionized the way people interact

with digital content, and the use of visualization technology in the Meta-

verses is a prime example of its potential. Despite providing users with an

immersive experience, these virtual worlds also present serious security

vulnerabilities.

In conclusion, this paper has reviewed and highlighted the risks posed

by XR technology, including the possibility of unauthorized access, data

breaches, identity theft, social engineering attacks, and other malicious

activities. This review has revealed that while there are security concerns

associated with XR technology, there are also several measures that can

be implemented to mitigate these risks. These measures include strong

encryption, multi-factor authentication, and secure data storage systems.

Multi-factor authentication, in particular, plays a crucial role in mitigat-

ing identity threats related to unauthorized access and phishing attacks.

Furthermore, this paper has highlighted the need for collaboration be-

tween developers, users, and policymakers to ensure that security and

privacy are prioritized in the design and development of the Metaverse.

However, there are limitations to this review. Due to space restrictions,

we could not address all potential security risks. Additionally, given the

novelty of the Metaverse concept, resources for research in this area re-

main limited.

In terms of future work, more research is needed in order to develop

effective security measures to mitigate the risks posed by the Metaverse.

While this paper has focused on the security concerns related to XR tech-

nology, there are other emerging technologies that could also have secu-

rity implications for the Metaverse, such as blockchain and AI. There-

fore, future work in this area should focus on identifying and address-

ing emerging security concerns and exploring new technological solutions

to ensure user safety in the Metaverse. This could include developing

stronger encryption and multi-factor authentication methods as well as

exploring new approaches to secure data storage and communication. Fur-

thermore, the public is in need of a comprehensive education and training

programs to raise awareness of the risks associated with social engineer-

ing attacks and other malicious activities in the Metaverse. Such pro-

grams could help to promote a culture of cybersecurity and contribute to

development of a secure Metaverse.
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Abstract

This paper explores the zero trust network security model and its appli-

cability in cloud networks. With the increasing adoption of cloud services

and microservice architecture, the need for effective security measures has

become more critical. The traditional perimeter-based security model is no

longer sufficient to protect against modern cyber threats. The zero trust

model offers a new approach to securing cloud networks that assumes no

user or service is trusted by default. The paper presents three established

techniques for a successful implementation of zero trust architecture: iden-

tity governance, micro segmentation, and software-defined networks. It

then shares experimentation results of micro segmentation implementation

in a Kubernetes environment. The results of this study can help organiza-

tions secure their cloud networks by better understanding the benefits and

challenges of implementing zero trust architecture.

KEYWORDS: Zero Trust, Kubernetes, Access Control

1 Introduction

The widespread adoption of cloud services and shift to distributed applica-

tion architectures has created new network security challenges. Network



controls must adapt to the dynamic nature of cloud services and support

automated and rapid provisioning of computing resources. In addition,

the controls must cover an increasing number of network endpoints in

multiple cloud locations. A traditional perimeter-based security model,

which focus on firewalls and gateways at the edge of the trusted network,

is no longer sufficient to defend the increased attack surface of cloud net-

works. The perimeter-based model lacks flexibility and leaves a large part

of cloud network traffic unprotected, particularly the internal service-to-

service traffic [5]. As a result, a new security model called zero trust

architecture has emerged as an alternative approach to securing dynamic

cloud networks.

Zero trust architecture (ZTA) is an information security model that aims

to improve network security by bringing the security perimeter closer to

critical applications and data [8]. ZTA assumes that every access re-

quest is risky regardless of the network location of the endpoints. ZTA

uses a variety of techniques to bring the perimeter closer to the appli-

cations and data, including identity governance, micro-segmentation and

software-defined perimeter. These techniques will help organizations pre-

vent unauthorized access and lateral movement inside internal networks

and provide secure remote access for users outside the perimeter.

Despite the benefits of the zero trust model, many organizations still

rely on traditional perimeter-based protections [2, 9]. Many organiza-

tions are not aware of the limitations of the perimeter-based model and

ZTA benefits. Available literature has focused mainly on the zero trust

concepts and technical aspects but lacks concrete examples that explain

the implementation of ZTA. In addition, it is difficult to find the right solu-

tion because there are different techniques and tools that achieve the ZTA

objectives. Organizations must adopt different techniques to meet their

specific security requirements and find the tools that work with their ex-

isting technologies.

This paper aims to clarify how the zero trust architecture can be imple-

mented in cloud networks. The paper reviews established techniques that

can be used to overcome the limitations of traditional perimeter-based

solutions. The paper goes into more detail on micro segmentation and

shares experimentation results of its implementation in a Kubernetes en-

vironment.

This paper is organized as follows. Section 2 explains the limitations

of the traditional perimeter security architecture. Section 3 discusses



the benefits and different implementation techniques of ZTA. Section 4

shares the experimentation results of micro segmentation implementa-

tion in a Kubernetes environment. Section 5 discusses the key findings

and advantages and disadvantages of each technique. Finally, Section 6

concludes the paper.

2 Limitations of perimeter-based security architecture

Perimeter-based network architecture is a traditional approach to net-

work security that relies on the creation of a secure boundary around the

network to prevent unauthorized access from Internet [6]. The network

perimeter is typically guarded by firewalls and other security devices,

which are responsible for filtering and blocking incoming traffic based on

predefined rules and policies.

In traditional cloud architectures, the network is divided to the trusted

cloud network and the untrusted Internet. Between these, there may be a

perimeter network, which has historically been called demilitarized zone

(DMZ). The perimeter network includes an API gateway or web traffic

load balancer that routes client web requests to trusted applications as

shown in Fig. 1. The API gateway might be equipped with additional

security features such as web application firewall (WAF) and request rate

limiting. In addition, the perimeter network includes a VPN gateway

that accepts connections that operate over non-HTTP protocols (e.g., SSH

and RDP). The usage of VPN has decreased with the proliferation of API

interfaces. However, it is still commonly used by administrators to gain

remote access to applications servers and databases. However, it is still

commonly used by administrators to gain remote access to applications

servers and databases.

While the firewalls and gateways have been effective in protecting tra-

ditional networks from external threats, they have several limitations in

modern cloud networks:

• Limited protection against insider threats [2, 6, 3, 9]: Perimeter-based

security architectures are designed to prevent external threats from ac-

cessing the network, but they provide limited protection against threat

actors that have already gained access to the trusted network (e.g., through

a phishing attack or exploited application vulnerability). A threat that

is already inside the trust network can often move laterally and remain



Figure 1. Traditional perimeter based security model in cloud networks

undetected by the perimeter security devices.

• Lack of flexibility in host placement [6]: Placement of cloud hosts (e.g.,

virtual machines, container instances) is limited by the security policies

enforced at the perimeter. For example, virtual machine replication to

another cloud region or scaling up container instances may be blocked

by the perimeter policy.

• Single point of failure [2, 6]: In a perimeter-based network architecture,

firewalls and security gateways become a single point of failure that

will compromise the entire network if breached. The overall network

security is determined by weakest device or application on the network.

To overcome these limitations, organizations have begun to adopt a cloud-

native security approach such as zero trust architecture.

3 Zero trust architecture (ZTA)

The zero trust architecture (ZTA) is a security model that uses a set of

modern cybersecurity principles to secure a broad range of infrastructure

and workflows [8]. In the context of cloud networks, it provides guidance

on how to secure both service-to-service and user-to-service communica-

tion. National Institute of Standards and Technology (NIST) has defined

seven tenets that a ZTA should use for optimal security:

• All data sources and computing services are considered resources.



• All communication is secured regardless of network location.

• Access to individual resources is granted on a per-session basis.

• Access to resources is determined by a dynamic policy, meaning the

access is determined by various factors, including the user’s previously

observed behavior, device posture and time of the day.

• The security state of all devices and applications is continuously moni-

tored. The access may be denied if the device is observed vulnerable or

unmanaged.

• Resource authentication and authorization is constantly evaluated con-

sidering the dynamic policy.

• All available logs about the current state of the resources, network in-

frastructure and communications are collected and used to improve ac-

cess decisions.

Overall, the zero trust tenets are highly relevant to cloud networks be-

cause they provide a framework to secure complex networks with dis-

tributed applications and data in multiple locations. By implementing the

zero trust architecture, organizations can overcome the limitations set by

the traditional perimeter security architecture and take full advantage of

cloud services.

However, the implementation of a ZTA is challenging because there is

not a single standard approach that can be used. This paper reviews three

established techniques, including identity governance, micro segmenta-

tion and software-defined perimeter (SDP) that can be used to implement

ZTA in different use cases [8, 2].

3.1 Identity governance

Identity governance is an identity-driven approach to implementing ZTA

[10]. The approach uses authentication and access controls at the appli-

cation layer to validate and grant access to users and applications. The

access requests are processed by a centralized ZTA policy engine that uses

input from multiple external sources, such as IAM and SIEM systems [8].

The policy engine considers the validity of user and workload (e.g., virtual



machine or container) identities, contextual information and data sensi-

tivity when making an access control decision. For example, if a client

attempts to access a sensitive resource from an unfamiliar location, the

policy engine may require additional authentication steps, for example

require admin approval, before granting access.

A ZTA based on solely identity governance approach can be deployed in

an open network model, without the use of traditional network firewalls or

micro segmentation [8]. This means that network endpoints are directly

exposed to the internet and services can communicate without network

boundaries. This provides flexibility in cloud service deployments. How-

ever, granting open network access exposes the services to malicious at-

tacks on the network layer, including reconnaissance or denial-of-service

attacks.

According to NIST, the Identity governance approach is well suited for

cloud services delivered by the software as a service (SaaS) model [8].

The network infrastructure in the SaaS model is managed by the service

provider, which may not allow the use of security devices maintained by

the organization. In the SaaS model, the client identity can be used to

form and enforce the zero trust policy. However, ZTA requires that the

service supports connecting to the centralized policy engine. In addition,

the use of SaaS services requires trust that the service provider has se-

cured its own infrastructure.

3.2 Micro segmentation

Micro segmentation is a technique in ZTA implementation that brings

network controls closer to the workload being protected [8, 10]. The ap-

proach involves dividing the trusted network into smaller segments con-

taining individual or a small group of workloads. The network segments

are typically divided by virtual firewalls as seen in Fig X. Alternatively,

micro segmentation can be implemented using host-based firewalls.

The micro segmentation technique requires setting a strict network pol-

icy for every user and workload in the network. According to NIST’s

ZTA tenets, all communication must be monitored and expressly per-

mitted in the policy, including internal service to service communication.

This makes managing network rules challenging, especially in distributed

cloud networks, because all interactions between users and workloads

must be considered [10].

The micro segmentation network policy is defined more efficiently using



workload identities instead of IP addresses. In cloud networks the work-

loads are becoming more dynamic and IP addresses change frequently

because workloads are often moved between hosts and cloud regions. In

contrast, the workload identities can be used to define network controls

that works in any network location. In addition, the identities can be

grouped logically (e.g., multiple containers can share the same identity).

The workload identity can be derived from the fingerprint of an applica-

tion executable (e.g., JAR) or attached workload properties (e.g., Kuber-

netes labels) [11]. Once the identity has been derived, it can be attached

to a network packet header (e.g., TCP option field) and further evaluated

by the packet receiver. Different methods for deriving workloads identi-

ties are discussed in [11] and implementation using Kubernetes labels is

examined in section 4.

The benefits of micro segmentation include increased protection against

lateral movement, as attackers are prevented from moving laterally across

the network once they have gained access to one segment. Addition-

ally, micro segmentation provides better visibility into network traffic

and allows the service provider to detect and respond to threats more

quickly. Furthermore, the identity-based micro segmentation approach is

network-independent, meaning workloads can be moved flexibly between

network locations. However, implementing identity-based segmentation

may not be possible in existing networks because it requires special hard-

ware and software components that support deriving workload identity

information and tagging network packets. In the end, the network-level

access restrictions might not prevent malicious activities at the applica-

tion layer after the connection has been established. Therefore, it does

not replace the need for application-level access control.

3.3 Software-defined perimeter (SDP)

Software-defined perimeter (SDP) is an emerging network architecture

developed by Cloud Security Alliance (CSA) to help organizations achieve

zero trust objectives [5]. SDP uses an overlay network to dynamically

create secure network connections between clients and resources over the

internet. In contrast to traditional perimeter networks, SDP is designed

to provide secure access to individual resources rather than entire net-

works. This means that clients are only granted access to the resources

they need, rather than having access to all resources on the network. In

addition, SDP eliminates the need for complex firewall rules and intru-



sion prevention systems by hiding open ports and services exposed to the

internet.

The SDP architecture is defined in detail in a specification document

published by CSA. According to the specification, the architecture con-

sists of three main types of components including a controller, initiating

hosts and accepting hosts [5]. The controller is a central SDP component

responsible of validating and orchestrating communication between initi-

ating and accepting hosts on the network. The initiating host is a software

component in the client system, which is used to connect to other SDP

protected applications. The accepting host is a dynamic firewall in front

of the target application either on the same server or on a gateway. Both

the initiating and the accepting hosts must be on-boarded to the network

by configuring the controller’s connection details, including IP addresses

and TLS certificates.

The SDP components interact over separated control and data planes

as shown in Fig. 2 [5]. At the beginning of a new network connection, the

initiating host sends an authorization request to the controller over the

control plane. The controller validates the request and, if it is allowed, in-

structs the accepting host to allow the connection from the initiating host.

Thereafter, the initiating and accepting hosts may proceed to establish

an encrypted data channel using mutual authentication protocols, such

as mTLS or Internet Key Exchange (IKE). Notably, all connections to the

controller and accepting host components must be initiated by a single

packet authorization (SPA) packet. The SPA packet is a computationally

lightweight UDP-based packet that allows the listening SDP components

to quickly reject unauthorized connection attempts. This allows the SDP

components to effectively drop all unauthorized requests, which makes

the endpoints undiscoverable by attackers on the network.

Overall, the SDP architecture provides an effective technique to protect

cloud network endpoints. The SDP controller evaluates access on a per-

session basis and can enforce access based on a dynamic access policy. In

addition, SPA packets provide protection against denial-of-service attacks

(e.g., TCP SYN flood) by effectively dropping all unauthorized packets [5].

However, SDP comes with implementation challenges because it differs

significantly from traditional networking practices [10]. The SDP con-

troller must be added to the network infrastructure and both the client

and server applications must be refactored to work with SDP compo-

nents. In addition, the control plane message between the SDP controller



Figure 2. Software-defined perimeter defined by CSA [5]

and hosts delays connection establishment [7]. This makes SDP a poorly

suited solution for latency-critical services.

4 Implementing micro segmentation in a Kubernetes environment

This section demonstrates the micro segmentation implementation in a

Kubernetes environment. The micro segmentation is implemented using

Cilium identity-based network policies.

Cilium is an open-source software that provides network connectivity

and access control between containerized applications [1]. In a Kuber-

netes cluster a Cilium software agent is installed on each cluster node.

The agent uses eBPF (extended Berkeley Packet Filter) technology to tag

workload (e.g., pod) identity information in network packets at the Linux

kernel level. The workload identity is derived from Kubernetes labels

which are attached to the workload during deployment.

The test environment includes three pods named client1, client2, and

server. The client1 and client2 pods have curl command-line tool installed,

while the server pod is running a NGINX web server. A Cilium identity-

based network policy is created and applied to the cluster. The Cilium

policy restricts incoming traffic to the server pod and allows only requests

from the client1 pod. All other traffic to the server pod is denied.

The test results show that the Cilium network policy successfully re-

stricted incoming network connections to the server. After the policy was

applied network connection attempts from client2 times out when trying

to reach the server as shown in Fig. 3. Connections from client1 are still

allowed because the pod label is was whitelisted in the policy.

Former research [4] has demonstrated how ZTA can be implemented

in a Kubernetes environments using identity governance technique. The



Figure 3. HTTP HEAD request from client pods to server pod after Cilium newtork policy
has been applied

Cilium network policy complements the former implementation by adding

network layer controls which would prevent lateral movement inside the

network if a user or application identity is compromised.

The experiment demonstrated that Cilium network policies provide an

easily achievable security improvement in Kubernetes environments. With

Cilium, network policies can be defined using Kubernetes labels, making

them easy to create and maintain. This allows for a more intuitive and

flexible approach to network security, where policies can be defined based

on application-level requirements instead of IP addresses and ports.

5 Discussion

The ZTA advises organizations to transition from a traditional network-

centric perimeter security model to a more identity-centric model. In ZTA,

identity is the primary factor in determining access to resources. Every

client is authenticated and authorized before it is granted access to any

resource, regardless of whether they are inside or outside the network

perimeter.

Despite this, network firewalls and security devices still have a critical

role in securing cloud networks. However, their role is different from the

traditional perimeter security model, where they are responsible of pro-

tecting the network perimeter. In ZTA, network firewalls and security

devices are still used to protect network segments and limit access to re-

sources based on identity and contextual factors. However, they are no

longer the only line of defense, and their role is to complement other se-

curity measures, such as identity and access management (IAM) systems

and endpoint security solutions.

This paper reviewed three established techniques associated with the

ZTA implementation, including identity governance, micro segmentation,



and software-defined perimeter. The covered techniques are not mutually

exclusive, and they can be used together to achieve optimal security. Iden-

tity governance ensures that only authorized clients are granted access to

resources. Micro segmentation reduces the attack surface and prevents

lateral movement within the network. Software-defined perimeter pro-

vides a secure and flexible way for users to access resources from any lo-

cation. Together, these techniques create a security model that is flexible,

scalable, and effective in protecting an organization’s resources against

the most common threats.

However, implementing the ZTA in cloud networks may be challenging.

Access policies must be constantly updated to reflect changes in the net-

work and to ensure that clients are granted the appropriate levels of ac-

cess, which requires a greater level of management oversight than in tra-

ditional security models. To address this challenge, organizations should

leverage automation tools to help manage their access policies and con-

sider adopting a phased approach to the implementation.

6 Conclusion

The zero trust network security model provides an effective approach

to securing cloud networks. An effective zero trust architecture imple-

mentation requires combing techniques presented in this paper, including

identity governance, micro-segmentation, and software-defined networks.

While challenges exist, careful planning and investing in the right tech-

nologies, such as Kubernetes Cilium integration, can help organizations

achieve the benefits of this approach. Overall, the zero trust model repre-

sents a significant shift in network security that is necessary to address

modern cyber threats in cloud environments.
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Abstract

Model-based reinforcement learning (MBRL) algorithms have emerged as a

promising approach to reinforcement learning that also provide excellent sam-

ple efficiency. MBRL algorithms approximate the environment dynamics based

on prior experience to perform planning without the need for environment

interaction. However, state transitions in complex environments generally in-

clude stochasticity and the model is not always accurate. Therefore, many

practical variants of model-based algorithms rely on either quantifying the

amount of uncertainty in the dynamics model or otherwise mitigating the

effects of potentially unreliable plans. One technique to achieve uncertainty-

aware algorithms is presented by ensemble learning. Ensembles of dynamics

models can stabilize planning and have proven to be effective in deriving ex-

plicit uncertainty estimates. MBRL algorithms that utilize ensemble learn-

ing have reached state-of-the-art asymptotic performance and can outperform

model-free approaches in many environments. This paper reviews different

uncertainty estimation and mitigation approaches within model-based rein-

forcement learning that are based on ensembles.

KEYWORDS: Reinforcement learning, Model-based reinforcement learning,

Uncertainty estimation, Ensemble methods



1 Introduction

Reinforcement learning (RL) algorithms generally fall into one of two distinct

types: model-free and model-based algorithms [26]. Model-free algorithms

have shown promising results in many optimal control tasks, such as playing

videogames [17] and more recently with natural language processing [25, 20].

Model-free algorithms can perform well in a wide range of environments, but

typically require large amounts of data to converge [12]. Model-based rein-

forcement learning (MBRL) approaches differ in that they attempt to model

the environment in addition to learning a policy. Using this estimated dy-

namics model allows for predicting the outcomes of actions without having

to explicitly simulate them. This is also referred to as planning [26]. As a

result, model-based algorithms are generally much more sample-efficient when

compared to their model-free counterparts [18].

However, an imperfect model of the environment dynamics can direct the

training to fall into a local minima or to fail completely due to misled ex-

ploration. Additionally, some approaches use the model’s plans directly as

candidate action sequences when acting in the environment [4, 19]. Therefore,

a central problem in MBRL is building algorithms that take this uncertainty

into account in their exploration and decision-making. One way to estimate

uncertainty is presented by ensemble methods. Algorithms that account for

the uncertainty in decision making are also referred to as uncertainty-aware

algorithms [4]. This paper reviews different ensemble-based approaches to

uncertainty estimation within MBRL.

This paper is organized as follows. Section 2 provides necessary notation

and background information. Section 3 provides a short motivation for the

use of environment dynamics models in RL. Section 4 reviews different ways

uncertainty can be estimated with ensembles. Section 5 presents different ways

estimations of uncertainty can be used in RL algorithms. Section 6 gives brief

conclusions.

2 Background

Reinforcement learning is applied in Markov decision processes (MDP), which

are defined as tuples (S,A, ρ, γ,D,R). S is a finite set of states (state space),

and A is a set of actions (action space). ρ is a state transition function, for

which it applies that st+1 = ρ(st, at),∀st, at. For probabilistic dynamics the

output of ρ is defined as a conditional probability distribution over possible



successor states, ρ(st, at) = Pr(·|st, at). γ ∈ [0, 1] is a discount factor, which is

used to emphasize immediate rewards over future ones. D is the distribution of

possible initial states from which the initial state s0 is drawn andR : S×A −→ R

is the reward function. The goal of RL is to find an optimal policy π∗ that

achieves a maximal reward Rπ∗ over trajectories:

Rπ∗ = argmax
π

E
τ∼π

[︃ N∑︂

t=0

γtR(st, at)

]︃
(1)

Here τ = {(sn, an)}Nn=1 stands for trajectories sampled using the policy π.

Additionally, MBRL methods aim to construct an approximation ρθ of ρ

given a set of trajectories τ from the environment. With this approximation, it

is possible to predict trajectories resulting from applying sequences of actions,

usually sampled from a policy π [4]. It is worth noting that depending on

the complexity of the transition model, the true environment dynamics model

can be either directly recovered (i.e., for environments such as Go or chess) or

approximated with certain error (i.e., complex multi-degree of freedom robots).

Ensemble learning encompasses algorithms that combine the predictive power

of multiple models. An ensemble of models are trained for the same task, and

their predictions are used jointly to achieve a greater performance than with

a single model [1]. In the context of MBRL, multiple environment dynamics

models ρθ = [ρθ1, ρθ2...ρθb], b ∈ N+ are trained for the task of predicting state

transitions. These ensembles are often deep ensembles (DE) as deep neural

networks are used. As pointed out by Abdar et al. [1], DEs are applied to

obtain better predictions on test data and to provide model uncertainty es-

timates when the learners are provided with OoD data. Ensemble methods

can also be applied to other parts of the MDP. For example, SUNRISE [12]

presents a framework for building model-free algorithms that employ an en-

semble of agents. However, this paper focuses on model-based approaches that

approximate uncertainty present in the environment dynamics model.

A key aspect of all MBRL is the class of models used to predict the envi-

ronment dynamics. This choice is crucial to how well the MBRL algorithm

performs. Historical work focused on simpler function approximators, namely

linear functions [2] and Gaussian processes [11, 6]. While these functions can

work well in low-data situations, they do not scale well to high-dimensional

or discontinuous state spaces [4, 18]. Recent work has transitioned to more

complex functions, mainly neural networks [21]. The use of ensemble methods

is not reliant on the type of model used, but the model’s stochasticity is often

a crucial part of the overall estimate of uncertainty.



2.1 General notion of uncertainty

Figure 1. A simple visualization of the two types of uncertainty regarding the successor state

st+1 when executing action a ∈ A in different states st ∈ S. The blue crosses are

samples and the red curve is the true, noiseless function.

Uncertainty within decision making can be broadly divided into two types:

aleatoric and epistemic [15]. They are also known as observation and process

uncertainty [4], or data and knowledge uncertainty [16]. In essence, uncertainty

that is deemed irreducible is aleatoric while reducible uncertainty is epistemic

[7].

Aleatoric uncertainty arises from stochasticity in the data generation process,

as the data can be noisy or imprecise. In addition, it is also impractical to fully

represent every detail about the environment in non-trivial problem settings.

Therefore, the policy is given input x instead of the ”true” input x∗ [15]. This

noise also applies to the dynamics model, as it is predicting transitions from

one uncertain state to another. Aleatoric uncertainty cannot be removed or

even reduced with any predictive model or amount of data, as it is always

present in the state transitions.

On the other hand, epistemic uncertainty stands for uncertainty that is

present in a specific model due to a lack of knowledge about the data gen-

eration process. This can be intuitively thought of as the ”confidence” in the

predictions of the model aligning with the real environment dynamics. An op-

timal model of the environment dynamics has no epistemic uncertainty, which

is noted as the red curve in Figure 1. This uncertainty can be characterized

as either parametric or structural [14]. The parametric epistemic uncertainty

defines the uncertainty regarding the parameters of the model. This can be

reduced by collecting more data. Structural epistemic uncertainty reflects

whether the chosen model family is expressive enough to represent the true

dynamics model ρ. For example, a linear model will always have structural



epistemic uncertainty when fit to the data shown in Figure 1, as the true

transition function is polynomial. This can be reduced by changing the model

family.

It is desirable to not only be able to quantify the amount of uncertainty,

but also to be able to differentiate between the two types of uncertainties.

This is especially true in the context of guiding exploration. In the interest of

removing uncertainty from the current dynamics models, the agent should be

guided towards state transitions that have high epistemic uncertainty. If the

two types of uncertainty are indistinguishable, the policy might favor transi-

tions with high aleatoric uncertainty instead, which will not improve the model

[4].

3 Motivation for MBRL

This section provides a short overview of the advantages and disadvantages of

model-based RL approaches. Firstly, the section discusses some of the benefits

of having access to an accurate dynamics model. In other words, why approx-

imating the environment dynamics is beneficial as part of the RL paradigm.

Secondly, the section discusses additional considerations and challenges that

need to be addressed when using the model.

3.1 Benefits

• Transferability: A sufficiently accurate model of the environment dynamics

can assist in training a policy. This ability is not specific to the reward

function used. In essence, once the environment model is learned it can be

used to train new policies that may maximize different reward functions.

This is referred to as transfer learning [31]. An example of this type of

transfer learning is presented by Sekar et al. [24], where the algorithm first

explores the environment without a reward function and then uses the model

built from this exploration to train a policy. Similarly, PILCO [6] first trains

a dynamics model and then trains a policy that maximizes the given reward

function using only state transitions sampled from the model. Therefore,

a dynamics model be used for training any number of possibly dissimilar

policies.

• Sample complexity: Sample complexity can be characterized as the amount

of samples required for an algorithm to reach the desired degree of accu-



racy in learning the target function [26]. In other words, the more useful

information that can be extracted from given data, the lower the sample

complexity and the higher the data efficiency. In contrast to model-free

methods, MBRL algorithms also use the collected trajectories to infer infor-

mation about the environment itself. Once an environment dynamics model

has been approximated, it can be used to create new data by sampling. This

data can be used identically to data sampled directly from the environment

to, for instance, learn a policy [9]. Therefore, MBRL algorithms require in-

herently less environment interaction than model-free RL algorithms, and

can be characterized as being more data-efficient [18].

• Safety: The ease and feasibility of collecting trajectories varies greatly be-

tween environments. RL algorithms generally require collecting trajectories

with a suboptimal policy. This is known as online learning [13]. This will

usually not pose safety concerns in a simulated environment, but could lead

to catastrophic failure in the real world. Due to its data efficiency, MBRL

algorithms are often able to converge with much less environment interac-

tion. In fact, given a highly accurate dynamics model they may not require

any trajectories to be sampled with the policy during training [6]. This ap-

proach, which is also referred to as offline learning [13], does not require any

environment interaction during policy optimization. This can be very ben-

eficial in safety-critical environments. In addition, some MBRL algorithms

provide safety guarantees on policy stability, given a safe initial policy [3].

• Generalizability: In contrast to online RL algorithms that sample from the

environment during training, offline RL algorithms learn a policy exclusively

from previously collected data [13]. This restricts the algorithm’s ability to

test whether the policy has improved, but may be unavoidable if sampling

from the environment is not possible. In the offline learning setting, existing

model-based reinforcement learning methods significantly outperform their

vanilla model-free counterparts [30]. This implies that MBRL methods are

able to generalize better to states outside the data, leading to improved

generalization. Additionally, this result also implies that MBRL methods

may not suffer from overfitting and overestimation to the extent of model-

free approaches.

• Explainability: The model can be used to understand the decisions made

by a policy. MBRL algorithms rely on planning with the dynamics model,



which means that this dynamics model can also be evaluated independently.

In this way, it is not only possible to see what the policy is trying to achieve,

but also how it intends to achieve it [18].

3.2 Challenges

• Performance: The asymptotic performances of MBRL methods have his-

torically lagged behind their model-free counterparts [4]. This means that

the benefits of converging more quickly have been overshadowed by con-

verging at a less optimal solution. This gap has narrowed in recent years

with new algorithms, such as probabilistic ensembles with trajectory sam-

pling (PETS) [4] and model-based policy optimization (MBPO) [9]. Both

algorithms matched the current benchmarks for model-free RL performance

achieved by PPO [23] and SAC [8] in the tested environments. Though

more modern model-free algorithms such as SUNRISE [12] have proven to

provide improved performance, model-free and model-based algorithms both

continue to have environments in which they are superior. Therefore, there

is often no clear answer as to which approach will provide the best perfor-

mance.

• Long trajectories: Long trajectories sampled from the dynamics model tend

to face compounding errors, which make them increasingly error-prone. An

efficient approach to countering this has been to employ ensemble methods,

which can mitigate the effects of single, inaccurate dynamics models [4, 5,

22]. Alternative approaches include training the model specifically to predict

further into the future instead of compounding single-state transitions [28],

avoiding uncertain state transitions [30] and training the model on its own

outputs [27].

4 Uncertainty estimation with ensembles in MDPs

This section discusses different ways ensembles can be used to estimate uncer-

tainty in MDPs. The section covers a few notable uncertainty estimates, and

the motivations for them. The ways in which these estimates can be used in

the MBRL algorithms are covered in the next section.



4.1 Training the models

Firstly, for the ensemble to be useful, the individual models need to be suf-

ficiently different. An ensemble of identical models provides no benefits to

predictive performance. Uniqueness of the models could be achieved by train-

ing the models with differing seeds, model architectures or with different sub-

sets of the training data [16]. Many different methods to define the data for

the models have been presented. For example, the data can be chosen with

or without replacement or such that any single trajectory can or cannot be

used in the training of multiple models. A generic way to train these models

is to utilize bootstrapping [4], where the data for each model is drawn ran-

domly and independently with replacement. These approaches can clearly be

combined in a multitude of ways. For instance, MOReL [10] initializes the

models with different weights but also trains them with different mini-batches

of trajectories.

4.2 Different estimates of uncertainty

Perhaps the simplest uncertainty estimate that utilizes the trained ensemble

is the ensemble discrepancy [10]:

disc(s, a) = max
i,j
∥ρθi(s, a)− ρθj (s, a)∥2 (2)

Here, the maximal disagreement between different models is interpreted as

the epistemic uncertainty. With a stochastic dynamics model, this can be

extended to state distribution expectations: disc(s, a) = maxi,j∥E[ρθi(s, a)]−
E[ρθj (s, a)]∥2. Many different approaches can be built simply from the differ-

ences of the state distributions. For example, the variance of the different mod-

els’ predictions: Var(ρθ̄(s, a)), where ρθ̄(s, a) = [ρθ1(s, a), ρθ2(s, a)...ρθb(s, a)].

Intuitively, the larger the variance of the predictions is, the more disagreement

there exists between the models. It is clear that if all the models in the en-

semble were identical to a single model (including the true dynamics model),

all these metrics would be equal to zero. Therefore, all these metrics can be

interpreted as the epistemic uncertainty that could be reduced by collecting

more data, especially in low-data regions.

On the other hand, the aleatoric uncertainty is usually approximated from

the stochasticity of the individual models’ predictions. In PETS [4], an envi-

ronment dynamics model is a probabilistic neural network that defines param-

eters for a multivariate Gaussian distribution. The variance of the resulting

state distribution can be interpreted as the aleatoric uncertainty, averaged



over the ensemble [4]. In this way, the ensemble is not used directly for un-

certainty estimation but as a method for averaging over models which may be

inaccurate on their own.

Some estimates attempt to capture both the aleatoric and epistemic uncer-

tainty. MOPO [30] uses an ensemble of models ρθ = [ρθ1, ρθ2...ρθb], each of

which are expressed as a multivariate Gaussian distribution with a diagonal

covariance matrix: ρθi(st+1|st, at) = N(µi(st, at),Σi(st, at)), 0 ≤ i ≤ b. The

level of uncertainty is defined as the maximal product of the standard devi-

ations of the individual state dimensions. This is equivalent to the maximal

Frobenius norm of the (diagonal) covariance matrices Σi in the ensemble:

U(s, a) = max
i
∥Σi(s, a)∥F (3)

The maximal product of standard deviations is used instead of the mean to

improve the robustness of the estimates.

4.3 Disadvantages

Although ensembles have been proven to be a viable way to estimate uncer-

tainty, they are not applicable in every situation. Training an ensemble of

models scales the computational complexity and time consumption approxi-

mately linearly with respect to the number of models [1]. Additionally, storing

multiple models increases the memory requirements of the algorithms. These

problems are not exclusive to reinforcement learning but encompass all uses

of ensemble methods. Some approaches have been proposed to mitigate these

problems, such as ensemble distillation [16]. Ensemble distillation techniques

attempt to distill the ensemble into a single model, with the promise of retain-

ing the uncertainty estimate but mitigating the computational cost.

In addition to scaling the required training resources, ensemble-based un-

certainty estimates may perform poorly in some environments. Yu et al. [29]

show empirical proof that uncertainty estimates will be inaccurate in certain

offline learning scenarios where generalization to unknown behaviors is diffi-

cult. This conclusion extends to uncertainty estimates that are derived from

ensembles. These samples of unknown behaviors are often referred to as Out

Of Distribution (OOD) samples, as they were not part of the data used to

train the models. The authors proposed Conservative Offline Model-Based

policy Optimization (COMBO), an algorithm that does not incorporate un-

certainty estimations. The authors also present experimental results, where

the algorithm outperforms previous uncertainty-aware MBRL methods such

as MOPO [30] and MOReL [10] in three environments where generalization is



critical.

5 Using the uncertainty in MBRL algorithms

This section presents different approaches to using the uncertainty in MBRL

algorithms. These approaches can be generally thought of as belonging into

one of two classes. Firstly, some algorithms use an explicit uncertainty es-

timate that is calculated and used directly in the algorithm. On the other

hand, some approaches don’t have an explicit uncertainty estimate but com-

bat uncertainty by incorporating the ensemble of dynamics models into the

algorithm. This is generally done to mitigate the effects of single inaccurate

models.

5.1 Stabilizing sampling

Using complex function approximators such as probabilistic neural networks

increases the risk of overfitting. Overfitting occurs especially at the start

of training when data is scarce [4]. When sampling trajectories from the

ensemble, algorithms such as PETS [4] and MBPO [9] sample state transitions

from the models uniformly. Consequently, if one model is unreliable or has

overfit due to a lack of data, its predictions are not always used. In MBPO,

this prevents the policy from exploiting an unreliable model especially in low-

data regions. This is because the policy is trained using samples from the

dynamics model ensemble. In PETS, this approach prevents single unreliable

models from repeatedly misdirecting the agent.

5.2 Partitioning the state-action space

In the MOReL algorithm [10], the ensemble discrepancy from Equation 2 is

used as part of an uncertainty function. The function determines whether

the level of disagreement between the models in the ensemble is acceptable

regarding the successor state of a specific state-action pair:

Uα(s, a) =

⎧
⎪⎨
⎪⎩
Known, if disc(s, a) ≤ α

Unknown, otherwise
(4)

Where α is a tunable hyperparameter that defines the level of acceptable dis-

crepancy. This has the effect of dividing the state-action space into ”known”

and ”unknown” transitions, the latter of which are undesirable. With this

definition, the authors define an (α, κ)-pessimistic MDP as a tuple: (S ∪



HALT, A, ρp, γ,D,Rp). Here, HALT defines a special absorbing state. The

state transition function ρp and reward function Rp are defined as follows:

ρp(st+1|s, a) =

⎧
⎪⎨
⎪⎩
HALT, if Uα(s, a) = Unknown or s = HALT

ρθi(st+1|s, a), otherwise

Rp(s, a) =

⎧
⎪⎨
⎪⎩
−κ, if s = HALT

R(s, a), otherwise

(5)

Here, ρθi is sampled uniformly from the ensemble. Otherwise, the defini-

tion (α, κ)-pessimistic MDP follows a normal MDP. In the (α, κ)-pessimistic

MDP, state transitions in which the model’s accuracy cannot be guaranteed

are directed to the HALT state. The HALT state induces a negative reward

and cannot be escaped. Intuitively, this forces the policy to follow trajectories

that have less uncertainty to them. The policy is expected to do this even in

situations where, in the absence of uncertainty, some other trajectory would

appear superior.

5.3 Penalizing unreliable transitions

As uncertainty makes the trajectories sampled less reliable, state transitions

with high uncertainty can be seen as less desirable. Therefore, one approach

is to use the uncertainty directly as a penalty term in the reward function. In

MOPO [30], the uncertainty-penalized reward function is defined as Rλ(s, a) =

R(s, a)−λU(s, a), where U(s, a) = maxi∥Σi∥F as discussed in Section 4. Here,

λ is a tunable hyperparameter. Intuitively, the more preferred transitions with

less uncertainty are, the higher λ should be. Additionally, λ should be higher

if the uncertainty function underestimates the true uncertainty and lower if

the opposite is true. This approach has the benefit that it only restricts the

implementation of the reward function. This means that any RL algorithm,

either model-based or model-free, can be used to maximize it and remain

uncertainty-aware.

6 Conclusion

This paper reviewed notable ensemble-based approaches to quantify envi-

ronment dynamics model uncertainty in model-based reinforcement learning.

MBRL is an approach to reinforcement learning that also approximates the

environment dynamics model. This dynamics model is then used to simulate



trajectories, otherwise known as planning. MBRL can have many benefits

over model-free methods, including sample efficiency and tranferability. If the

environment’s state transitions include stochasticity, a deterministic or fully

certain model of the environment dynamics will be inaccurate. Additionally,

a complex environment dynamics model will not be accurate until a sufficient

amount of data has been collected, often leading to unavoidable uncertainty

during training. Therefore, incorporating uncertainty into the model of the

environment dynamics is crucial to the performance of many MBRL algo-

rithms. This can be achieved by using ensembles of models to approximate

state transition uncertainty and to stabilize trajectory sampling. Ensemble-

based uncertainty estimates can face problems with computational complexity,

memory requirements and poor generalisability to certain types of OOD data.

However, uncertainty-aware MBRL algorithms that employ ensemble methods

can often perform exceptionally well when compared to model-free algorithms.

The use of ensembles in building uncertainty-aware MBRL algorithms contin-

ues to be an active field with many open questions. More research is required

into building different uncertainty estimates from ensembles and how the es-

timated uncertainty can be better incorporated into the learning process.
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1 Introduction

Within an average household, the diversity and the quantity of algorith-

mic application, that reside inside a household, have drastically increased

in the last decade. With every passing day, society relies increasingly on

applications that use different types of algorithms to operate.

Most of these algorithms gather some form of data from the surround-

ing area, such as a sports watch that counts the wearer’s heartbeat, sleep

duration and daily exercise durations. While these new strategies of col-

lecting data have helped with everyday life, they have also established

a more robust information based society. Different companies, such as

Google and Facebook, have thrived in this new datadriven world with

their different types of algorithms.

Zuboff [15], defines this new age of data capitalization as "surveillance

capitalism". She more broadly defined it as "This new form of informa-

tion capitalism aims to predict and modify human behavior as a means



to produce revenue and market control". This type of algorithm usage

can be very detrimental in the long run, when looking at things such as

web search algorithms, like Google’s PageRank [12], or Facebook’s Edger-

ank [4], because they can take away human agency from decision making.

That is one possible power that algorithms can have, including voting ad-

vice applications (VAAs).

VAAs are a new way to improve electoral participation in different coun-

tries, which utilize the strengths of algorithms. This is mostly done through

simplified issue-based voting, which is a way of figuring out which politi-

cian aligns most closest with a voter based on different political issues.

However, because it is a simplified way, there can be some problems that

arise from using this type of metric to choose a candidate. Simplified issue

voting often relies on having stances on a linear scale, for example, does

a voter agree or disagree with supporting abortion? Abortion policies are

an incredibly complex and multileveled topic, and trying to simplify that

issue is practically impossible because there are often too many stances to

consider. Also, considering that voting is one of the most effective ways to

create social change, the importance of working VAAs becomes that much

more significant.

This paper reviews the critical sociology of voting advice applications,

i.e. to identify potential problems and dangers that can arise with VAAs,

as well as propose possible solutions to some of these problems.

The paper is structured as follows. Section 2 covers the basic concepts

and definitions, such as information society and power through the lens

of sociological theory. Section 3 inspects voting advice applications, their

history and basic functionalities. Section 4 goes over different studies

from a critical sociology viewpoint on VAAs and looks at recent changes

done to YLE’s VAA. Lastly, Section 5 covers the closing statements.

2 Core concepts

This section summarizes the important basic ideas behind algorithmic

power and builds a foundation before Section 3.

2.1 Algorithms

When someone uses the word algorithm, it can convey different ideas from

person to person. The question in itself can be quite deep depending from



what type of viewpoint it is answered from, such as Hill [9] did from a

ground level of computer science. For the sake of simplicity, this paper

views algorithms as a set of instructions that produce an optimal output

based on the given inputs. A good example of this type of algorithm is the

PageRank algorithm that is used in Google search engines.

As explained by Brin and Lawrence [3], the entire search engine of

Google started of from the PageRank algorithm that is still used today. It

uses a formula to determine the rank of each page within a web search

result link. The formula is constructed as follows:

A represents the page, which has T1...Tn number of citations to it, and

C gives the total number of outgoing links from the citation. d is the

dampening factor, which is chosen between 0 ≤ d ≤ 1.

PR(A) = (1− d) + d× (PR(T1)/C(T1) + ...+ PR(Tn)/C(Tn)) (1)

While the specific details within the PageRank equation are more com-

plex, e.g., the number chosen for d, the basics of PageRank follow the

definition given in Equation 1. The formula takes d and T1...Tn as its in-

puts, and outputs the optimal pagerank PR(A) of page A for the Google

search engine.

2.2 Power (Sociology theory)

Power can be seen everywhere in the world. It is a tool which can effect

lives in either positively or negatively depending on who uses it and how

it is used.

In sociological theory, power can be used to explain why different events

happen as they do. For example, what events lead to inequality or dis-

crimination and how they can occur. Algorithms are one way of inspecting

these types of power relation dimensions, due to the fact that they can be

seen as tools which might affect the decision making of different people.

In the past 10 years, there have been enormous amounts of studies on the

social power of algorithms [2, 11], as well as on specific algorithms, such

as Facebook’s EdgeRank algorithm [4]. These are important aspects to

study, in order to counter act the possible malicious effects that come with

algorithmic power.

One example of malicious use of algorithms is the Cambridge Analytica

scandal. In it 50 million Facebook profiles informations were harvested



to build an algorithm which was designed to target individual US vot-

ers with personalised political advertisements, in order to change election

outcomes [5]. Similarly, VAAs could quite easily be used in a malicious

way, namely favouring certain candidates over others.

2.3 Information society

The increasing use of algorithms in current daily life has caused society

to take a new form, one based on information. This new society has been

named by many different researchers as an information society.

Information society can be defined through six different definitions: tech-

nological, economic, occupational, spatial, cultural and theory [13]. The

most relevant definition in VAAs relates to the technological one, because

the growth in algorithmic usage can be correlated with the rise of VAAs

popularity, which will be shown in section 3.1.

According to the technological definition, the increase in creation of dif-

ferent new technologies, such as different information and communica-

tions technologies (ICTs), has been an indicator for a new information

based age [13]. By increasing the usage of these ICTs in different sectors,

society begins to revolve increasingly around information as a resource.

This definition fits perfectly with applications, including PageRank, be-

cause it requires information about links into and from a page to function,

which can be seen as a way to create profit through new methods of using

information. This growth can also be seen through VAAs history.

3 Voting advice application

This section will cover information about VAAs: their history, how they

function and different types of VAAs.

3.1 History

The origins of VAAs can be traced back to 1989, when a package called

StemWijzer was developed in the Netherlands. It was originally aimed

towards the education sector, where, at the time, it found most of its suc-

cess. A few years later, the original designers of StemWijzer developed an

internet-based model, which was utilized in the 1998 Dutch parliamen-

tary elections [6]. Around the same time in Finland, the Finnish Pub-

lic Broadcasting Company (YLE), had developed a VAA for public usage.



This was followed by Helsingin Sanomat, the largest daily newspaper in

the country, with their own VAA for the 1999 European Parliament elec-

tions, and by 2001, the number of different VAAs grew to as much as 11,

for the Finnish voter to freely use [6].

With time, and the widespread reach of the internet, VAAs started to

gain traction all over Europe and the world. During the 2002-2003 Dutch

elections, the StemWijzer gained over two million different users [6]. Due

to the success of VAAs in Finland and Netherland, other European coun-

tries started to develop their own VAAs. This rise in VAA’s popularity can

be correlated with the growth of information society, based on the tech-

nological definition as given in the previous section. This is because the

growth of ICTs created new opportunities for different sectors to utilize

them in new ways.

3.2 Functionality

The general functionality of every VAA model works the same. It takes

the voter’s preferences on different issues, i.e. abortion or taxes, as inputs,

and compares them with the answers of parties/politicians to determine

the closest matching candidate as output. Every issue within the VAA has

a choice ranging from agree to disagree, and the questionnaire comprises

around 25-30 different questions about general and current political is-

sues. Using the basic input/output idea given in Section 2.1, the input of

VAAs are the voters choices on different issues, and the output is the total

correlation of choices between a voter and a candidate.

While the main functions might be the same for all VAAs, they still

differ in some aspects from each other. Garcia and Diego [6] showed dif-

fering aspects of different VAAs in their book. Some of these differing

aspects include the weighting of different propositions, calculation meth-

ods and the answer pattern. As an example, VAAs might give an option

between ’agree’, ’disagree’ and ’undecided’, while others could have dif-

ferent number of ranging opinions between ’strongly agree’ to ’strongly

disagree’. There might also be differences, based on what type of elec-

tions the VAAs are used for. Most often, VAAs are used for party-based

elections, but these are not the only types of elections in the world. For

example, in Finnish elections, the VAAs compare the voter’s opinion to ev-

ery single politician, rather than a party. There also can be the question

of fact checking each politician’s opinion on every topic. Do the answers

of each candidate/party correspond to their real opinions, or do they differ



Figure 1. Four different types of VAAs [10]

drastically? While this is not a problem exclusive to VAAs, nevertheless,

it still affects possibility of taking advantage of VAAs algorithmic power.

Figure 1 shows one way of differentiating VAAs by their functions. The

VAAs are divided into four different types, with two different axes. One

axis compares if the VAA is used in a party or candidate context, and

the other separates them on how the opinions are fact checked. One type

of VAAs within Figure 1 are purely hypothetical, because getting expert

evaluations on thousands of different candidates would be incredibly task-

ing [10].

4 Analysis

The purpose of VAAs is to make voting for every individual easier and

more straightforward. A study by Gemenis and Rosema [8] into the 2006

Dutch parliamentary elections indicated this to be the case. In it, the

researchers used two waves of face-to-face interviews on a large random

sample of the Dutch electorate. The first wave was done before the elec-

tion, using questions that measured the voter turnout and VAA usage.

The second wave was done after the election, which asked the partic-

ipants if they knew any VAAs, had they used any and what were the

results from said VAA? The results of the study suggest that the most

increase in electoral participation was found in young voters, lower edu-

cation levels and limited political knowledge, which are the optimal target

groups for electoral participation increases. Overall, the VAAs resulted in

a 4.4% voting increase within the Dutch election. These results seem to



correlate with VAA’s impact in other European countries (Germany, Fin-

land, Switzerland, Netherlands), which ranged from a 0.7% increase in

Germany’s 2009 election to a 6.3% increase in the Netherlands 2012 elec-

tion’s [7]. However, while the effectiveness of VAAs seems to be positive

in electoral participation, there are still some design features that are still

in need of improvements.

Isotalo noted in his thesis [10] that one of the biggest faults in the

Finnish VAAs designs was a lack of transparency. This was due to the

algorithms not being open for the public, no information for voters on how

recommendations are constructed and the lack of sharing the datasets of

candidate responses. The fact that open transparency is still missing from

some VAAs is a large detriment to their trustworthiness to the general

public. Having an open-source VAA algorithm would facilitate detecting

algorithmic faults and assist in grasping how they work for those that are

interested in them. There are also no real disadvantages to this either,

due to the fact that VAAs are, by design, free to use and available for

everyone. It should be a core design feature in every VAA, in order to

avoid the negative affects of algorithmic power.

Another disadvantage tied to VAAs comes with using simplified issue-

based voting, concerning the ambiguity of each choice. For example, when

choosing from a scale between agree to disagree, the middle option is of-

ten used when the voter has no opinion or little knowledge on the topic.

However, a study by Baka et al. [1] found out that approximately 75%

of the studies participants did not choose the middle option due to lack

of knowledge or formulated opinion. Those 75% chose the middle option

either because of certain issues dilemmatic nature (45%) (eg, ’economy’ vs

’culture’) or how the questions were formulated (30%) in either ambiguous

or biased ways. This type of classification of differing choices is demerit

for simple issue voting, because it tries to simplify complex topics to sim-

ple groups of answers. And by combining differing opinions to the same

set, it raises questions about how accurate VAAs truly are in their results.

Before the 2023 parliamentary elections in Finland, YLE changed their

VAA in a few ways. According to YLE [14], the questions in the VAA

were made to be as simple and straightforward as possible, in order to re-

move ambiguity and bias. The revised VAA also comprises of two different

questionnaires instead of only one, as was done before. The first question-

naire scales the participants’ answers with different candidates, like most

Finnish VAAs do, and the second one scales the answers for different po-



litical parties. The party based version is more straightforward to use

than the candidate one, by changing the response to 3 possible answers

(’yes’, ’no’ or ’skip’) from 5 possible answers in the candidate questionnaire

(’agree’, ’somewhat agree’, ’somewhat disagree’, ’disagree’ or ’skip’). This

seems to be an attempt to distinguish which politicians’ parties, among

the top resulting candidates, the voter is closest to. While the changes

have tackled some of the issues covered in this section concerning VAAs,

ie. ambiguous questions, there are still needs for improvement in areas,

namely the transparency of the VAA.

5 Conclusion

This paper has conducted a review into the power of VAAs, from a soci-

ological theories perspective. It gives a basic idea of what VAAs are and

how they function, as well as showing the benefits and possible negative

affects that VAAs have concerning their algorithmic power. Algorithmic

power refers to the power which algorithms hold in affecting society from

a multitude of angles. VAA’s can quite easily bring positive change by, i.e.

increasing political participation, but it also can affect society in negative

ways.

VAAs are designed for people who do not have much political awareness.

These types of people are also the perfect demographic for algorithmic

power to get a hold of. Most of the polically unaware people do not ques-

tion the results of an algorithm, such as VAA, and are satisfied with the

minimal participation. Therefore, it is important to ensure that there are

no malicious affectors within the VAA’s algorithm.

One way of defending against the algorithmic power of VAAs relies on

the creators and researchers of VAAs. Always inspecting and analyzing

if an algorithm holds some sort of bias or unfair advantage within it, and

improving on those mistakes. By making every VAA open source would

be one of many possible ways in improving VAAs from the creator side,

because it would increase the detection of problematic elements within

VAAs.

Since VAAs use issue-based voting as a primary function, this causes

some problems with the accuracy of the results. Because simplified issue

voting puts people who might have different stances in the same group,

VAAs can almost never find the most optimal candidate for a voter. There-

fore, a VAA should not be the only way of determining a candidate to vote



for. Researching the top candidates from a VAA is an optimal way of

avoiding the possibility that an algorithm makes the vote for the voter.
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ABSTRACT

Node package manager (npm) is heavily used in modern JavaScript application

development, which also makes it attractive to attackers looking to inject malicious

code into software. As packages can depend on other packages, dependency trees

in projects can be very large making identifying vulnerabilities more difficult. Most

common attack methods are typosquatting and combosquatting, where a malicious

actor publishes a package with a name that is similar to a popular package hoping

that victims accidentally install the wrong one. Dependency confusion may also be

used to target companies with internal package managers by publishing a malicious

package with the same name as an internal package to a public repository, such as

the npm registry. Malicious packages can have different behaviors, including stealing

of information, leaving a backdoor, and sabotage. These goals are often attempted

via a post- or preinstall scripts in the package.json file. Almost all vulnerabilities can

be avoided by being careful about which packages developer installs and keeping

existing packages up to date. Using a third-party tool such as Snyk can make detecting

vulnerabilities easier and accidentally installing malicious packages harder.

Keywords: npm, Node package manager, supply chain security, typosquatting,

combosquatting, dependency confusion, Snyk



INTRODUCTION

Software supply chain security is an increasingly critical issue as software development

and distribution continue to become more complex and global [15]. Worries of malicious

actors tampering with supply chains are justified because if any link of the chain is

compromised, the consequences can be varied and vast, starting with theft of data

and including business disruption [15]. Such worries have escalated into nation-state-

level intervention in the operations of the global supply chain, such as several Western

nations banning the import and use of 5G networking equipment developed by Huawei

Technologies Co., Ltd [15].

Package managers have become a vital part of the modern software development

process [3]. These allow developers to reuse third-party code, share their own code,

minimize their codebase, and simplify the build process [3]. However, recent reports

showed that package managers have been abused by attackers to distribute malware,

posing significant security risks to developers and end-users [3].

The npm ecosystem, as the largest software registry in the world, is particularly

vulnerable to security risks due to its open and decentralized nature [20]. The npm

ecosystem is an important platform for developers and organizations, as it provides

access to a large repository of software components that can be easily integrated into their

applications [16]. However, this ease of access also creates significant security risks, as

malicious actors can exploit the npm ecosystem to distribute malware or to compromise

the integrity of software components [18]. For example, eslint-scope, a package with

millions of weekly downloads in npm, was compromised to steal credentials from

developers [3].

This research paper aims to examine the current state of software supply chain

security in the npm ecosystem, identifying the potential threats and vulnerabilities, as

well as exploring best practices and solutions for securing the software supply chain

in this context. I will start by providing some background on npm and supply chain

vulnerabilities. This paper will then examine what supply chain vulnerabilities have

been used in the npm ecosystem. I will also examine proposed solutions to reduce the

amount of these vulnerabilities. Finally, this paper presents a discussion on what areas

of npm supply chain security should be studied further.

BACKGROUND

Node package manager
Package managers, such as npm, serve collections of typically open source software

packages, distributed through some package registry [19]. In the case of npm, this
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registry is called npm registry. Each of these packages has one or more releases. Releases

of a package are called package updates. Package releases are denoted by a unique

version number. Higher version number means that a package is newer. Version numbers

typically follow semantic versioning, which states that packages should follow a multi-

component version number scheme major.minor.patch[-tag]. Backwards incompatible

package updates increment the major component, important backwards compatible

changes increment the minor component, and backward compatible bug fixes increment

the patch component.

Node package manager (npm) serves as a frontend to a large repository of JavaScript

software packages, which are used both in browser-side and in server-side JavaScript

applications [16]. With over a million packages, it is the biggest package manager in the

world [9]. The rapid growth of npm can be attributed to its open and free nature, where

arbitrary users can share and reuse code by using a single command [20].

When a developer installs a package from npm, this package including its version is

defined in a package.json file [16]. Listing 1 shows a basic version of a package.json

file, which was obtained by generating a new Create React App [5] project. The in-

stalled packages are listed in the dependencies-block of the json file. There is also a

devDependencies-block, which represents packages that are only used for local develop-

ment, but are not installed when the application is deployed.

1 {

2 "name": "example",

3 "version": "0.1.0",

4 "private": true,

5 "dependencies": {

6 "@testing-library/jest-dom": "ˆ5.16.5",

7 "@testing-library/react": "ˆ13.4.0",

8 "@testing-library/user-event": "ˆ13.5.0",

9 "react": "ˆ18.2.0",

10 "react-dom": "ˆ18.2.0",

11 "react-scripts": "5.0.1",

12 "web-vitals": "ˆ2.1.4"

13 }

14 "devDependencies": {

15 "eslint": "ˆ8.34.0"

16 }

17 }

Listing 1. Example package.json file

In addition to a package.json file, npm uses a package-lock.json file, which is used

to lock versions of packages to a specific version [20]. This ensures that all developers
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and users use the same versions of the package [20]. However, this approach can cause

issues. If a vulnerability is fixed for a given dependency package, projects using said

package will not update the dependency until a new lockfile is generated [20]. Users

may then be using an application with vulnerabilities.

Packages can depend on other packages, which can result in a huge tree of packages

being installed when user installs a single package [16]. For example, installing the

express package [4] also installs 31 other packages, which the express package depends

upon. These packages may then depend on other packages and so on. This reliance on

dependencies may cause problems.

Many npm packages are very small [8]. These so-called micro-packages often have

a single line of code. For example, a package called is-negative-zero exists and its only

purpose is to determine whether a given input is negative zero. This package has 637

dependents and over 26 million weekly downloads on npm [10].

Software supply chain

Supply chain traditionally refers to a process of transforming resources to finished

products, which are then used by the end-users [11]. Software supply chains share

similarities with these traditional supply chains. For example, software can be used as

part of another larger software and it will end up in the use of some user eventually.

Software supply chains can also suffer from same problems as traditional supply

chains [11]. There can be issues with late delivery, counterfeit problems, human errors,

and other risks. In addition, attackers may try to inject malicious code to some part of

the supply chain. Figure 1 illustrates the various points at which malicious code can

enter it.

NPM SUPPLY CHAIN VULNERABILITIES

Typosquatting and combosquatting

Typosquatting and combosquatting refer to techniques where a malicious actor publishes

a package with a name that is similar to a popular package and waits for users to

accidentally misspell the package name when installing and therefore download the

malicious package [3] [7].

Typosquatting attacks hope that a victim makes a typo, meaning they misplace a

single letter or mistype the word [7]. One example of this is the popular lodash package

incident, where a package called loadsh was published on the registry hoping that users

download it instead. Because load is an actual English word and loda is not, it is easy

for users to make this spelling mistake and therefore fall victim to this attack.
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Figure 1. Software supply chain threats [12]

Combosquatting attacks, on the other hand, target users downloading packages with

multiple words in their name [7]. An example of this could be changing the order of the

words of a popular package, that is creating a package with a name of name-package

when a popular package called package-name exists. Remembering the order of the

words can be difficult and many can fall victim to this attack as well.

These attacks are dangerous because the malicious package affects not only the user

that installs it but all packages that depend on it [7]. For example, some developer could

create a package and publish it to npm all while being unaware that they were targeted

by a typosquatting attack. Then, this package that the developer created will share the

malicious code further. Other packages could then depend on this package and so on.

Big dependency trees

Reliance on dependencies may cause problems if users who host these packages decide

to change or remove them [2]. For example, in 2016, a package called left-pad was

removed from the npm registry [2]. This caused massive issues as largely used packages

such as React used this package as a dependency, and could thus no longer work because

this dependency was missing [2]. The package contains only 11 lines of code and this

left many developers questioning whether these type of packages should exist at all [2].

The issue was finally resolved by npm itself, restoring the code to the registry [2].
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Dependency confusion
Dependency confusion is a software supply chain attack that substitutes malicious code

for a internal dependency [1]. This can be done, for example, through researching a

name for a private package that is used internally by some company and then publishing

a package with the same name to a public repository hoping that developers mistakenly

pull the malicious package from the public repository instead of the private one [1].

Snyk security research team wrote a blog post [14] about a targeted npm dependency

confusion attack, which serves as a good example of how malicious packages work. A

package called gxm-reference-web-auth-server was found by the research team they

found suspicious. The package contained a postinstall-script, which invoked a file that

contained obfuscated code. The package.json also contained two gibberish dependencies,

ldtzstxwzpntxqn and lznfjbhurpjsqmr. Listing 2 shows the package.json of this malicious

package and listing 3 shows the contents of the obfuscated file that the script evoked.

1 {

2 "name": "gxm-reference-web-auth-server",

3 "version": "1.33.8",

4 "description": "",

5 "main": "index.js",

6 "scripts": {

7 "postinstall": "node confsettingsaaa.js",

8 "test": "echo \"Error: no test specified\" && exit 1"

9 },

10 "keywords": [],

11 "dependencies": {

12 "axios": "0.26.0",

13 "targz": "1.0.1",

14 "ldtzstxwzpntxqn": "ˆ4.0.0",

15 "lznfjbhurpjsqmr": "ˆ0.5.57",

16 "semver": "7.3.5"

17 },

18 "author": "",

19 "license": "ISC"

20 }

Listing 2. Package.json file of gxm-reference-web-auth-server package

1 const a0_0x489fde=a0_0x5400;

2 (function(_0x552d48,_0x2cc03c){

3 const _0x462334=a0_0x5400,_0x2fedb3=_0x552d48();while(!![]){try{const

_0x5c5667=-parseInt(_0x462334(0x167))/0x1*(-parseInt(_0x462334(0

x10b))/0x2)+-parseInt(_0x462334(0x116)).......# trimmed

Listing 3. Contents of confsettingsaa.js
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This malicious package is targeting a single, unknown, company that the attacker

knows has a package with this name in their private repository [14]. Snyk researchers

were able to deobfuscate the code and find out that the package was attempting to spawn

a shell on the machine of the victim.

Malicious behaviors
Packages can have many different malicious behaviors [3]. These include stealing of

information, leaving a backdoor, and sabotage. Malicious packages can be divided into

two categories, (1) packages that perform malicious actions, such as ex-filtrate sensitive

information, and (2) packages that manipulate behavior of other packages [17]. The

latter is also called dependency-based attack [17].

Malicious packages often utilize post/preinstall scripts in the package.json file [17].

These scripts can do virtually anything, because they are able to spawn a shell and run

any code they desire. A dependency based attack could download a malicious file from

existing packages in the user’s computer or from a non-local repository in the internet.

The package itself can also contain malicious code that the script runs, which would fall

into first category.

AVOIDING VULNERABILITIES

Snyk [13] lists 10 npm security best practices to avoid being targeted by a supply chain

attack.

Ignoring runscripts
Many malicious packages utilize post/preinstall scripts to run their malicious code [1].

These types of attacks can be completely avoided by ignoring run-scripts [13]. This

can be done by always installing packages with the flag –ignore-scripts or by adding

ignore-scripts to a project’s .npmrc file.

Updating outdated dependencies
Always updating packages to their latest releases is not necessarily a good practise if it is

done without reviewing release notes, code changes and testing [13]. In my experience,

it is also not a realistic goal because updates can fundamentally change how packages

work and can introduce breaking changes to production if not done carefully. However,

it is important to keep packages relatively up to date to avoid vulnerabilities [13]. Snyk

[13] recommends that one should often check how outdated packages are using the

npm outdated command. In addition, a command called npm doctor exists, which acts

as a health assesment tool to diagnose your environment [13]. This tool checks that
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npm registry is reachable, git is available, reviews installed npm and node.js versions,

runs permission checks on local and global node modules folders and checks the npm

module cache for checksum correctness [13].

Auditing for vulnerabilities
Snyk hosts tools such as Snyk advisor and Snyk vulnerability database, which should be

used to crosscheck your packages for vulnerabilities [13]. However, it is recommended

that projects on GitHub add snyk to the project, which will then automatically scan any

added packages for vulnerabilities in pull requests [13]. Snyk also offers a command-line

tool if adding it to GitHub is not feasible [13].

DISCUSSION

Node package manager is a tool that has become standard when working with JavaScript.

Usage of libraries makes writing code much faster and easier. However, I find it

questionable whether really small packages containing less than 10 lines of code are

actually needed in the ecosystem. These micropackages add up quickly and bloat trees

of dependencies.

One aspect on software supply chain security that could warrant more research is

the developer aspect when reacting to warnings or errors when building dependencies.

For example, in 2021, there was a vulnerability warning reported about nth-check [6],

which comes with react-scripts, which is a React library that is often used to create new

React projects. The warning turned out to nothing, as it only introduced a vulnerability

when the package accessed the network, which it could not do.

I saw this warning myself in 2021 and thought nothing of it because I am used to

seeing warnings and errors in console. I would be interested to know whether this is the

case with other developers and whether this affects supply chain security. If warnings

are ignored, then perhaps the warnings should be shown in some other place than the

console. Additionally, if there are warnings shown that turn out to be nothing, as was

the case with nth-check [6], does this make developers pay less attention to warnings?

CONCLUSION

This paper has examined the current state of software supply chain security in the

npm ecosystem, identified potential threats and vulnerabilities, as well as explored best

practices and solutions for securing the software supply chain in this context.

There are many malicious packages in the npm registry. Most common attack vectors

are typosquatting and combosquatting, because these are impossible to patch in the npm
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side. That is, npm will always allow creating packages with names similar to existing

ones. Having a big dependency tree makes being the victim of an attack more likely

because more packages results in a bigger attack surface. Any one of the packages that a

project uses could be hijacked by social engineering or credential theft and then updated

with malicious code.

Most common attack vectors, typosquatting and combosquatting, can be avoided by

being careful about packages that are installed. Using a third-party tool such as Snyk

adds a safety net if developers accidentally install malicious packages.
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Abstract

Adversarial machine learning (AML) is an emerging field of interest.

Previous research showed that attackers could construct adversarial ex-

amples that lead to misclassification in deep learning models. Inspired

by studies in the computer vision domain, more recent attacks are seen on

automatic speech recognition (ASR) systems. It raises serious security con-

cerns with the increasing adoption of voice interfaces in various devices.

This paper aims to raise awareness of the topic, introduce the character-

istics of white-box targeted adversarial examples against ASR systems for

a wider audience and explore the threats they pose. It suggests that a

framework may be needed to quantify their full impact and the current

technologies may not yet pose a practical threat.

KEYWORDS: adversarial machine learning, evasion attack, ASR

1 Introduction

Artificial neural networks (ANN) are often utilised in pattern recogni-

tion and classification problems, where they process information in a fast

yet massively parallel manner [2]. Automatic speech recognition (ASR)

is an important application of ANNs. The models’ robustness is very



critical when the human voice is used for biometric authentication or

when speech is used as a primary interface. Adversarial machine learn-

ing (AML) addresses this general concern and connects machine learning

(ML) with cybersecurity principles [1].

In 2013, Szegedy et al. [22] discovered that deep neural networks (DNN)

are susceptible to adversarial examples for image classification, by demon-

strating how small crafted perturbations in inputs can successfully mis-

lead the networks’ classifiers to incorrect outputs. Attacks with the same

purpose, such as the Fast Gradient Sign Method (FGSM) [10], projected

gradient descent (PGD) [3] and many others have been published. How-

ever, their effectiveness has been evaluated primarily on the networks

inside the visual domain. Generating adversarial examples for audio is

considered more challenging [8], but it has been shown that white-box

targeted attacks regardless of the input audio sample and desired output

can be achieved, where the input can even contain no speech at all [6].

Some more recent studies have successfully made the targeted perturba-

tions inaudible to human ears [7].

This paper aims to raise awareness of the topic and discusses the viabil-

ity of white-box targeted adversarial attacks on ASR systems. It includes

an overview of the necessary background, a review of common challenges,

some specific approaches taken and a discussion on both the attack and

defence mechanisms. Section 2 maps out some important terms in the

literature. Section 3 extends the discussion on threats posed by white-box

targeted attacks and briefly touches on their defences. Section 4 delivers

some closing remarks.

2 Background

2.1 The Victim System

ASR systems can convert audio signals of human speech to text. Some

well-known ASR services include Cortana from Microsoft, Google Assis-

tant and Siri by Apple. As they are rapidly being integrated into devices

used daily, they have access to a lot of personal information. Protecting

them against maliciously crafted voice commands is important for their

security. Apart from these commercial products, there are open source

options that can be thoroughly studied such as Kaldi and Project Deep-



Figure 1. Typical ASR workflow [23] has 4 stages: Pre-processing, feature extraction,
model based prediction and post-processing.

Speech by Mozilla.

To make a conversion, an ASR puts an audio sample through several

processing stages, the typical steps [23] are summed up in Fig. 1.

The system first filters the input frequencies based on their energy lev-

els, then extracts acoustic features from the filtered signals. This pre-

processing stage removes the frequencies irrelevant to speech recognition,

only keeping signals above an energy threshold. The most used paramet-

ric representation for extracted features is the Mel-frequency cepstral co-

efficients (MFCC) [11] based on human hearing perceptions. It segments

the audio into short overlapping frames of uniform length and calculates

the feature vector for each frame, where the coefficients of the vector cap-

ture acoustic information within the frame. In short, the audio signal

is translated into a feature matrix with MFCC coefficients. The number

of frames is the theoretical maximum density [6] (or rate per second) of

characters an input audio can be transcribed to. This allows an adversar-

ial target string to be longer than the original phrase, though synthesising

new characters is harder than silencing existing ones selectively.

Next, the results are fed into a trained model for phonemes recogni-

tion before they are mapped to a string. Finally, some post-processing

is needed to improve the usability of the transcription; handling of the

grammar rules, formatting and spell checking, for instance.

For the prediction stage, different types of models are available. The fo-

cus here is on models that are neural networks. The networks for speech

recognition differ from a standard feedforward classification network [6],

because there are too many possible labels for the output phrase. It is



infeasible for any system to exhaustively enumerate them. Thus, possi-

bility distributions over individual characters are produced using recur-

rent neural networks (RNN) [12]. An RNN is difficult to train, but it has

many recurrent connections and can represent information within a con-

text window, hence allowing sequential and time-dependent data to be

processed.

When an ASR is at work [25], it looks for two types of inputs: An ac-

tivation followed by a command. Many state-of-the-art systems accept

specific wake words, like "Hey Siri" or "Hey Cortana". Then, the mi-

crophone records ambient sound until it captures a voice command to

be processed. The activation could be speaker-dependent and has to be

trained by a user, but the command processing phase will more likely use

a speaker-independent algorithm. Different attack scenarios will arise

from whether the attacker can obtain any voice recordings from the user

that the activation may depend on. It is possible [16] to create complete

machine synthesised speech or use voice morphing - altering an existing

voice - to easily clone a victim’s voice with mere minutes’ worth of their

recorded speech. However, it is different [25] from directly generating

wake words with features extracted from the legitimate speaker’s voice

recordings. Without any user voice samples, brute-force attempts can be

made using voices generated with text-to-speech(TTS) systems.

2.2 The Threat Model

For our threat model, white-box refers to having complete access to the

victim ASR systems including all parameters.

An evasion attack [3] in the context of AML refers to the scenario whereby

an attacker, armed with white-box knowledge of the victim model, is al-

lowed to modify either the input data directly, the feature vectors or spe-

cific features during test time. The extent of the attacker’s knowledge or

capability may vary, but the goal is to create a sample that the victim will

misclassify. Such a perturbed sample is called an "adversarial example"

[22]. It is considered a targeted adversarial example if it has a target class

to be misclassified as.

A targeted evasion attack for an ASR system [6] is illustrated in Fig. 2.

Perturbations are added to a sample waveform as noise, so the system

produces a different target string or nothing at all. For the latter, it is

possible to hide speech by adding adversarial noises to transcribe the au-

dio to a sequence of space characters; this is easier than targeting spe-



Figure 2. Targeted evasion attack on audio [6]: Adding a small perturbation to the origi-
nal input to change its transcription.

cific phrases. The attacker intends for the victim system to follow the

malicious commands in the adversarial examples. The commands could

ask a mobile device to turn on airplane mode to create a denial-of-service

scenario, interfere with voice-controlled car navigation systems or sim-

ply make the victim device visit attacker-controlled pages for a drive-by

download of malicious content.

Some perturbations developed for one model are also effective against

others. This perplexing phenomenon is known as transferability. It is

believed to be a property of neural networks [6] [18]. Not all perturbations

are transferable, but transferability led to the discovery that universal

perturbations exist for audio [17]. These perturbations can be combined

with arbitrary input audio samples to cause misclassification and transfer

across models.

There are two common ways to carry out a targeted evasion attack:

Feeding the adversarial sample directly into the victim model(end-to-end)

or playing the recorded sample near the victim system’s microphone(over-

the-air). In the second case, it is a natural goal to keep the perturbations

inaudible to avoid alerting the owner of the victim system. One avail-

able technique is psychoacoustic hiding [19][20]. It takes advantage of

human hearing thresholds and use frequency masking to conceal the per-

turbations. While over-the-air attacks are more realistic and practical, the

sample must be robust against unpredictable noises. Empirical evidence

suggests [7] that signal distortions come from the hardware(the playback



Figure 3. Over-the-air execution of audio adversarial examples [7] face distortions from
3 sources: the hardware, the acoustic channel and the environment.

speaker and receiving microphone), the acoustic channels(signal strength

reduction, multi-path propagation etc.) and the playback environment, as

shown in Fig. 3. These effects must be accounted for in the generation

process. If a sample robust to the above is centrally broadcasted, it could

simultaneously attack all active ASR systems within the signal coverage.

For samples not generally robust or adaptive enough to be transmitted

over-the-air, they require precise environmental conditions for a success-

ful execution. It is trivial to pre-code measured environmental effects at

specific locations, but that makes an assumption about attackers’ prior

access and cannot generalise well.

2.3 The Attack Methods

Constructing an adversarial example is commonly formulated as an op-

timisation problem [6][3], typically based on the loss function of the vic-

tim model. A loss function serves as a quantitative measure during the

model-based prediction stage to show how good the predictions are; the

greater the value, the worse the classifier. Well-crafted perturbations are

optimised to be minimal but still effective in maximising the loss, mean-

ing it will cause the victim model to produce the target label. The choice

of a suitable loss function greatly impacts the model’s sensitivity to the

type of errors that will produce meaningful feedback during its training

for improvement. It also influences the level of distortions needed for its

adversarial examples [6].

Below are some of the best-known methods used in creating adversarial

examples presented progressively.

FGSM

The Fast Gradient Sign Method shown as Eq. (1) [10][6] is the foundation

of many attacks. It is widely used in both the image and audio domains. It

combines the original input x with the product of a small parameter ϵ and



the sign of the gradients of the loss function l with respect to x, to create

a new adversarial example x’. The small parameter ϵ is used to limit the

magnitude of the perturbation; it constrains the step size. The parameter

y refers to the correct label for x. FGSM is fast and low-cost because it has

a single iteration.

x′ ← x− ϵ · sign(∇xl(x, y)). (1)

PGD

Projected gradient descent [13] is a powerful first-order attack. It is based

on FGSM but more resource-intensive: it generates multiple iterative per-

turbations with a smaller step size, projects the result onto a region of

interest and finds a point in which loss is maximised.

PGD plays an important role in adversarial training. In ML, adversar-

ial training refers to training models on datasets that contain adversar-

ial examples. The models trained using adversarial examples generated

with PGD appear more robust [14] to these multi-step attacks, and it is a

prevalent choice for defence. However, adversarial training requires care-

ful tuning of parameters that control the learning process and is not a

panacea.

Auto-PGD (APGD)

Auto-PGD [9] makes further progress on PGD. It eliminates the need to

choose a fixed step size and utilises an alternative loss function other than

the frequently used cross-entropy loss. "Auto" comes from the fact that

everything else apart from the number of iterations is automatically ad-

justed. It allows its step size across iterations to be aware of the optimi-

sation trend and iteration budget this attack has been given.

Similar to PGD, APGD is also helpful in providing a way to evaluate

a model’s robustness. Because the step size is now flexible, it comple-

ments some failure cases of PGD due to fixed step sizes. All test cases

provided by the authors of APGD report a lower robust accuracy of the

models involved, which indicates that APGD is a stronger advresarial at-

tack. Its adaptive behaviour and self-aware optimisation lead to better

results than PGD regardless of the step size chosen.



3 Discussion

3.1 Attacks: Threat Landscape, Feasibility and Future Work

This section discusses potential threats posed by white-box targeted eva-

sion attacks for ASR systems, analyses their implications and proposes

future research objectives. Here, threats are events that can inversely

affect the confidentiality, integrity or availability of the ASR systems and

their users. They could be categorised based on the attackers’ motivations,

including data theft, financial gain and general sabotage or disruption.

Expanding upon the few scenarios outlined in section 2.2, many more

threats exist for each category. For data theft, attackers may target voice-

mail systems or smart home devices with a camera to obtain audio and

video recordings. Sending files, credentials, phishing or spamming emails

and texts from victim devices’ voice assistants can also lead to further

harm. For financial gain, telephone banking services with a voice ID and

voice-controlled mobile payment applications could be top victims. The

threats posed in general disruption of ASR services can be indirect. The

denial-of-service by silencing legitimate voice commands can be immedi-

ate - even critical, for healthcare systems - but disrupting transportation

navigations and sabotaging smart door locks or other access control sys-

tems may indirectly create life-threatening situations for the users.

For the above, the victim systems’ capability is a central element to con-

sider. But successful attacks face two key challenges. Drawing a compari-

son between the image and audio domains can aid the feasibility analysis

hence the likelihood of the threats. Attacks on audio pose unique chal-

lenges in manipulating their perception and execution [19]. The modifi-

cations on pixels can be imperceptible for human eyes [22] and can stay

adversarial even when taken as a picture. In contrast, the modified audio

samples often suffer from obvious perturbation [23] - even when the target

transcription stayed inaudible [20] - and some could not stay adversarial

if played over-the-air [6]. For end-to-end attacks, it can be argued that if

the attacker already has direct access, placing malware in the victim de-

vice may be more effective in compromising the target systems. Despite

their generally high success rate, threats associated with this execution

method are limited.

Much progress has been made to address them and expand the attack

surface. For example, to hide suspicious audible commands, DolphinAt-



tack [25] leverages the ultrasound channel with a frequency higher than

20kHz, above the upper bound of human voices and hearing. But like [21],

these attacks need to carefully modulate the input and their success rates

are more dependent on the audio hardware than the ASR system. Despite

the novelty of some attacks, their computational expenses may be too high

to be considered practical. The other front, where transmission on air in

unpredictable environments nullifies the sample’s adversarial properties,

seems to remain a challenge even among the state-of-the-art.

Overall, it is currently hard to estimate the full capability of over-the-air

attacks because existing publications employ diverse methodologies and

seem to lack a standardised framework to represent the practical impact

for the wider audience. Adversarial attacks on audio may be a recent sub-

ject, but it is never too early to start building a baseline for quantitative

representations of threats. Among metrics seldom addressed when pub-

lications define their real-life simulated setups, the range of reasonable

attack distances and whether a clear line-of-sight is needed are critical

aspects that affect the feasibility of execution. A tentative conclusion, for

now, is that both execution methods of the attacks are not mature enough

to be deployed in practice, and the likelihood of realising said threats is

low. More primitive attacks seem more effective.

Apart from outlined above, examining the generation procedure reveals

possible problems. Again, one obvious drawback of the attacks is that

they all require great prior effort. With the activation requirement in

place, many targeted attacks must be tailored, hence relatively costly to

execute. Another observation is the repetitive use of existing datasets.

Many publications report their results based on the same training data;

this could limit the scope of their findings. In reality, attackers can hardly

gain white-box access with commercial systems. White-box attacks are

learning opportunities to develop attacks against unknown victim sys-

tems (black-box). This makes transferability a crucial factor to be eval-

uated with new attacks, which is sometimes not mentioned. Targeted

universal perturbations would pose the most significant threat across sys-

tems once they are found. In the future, it would be more than alarming if

robust, imperceptible and targeted universal perturbations could be gen-

erated as a pipeline process in a timely fashion. As briefly mentioned in

section 2.2, it could create opportunities for attacks on a massive scale.



3.2 Defence Strategies and Model Robustness

Addressing the threats of adversarial attacks through defence is a must.

The general countermeasures for adversarial examples in ML may not

work equally in the audio domain [20] because time dependencies are in-

volved. Common strategies are either transforming the audio input at

the pre-processing stage (2.1) to hopefully remove the adversarial prop-

erties or adversarial training (2.3). Although a guideline [5] exists, the

evaluation of new defences is not straightforward. This calls for a reliable

and autonomous protocol similar to the attack scene. Prior work [15] has

shown that PGD - while being one of the most effective [24] and the most

popular evaluation method - can be fooled into giving false estimations of

model robustness.

Because imperceptibility is a primary aim, staying vigilant as users will

have limited effect. ASR system developers should incorporate adversar-

ial defence practices in their implementation. It is necessary to include

detection, mitigation and response mechanisms to said attacks. However,

the question remains: What does it mean for an ASR system to be ro-

bust? Will there be a trade-off between robustness and usability? Keep

adding more parameters to the models may not be the solution in the long

term. Continued efforts such as [4] can keep the definition of robustness

up-to-date to better guide adversarial defence research. Since adversarial

examples seem inevitable for neural networks, a paradigm shift inspired

by a completely different architecture may be seen in the future.

4 Conclusion

This paper introduces the basics of ASR systems and the generation of

white-box targeted adversarial examples in the audio domain. It provides

an analysis exploring the threats they pose. It presents key challenges

of practical attacks utilising adversarial examples. It suggests that the

attack feasibility is low and emphasises the need for a framework for

impact analysis for the general audience. It points out potential future

research directions for stronger attacks and better defence. Future work

could involve looking into the adversarial defence aspects. In particular,

investigate how the theoretical defence strategies can translate to practi-

cal hardening techniques to be employed in ASR systems.
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Abstract

Security warnings are crucial in communicating security issues with the

user. Thus, they are vital in securing the information system. However,

users often ignore those warning messages mainly because of habituation,

which refers to the attention reduction due to multiple exposures. Although

habituation is generally considered as a beneficial phenomenon, it is often

mentioned as a reason for a poor security behavior. Habituation had been

difficult to measure. Fortunately, recent researchers use various NeuroIS

methods to directly measure habituation. These methods include eye track-

ing and functional magnetic resonance imaging (fMRI). Those experiments

are used to examine the difference in habituation between static and poly-

morphic warnings. According to the results, the polymorphic warnings

were successful in preventing habituation. The effectiveness of such warn-

ings could be further enhanced by the addition of dynamic content to the

dynamic dialogs. This paper assesses the results from both the experiments

and Implications for further studies based on personal observation.

KEYWORDS: Security warnings, Habituation, Eye tracking, fMRI, poly-

morphic warnings



1 Introduction

In an ideal scenario, users should not constantly engage with security-

related decisions [10]. Consequently, scientists are working on fully au-

tomated security solutions. However, in reality, only a few security prob-

lems are automatically solved, and the rest are processed according to the

input they receive from the user. The security problems are presented to

the user by using security indicators and warnings. Those alerting warn-

ings serve as the last line of defense against a potential threat [1]. Thus,

users should pay attention to the warnings to identify the best courses of

action. However, the warning dialogs are often ignored, which weakens

their significance. Even in critical situations, users tend to respond before

reading the message and dismiss the warnings right away.

The major factor that contributes to this kind of oblivious behavior is the

adaptation to the security warnings. Overexposure to the warning dialogs

creates habituation, which refers to the "decreased response to repeated

stimulation" [1]. As a result of habituation, warning dialogs that were

once catchy become unnoticeable and unremarkable, similar to a familiar

wallpaper in a room [5]. Researchers reported that habituation develops

after only a few exposures to a new security warning, or even after a single

exposure when the dialog resembles a known one [6].

Previously, researchers tried to study habituation by observing its ef-

fects on human behavior instead of directly measuring it [5]. It is mainly

because habituation is very challenging to measure as it occurs at the neu-

robiological level. In order to fill this gap, new studies have emerged that

use NeuroIS methods, which refer to the study of information systems-

related behaviors at the neurobiological level [3]. Eye tracking and func-

tional magnetic resonance imaging (fMRI) experiments are widely used to

measure visual activities as an index of cognitive processing and activated

brain regions in response to stimuli, respectively.

To slow down the process of habituation, Anderson et al. [3] proposed

polymorphic warnings that change their form and appearance in order to

prevent users from habituating to them [3]. Polymorphic warnings were

examined against static warnings using eye tracking and fMRI experi-

ments, and it was found that the former were more efficient at deterring

habituation.

This paper discusses the formation of habituation and the effectiveness

of polymorphic warnings over static warnings based on the outputs of the



eye tracking and fMRI experiments. In addition, it outlines potential en-

hancements that could be applied to the polymorphic warnings to boost

their effectiveness. The study also contains personal observations that

may be taken into account in subsequent research.

The paper is organized as follows: Section 2 establishes the theoretical

development. Section 3 discusses the eye tracking and fMRI experiments,

along with their results and discussions on the results from both exper-

iments. Section 4 explores potential improvements to the polymorphic

warnings. Section 5 provides implications for future studies. Finally, Sec-

tion 6 closes with a concluding statement.

2 Theoretical background

2.1 Habituation

When interacting with a stimulus for the first time, humans create a men-

tal model of it. Instead of re-analyzing the experience, we frequently rely

on the mental model that was previously constructed for future interac-

tions with the stimuli [1]. With the absence of a mental model, the at-

tention given to the stimulus increases, which is referred to as sensitiza-

tion. It is the opposite of habituation, which is the "reduced attentional

response to repeated exposure to a stimulus" [6].

Habituation is a form of non-associative learning [3] that helps organ-

isms filter irrelevant stimuli in favor of those that are essential to their

survival [1]. The development of habituation is accelerated by the in-

creased exposure to the stimuli. It even becomes considerably more se-

vere with the lack of a reward or consequence following the initial action

[6].

2.2 Habituation in security warnings

Computer system dialogs are composed of iconic and informational ele-

ments [6]. Iconic elements include icons, size, color and typography. The

informational elements refer to the textual elements that communicate a

message to the user. Those visual elements are often kept standardized

and uniform. Maintaining those aspects as simple, common and identi-

fiable plays a vital role in minimizing confusion and enhancing usability.

However, the comfort of the user with these dialogs could lead to a secu-



rity flaw. Users often dismiss system dialogs because they downplay their

importance and message.

Anderson et al. [3] found that participants tend to rely on the mental

model they created for a previous security warning to interact with other

warning dialogs, even if the content and the associated risk have changed.

This effect is evident in the decreased attention maintenance of the user

[11]. Attention maintenance is measured by tracking the amount of time

spent on a repetitive warning dialog. Results show that attention span

drops from 15 seconds to 2 seconds only after three exposures to a security

warning. This indicates the formation of a mental model, the main cause

of habituation.

Studies suggest that strategic user interface design can reduce habitu-

ation [3]. Therefore, researchers proposed security warning dialogs that

change their form to regain the attention of the user, which was lost due

to habituation. Those dynamic security indicator dialogs are termed as

polymorphic warnings.

2.3 Polymorphic warnings

Although habituation can occur with properly designed warnings, design

improvements can decelerate the habituation process [4]. In comparison

to static warnings, polymorphic warnings are more effective in resisting

and reducing habituation [1]. Unlike static warnings that are constantly

identical [1], polymorphic warnings repeatedly change their appearance

[4] by varying their size, color and other graphical elements [1]. Although

the graphical elements of those warnings vary, the textual information

remains unchanged. Consequently, users could still habituate to the text

content by creating a mental model of it.

Due to the difficulty in the measurement, these phenomena had only

been explored indirectly [5]. Thus, the effectiveness of the polymorphic

warnings in reducing habituation was not clearly understood in the do-

main. However, recent experimental studies have used NeuroIS tools,

such as eye tracking and fMRI, to directly and biologically measure habit-

uation.

2.4 Eye tracking

Eye tracking technologies are useful for identifying areas of interest by

measuring eye position and movement such as eye fixation, pupil dilation



and gaze length [3]. Eye tracking is effective in measuring habituation

at the neurobiological level. In addition, this tool provides highly accu-

rate and precise outputs [7]. It has been widely used in human-computer

interaction to compare the usability and effectiveness of user interfaces

[3].

Due to previous exposures to a stimulus, eye fixation and gaze duration

are shorter even though individuals are unable to recall that they have

seen the stimuli before [3]. This phenomenon is referred to as the eye

movement-based memory (EMM) effect, a neurobiological phenomenon

where individuals unconsciously assess the objects that they have seen

before [7]. Eye-tracking can accurately measure EMM in the case of se-

curity warnings and can be used in the analysis of their design [3]. The

effectiveness of this method is due to three reasons [7]. First, it is a Neu-

roIS method that is excellent in capturing hidden mental processes, which

are rather difficult to measure. Second, it helps to study the appearance

and content of security warnings in a detailed manner. Third, habituation

and the given response occur very quickly.

2.5 fMRI

fMRI is another method that excels in its ability to study the activation

of the brain in the decision-making process. It measures the changes in

the blood flow to different areas of the brain, which is known as the blood

oxygen level dependent (BOLD) effect [4]. The changes in the blood flow

indicate the activated part of the brain in association with specific mental

processes. Therefore, fMRI is widely used to study the brain processing in

the case of habituation.

Some experimental designs use fMRI together with eye tracking to bet-

ter understand habituation. In the case of the eye-tracking experiment,

the number of eye-gaze fixations and level of gaze durations are mea-

sured by presenting participants with multiple exposures of an image.

The results will then be examined in relation to the BOLD response level

obtained from the fMRI experiment, in order to acquire a thorough under-

standing of the habituation effect [7]. Thus, fMRI, with a higher spatial

resolution, and eye tracking, with a higher temporal resolution, collab-

orate by measuring both attention in behavior and the neural activity

driving it [9].



3 Experiments

3.1 Experiment 1: The eye tracking experiment

Anderson et al. [3] used Tobii 120, equipment used to track the eye move-

ments of participants for measuring the EMM effect. Participants were

directed to sit in front of a camera-equipped monitor that ran Tobii soft-

ware. The eye tracker was configured in such a way that it captures mil-

lions of eye movements by recording fixation at a rate of 60 hertz.

Polymorphic warnings were designed for the experiment [3]. They were

presented with nine variations. Participants were presented ten warn-

ings: five polymorphic and five static warnings [7]. Each warning was

repeated ten times. Participants saw nine variations and the original im-

age for the polymorphic warnings, and in the case of static warnings, the

same warning was repeated ten times. The images were selected at ran-

dom. To ensure that participants were fully engaged in the examination,

they were asked to analyze each warning message and determine whether

the dialog is new, similar to a previous image, or even identical [3].

As the static warnings were repeated, the warning repetition, which in-

dicates if it is the first, second, or nth repetition of a warning, declined and

became significantly negative [3]. A negative effect indicates a decrease

in eye fixation and gaze duration upon repetitive interactions. On the

other hand, the warning repetition of the polymorphic warnings was sig-

nificantly positive, indicating that the eye gaze duration decreases much

more slowly for the polymorphic warnings. Figure 1 shows the decrease in

the level of fixation for both warning types, static and polymorphic, across

the number of reputations.

Figure 1. Fixation variation along the repetition number for both warning types [3]



3.2 Experiment 2: fMRI experiment

fMRI uses the same equipment as clinical MRIs [4]. It measures the

neural activity in the whole brain on a grid. It identifies the activated

brain areas by tracking changes in metabolic demands. The experiment

requires participants to lie down on their backs on the fMRI scanner [8].

The image of the security warnings is viewed in the mirror attached to

the head coil. This is a reverse reflection from a large monitor outside the

scanner that displays the images.

Polymorphic warnings were designed for the experiment [4]. From a

pool of 40 warning images, 20 were selected at random for polymorphic

treatment, and the other 20 were given for static treatment. 13 polymor-

phic warnings were made visible one after the other, and the same static

warning was repeated 13 times. Each participant was presented with

560 images in five blocks of 6.5 minutes each with a 2 minute break in be-

tween, and each image was shown for 3 seconds with a 0.5 second interval

in between [8].

Participants were provided with an input device with buttons that en-

abled them to rate each warning message [8] as new, similar, or identical

to a previous image [4], to ensure that participants were engaged in the

task.

Four regions of the brain were found that are involved with warning

type and repetition number interaction [4]. Those regions reacted in a

different way when the warnings were repeated. The left and right supe-

rior parietal cortex, which are involved in attentional processing, showed

higher activation when polymorphic warnings were presented than static

warnings. The regions also showed attention consistency and reduced

repetition suppression for polymorphic warnings.

On the other hand, bilateral medial prefrontal cortex and the left retro-

splenial cortex, which are involved in the memory retrieval process and

default mode activation, show higher activation for static warnings than

polymorphic warnings [4]. Default mode network is the area of the brain

that tends to decrease while paying attention to a stimulus and rise when

the brain is not involved in a mental exercise. The activation in those

areas of the brain was consistently higher for static warnings due to the

increased memory processing in the default mode network, which is lower

for polymorphic warnings. Figure 2 shows the four areas of the brain with

their level of activation for the two warning types.



Figure 2. Activated brain regions for both types of warnings. the upper two, left superior
and right superior parietal lobe were more activated for polymorphic warnings
that the static ones, while medial prefrontal and left retrosplenial cortex shows
higher activation for static warnings than polymorphic [4].

3.3 Discussion and limitation

According to the results obtained from the eye tracking experiment, the

eye fixation and duration decrease with static warnings, which indicates

a reduction in the attention of participants with the repetitive exposures.

On the contrary, the slight reduction in eye fixation for polymorphic warn-

ings shows that attention is well maintained and the formation of habit-

uation is rather slow.

The fMRI result reveals that the brain regions that are responsible for

attention processing showed higher activation when participants were

presented with polymorphic warnings. This emphasizes the occurrence of

sensitization and the reduction of habituation. In contrast, brain regions

responsible for activities that are reliant on memory retrieval and require

less mental processing were activated when participants saw static warn-

ings. The same regions showed less activation when polymorphic warn-

ings were presented. These results indicate that users interact with static

warnings by relying on their memory and prior experience, while they

tend to examine and focus more on dynamic warnings.

The eye tracking and fMRI experiments empower a better understand-

ing of habituation. However, certain limitations could be mentioned that

apply to the study. The fMRI experiment requires participants to lie on



their backs and stay still throughout the experiment [2], with their heads

fixed, in order to avoid head movement [8]. In addition, the sound that is

generated from the fMRI scanner may cause possible distraction. There-

fore, the fMRI experiment could be regarded as artificial as it creates an

unfamiliar working environment for participants.

Furthermore, the experiment was conducted within a limited time frame.

Habituation could result in a different output over a long period of time

[3]. In order to fill this gap, researchers held a longitudinal five-day work

week [9] and a three-week field experiment [8]. The output of those exper-

iments supports the idea that polymorphic warnings are more resistant

to habituation.

4 Further improvements of polymorphic warnings

Users tend to habituate to dialogs that are static. Although the iconic ele-

ments of polymorphic warnings are dynamic, the informational elements

remain static [1]. Therefore, users could still create a mental model for

the text that leads to habituation to the wording in the polymorphic warn-

ings. Varying the text content could reduce the habituation process and

result in sensitization. For this reason, researchers introduced dynamic

text in addition to the dynamic design of polymorphic warnings. Con-

stantly differing both in the representation and the semantics of the text

content can result in increased sensitization.

In addition, the messages that the security warnings convey can be

improved. Often, security dialogs are ineffective in communicating the

actual problem, the level of risk associated with it and clear avoidance

mechanisms [6]. They frequently use vague language and jargon that an

average user would find difficult to comprehend. As a result, users choose

to disregard the warnings. Text variation that clearly communicates the

amount of risk can persuade the user to comply with the warnings.

5 Implication for further studies

One of the factors that contribute to habituation is the false alarm effect,

the reduction in the reliability of a system as a result of a warning that

does not result in the anticipated consequence [6]. This effect decreases

the reliance of the user on the system and the associated risk. Often,



security warnings are presented even when the activity has no security

issue. This greatly decreases the reliance on the warnings, and users

learn to disregard and ignore the warnings even in risky scenarios. As

a result, presenting security indicators when they are actually necessary

could help to reduce habituation by improving reliance. Further research

could be done on the methods that automatically and algorithmically solve

most of the security-related issues and only present a security warning

prompt when the decision of the user is absolutely crucial.

According to this reasoning, immediate consequences after acting on a

security warning may increase sensitivity and reduce habituation. For in-

stance, unable to comply with a browser update should result in a slower

browser right away. Such kind of immediate costs train the user to read

and analyze the warning dialogs before responding. When the user fails

to comply with the first security warning, presenting a confirmation di-

alog that briefly describes the actual consequence and requests the user

to reanalyze their decision gives them a second chance to think and adds

one more step to the habituation process. Those discussions are left open

for future research.

6 Conclusion

Habituation, as a phenomenon occurring at the neurobiological level, has

been difficult to measure. NeuroIS methods, such as eye tracking and

fMRI experiments, empower the habituation study by providing tangible

evidence. The results of the experiment showed that both eye fixation

and brain activity associated with attention increase when polymorphic

warnings are presented and decrease with static warnings. Thus, the

habituation process is much slower for polymorphic warnings than for

static warnings. To advance the resistance towards habituation, dynamic

text could be incorporated into the warnings. It was also advised that

warnings should only be presented when they are absolutely essential and

should be followed by swift consequences to resist habituation; however,

this requires further investigation.
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Abstract

This research survey paper will focus on the Service Placement Problem

in the Fog Computing system due to growing demand of complicated appli-

cations used by "Internet of Things" devices. Our target is to focus on Deep

Reinforcement Learning methods that have been proposed by several re-

searches and how they solve the Service Placement Problem, the potential

to combine these methods together and concluded if Reinforcement Learn-

ing and Deep Neural Networks are viable tools to solve Fog Computing

problems.
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1 Introduction

The rise of Internet of things (IoT) devices in our lives has prompted the

advancement of mobile networks. Devices like virtual reality, augmented

reality, multimedia delivery, and artificial intelligenc demand broad band-

width, low response latency, and high computational power [1]. IoT data

is mostly generated in a distributed way, sent to the cloud for process-

ing and then delivered to distributed user or IoT devices, often located

very near to the data sources. Hence processing IoT data in central tends

to high communication delays and affects the QoS(quality of service) per-

ceived by the users [2]. Fog Computing (FC) systems are designed to bring

the Cloud closer to the user by localizing smaller Cloud nodes called Fog

nodes. Due to FC being a more complex and distributed system, the Ser-

vice Placement Problem (SPP) has being defined as the main challenge

when forming an efficient and cost-effective system. This paper will dis-

cuss the Service Placement Problem and how Deep Reinforcement Learn-

ing (DRL) can be used to solve certain issues.

2 Background

2.1 Fog Computing

Fog Computing (FC) is a digitilized platform that aims to distribute the

Cloud resources into local areas as Fog Nodes [3]. These Nodes interact

with the end-users and collect localized data to analyze. Only the nec-

essary data is forwarded to the central Cloud, making this system faster

than an single Centralized Cloud network. The FC system can be visual-

ized as seen in Fig. 1:

FC system can be split into three layers, which are the End-, Fog-, and

Cloud Layers [3]. End layer is where most of the end-users and IoT de-

vices are located. Service requests from end-users are collected in this

layer and then forward to the upper layer of the FC paradigm. The Fog

layer is in between the other two layers. It contains devices called Fog

Nodes (FNs) that process, store, and handle requests. FNs consist of

routers, gateways, switches and specific Fog serves that are linked to the

highest layer. Cloud layer is the upper-most layer in the structure. The



Figure 1. Generic Fog computing architecture

Cloud servers and Data Centers reside here handling analyses and stor-

ing data. Most Machine Learning algorithms are performed in this layer.

FC system consists of several advantanges compared to the Cloud Server,

such as lower latency, bandwidth saving, scalability or mobility [3]. How-

ever, due to FC being newer and more complex, emerging issues need to

be dealt in the form of a Service Placement Problem.

2.2 Service Placement Problem

The Service Placement Problem (SPP), as defined by Apat et al [2], is the

process of allocating service request from multiple cllients to specific FNs,

while maintaining Service Level Agreement (SLA) and end-user Quality

of Service (QoS). SPP’s primary target is distribute services on FNs so that

it improves the QoS level experienced by end users and the maintains the

requirements of the FC system [4]. To do this we can divide the SPP in to

different objectives as shown in Fig. 2:

Each individual objective provides support for the main target of SPP

as stated above. For example, the services should have the closest prox-

imity to end users [4]. End users can be served by a FN that is in there



Figure 2. Service Placement Problem objectives

area. Every FN must know the status of data in its fog cluster [2]. This

can achieved by focusing on real-time adaption of the Fog Node topology.

Communication cost, energy, and service time can be optimized by allo-

cating resources so that it fulfills the QoS expectations of the end-users.

If a specific FN cluster is overloaded, traffic should be distributed among

neighboring FN clusters via load balancing. If this process of balancing

doesn’t meet the expected QoS, then the end-users will receive high la-

tency while using the services. Many methods are used to solve the SPP

and maximize QoS. This paper will focus on the DRL method that we will

go more in depth on.

2.3 Deep Reinforcement Learning

To understand Deep Reinforcement learning (DRL), Reinforcement learn-

ing (RL) has to be explained first. The foundation of RL can be seen in

Markov Decision Process (MDP); a mathematical framework often used

in decision making problems.[5] Using enviroments based on MDP mod-

els, RL can use previous mistakes to learn an optimal strategy. Unlike

Supervised and Unsupervised learning, which targets a direct short-term

goal, RL focuses on a long-term increamenting goal. A fundemental cha-

rasteristic of RL is that it learns from the consequences of its actions, by

interacting with the enviroment, and then alter its future actions based



on the reward it acheives [6]. Deep neural networks (DNN) automates

the composition of higher-level features using lower-level ones, such as

images and local combination of edges, using raw input data [7]. DNN

uses Distributed representation, where several features can represent a

input or vice versa.

DRL is RL with the guidance of DNN. This type of RL has being promi-

nent in modern machine learning methods, as deep learning helps RL to

perform end-to-end learning with a gradient descent, meaning that the

RL doesn’t depend on domain knowledge as much [7]. This means that

traditional RL methods can be automated, which saves time, simplifies

tasks and makes sure that they would be completed.

3 Literature

3.1 Actor-Learner framework

In order to handle larger datasets without sacrificing a lot of training

time, a distributed agent called "Importance Weighted Actor-Learner Ar-

chitecture" (IMPALA) was developed by Espeholt et al [8]. IMPALA uses

multi-task reinforcement learning and uses actors to interact with a cen-

tralized learner using experiences, such as status, actions and rewards.

It’s orginal function is to conduct accurate machine training without sig-

nificant losses in data efficiency or resource utilization. Goudarzi et al

[9] propose to use this framework to reduce costs of DRL agents, which

implement placement techniques for IoT devices in the Fog Computing

System. Here, several actors are also used to interact with various en-

viroments to form experiences, which are sent to the learner to train for

the optimal policy. The actors will then reset all there values during every

policy update. However, these actors can learn from their previous experi-

ences that results in a reinforcement method, which reduces exploration

costs drastically. The Actor-Learner framework (ALF) helps to identify

the shortest path between FNs using IMPALA. This can be example of

minimizing communication cost. As stated in the SPP background, com-

munication cost is resource that has be optimized in order to achieve a

expected QoS later on the Service Placement.



3.2 Mixed-integer linear programming

FC system requires to maintain a higher scalability and mobility com-

pared to a tradition cloud computing system. Service Function Chaining

(SFC) is a network softwarization that creates virtual chains of connected

Micro-Services [10]. Due to its dynamic behaviour, SFC allocation mech-

anism results in poor use of resource usage and scalability. Santos et al

[10] have proposed a DRL enviroment known as Mixed-Integer Linear

Programming (MILP), in which agents learn the SFC allocation in the FC

system without prior infomation. MILP can handle the dynamic behav-

ior of SFC allocation but at the expense of higher execution time. This

improves the scability of the network and connection between nodes and

edges by optimizing resource management.

3.3 Experience-based replay RL method

Multi-acess Edge Computer (MEC) paradigm is used to ensure lower exe-

cution time for edge computation on devices. MEC has challenge regard-

ing it’s computation offloading scheduling in a dynamic network. Li et al

[11] proposes Experience-based replay RL algorithm (EBRL) that can im-

prove convergence performance using collected transformation knowledge

from it’s experience pool. To solve the challenge, the offloading problem is

first converted to a MDP model and then EBRL method is used. The re-

sult shows that EBRL method effectively increases stablity and training

speed compared to other methods used in the MEC computation offload-

ing. This, like MILP, is an example of resource management.

3.4 Multi-Update Deep Reinforcement Learning method

Multi-update Deep Reinforcement Learning algorithm (MDRL) was origi-

nally proposed by Hao et al [12] when discussing the improving long-term

mean reduction of delay, which is formulated as a Markov decision pro-

cess. Generally, Traditional methods have large action spaces making

the problem harder to solve. Action space can be greatly reduced by this

algorithm, which uses a novel exploration strategy and update method.

MDRL is used in the End layer, where edge nodes have limited capabili-

ties when dealing with the number of requests they receive from IoT de-

vices. The application of MDRL allows optimum load balancing of storage

space and compute resoureces between FNs.



3.5 Parameterized Deep Q Network

The Parameterized Deep Q Network (PDQN) method was proposed by

Liu et al [13] that can be used to handle online service placement and

computation resource allocation issues of a FC system. The PDQN is a

extension of DQN that is computationally tractable with a continuous ac-

tion space by using two sections to make decisions; action generation and

network training. Action generation picks actions based on decisions that

networks compute. Then the Network Training is responsible of training

these networks with recorded experiences. The method was evaluated by

several simulations for its performance and PDQN performed better than

other approaches using proper parameters due to its significant lower to-

tal latencies. Hence, this is an example of minimizing latency.

4 Discussion

The SPP objectives serve to maximize QoS, which is a measure of satis-

faction the user has when using a application that is served by the FC

system. Therefore, the objectives can be reflected by how they would

maximize this measurement of satisfaction. The resources have to be op-

timized to have a service that maximizes QoS. The failure of resource

management can negatively affect the end-user in two ways. One way is

directly effecting the user experience by making services slow and unre-

sponsive. The other way is indirectly effecting the user by high resource

costs that results in users having to pay higher rates for their services.

The resources in FC system are dynamic and have to adapt to current

service requirements. Fortunately, the concept of DRL is to continuosly

adapt its MDP modeled strategy. RL learns from prior mistake so its ideal

to be used in optimization problems and DNN can help to model FC sys-

tem with large number of FNs and services. These are important in load

balancing as the FN clusters adapt to different quanities of traffic and

learn from their previous failures of data distribution between neigboring

clusters. The latency of services depends on all of the factors mentioned

and directly affects the satisfaction of the user experience. This too can

be minimized with the support of these specific methods.



The DRL methods described in the Literature section offer solutions

that maximize QoS by optimizing one of the objectives of Service Place-

ment Problem as stated in Fig. 2. These methods are versatile since they

solve different objectives of the SPP target. It’s possible to further maxi-

mize QoS by using multiple DRL methods at the same time. Some combi-

nations of methods would be more effective than others. It would be clear

to assume that having multiple methods working on the same goal like

MILP and EBRL would cause problems as they would try to solve resource

management idependently ( though it is possible to create a new method

that makes these methods cooperate with each other). For focusing solely

on resource optimization, ALF and either MILP and EBRL would be ideal

as they can optimize the resources and maximize the QoS without com-

plicating the other objectives. Likewise, for focusing on the Fog Clusters

and the distribution of traffic among them, MDRL and PDQN work to-

gether in allocation the FNs, the former with balancing the storage space

and the latter with minimizing total latency. However, these are specula-

tions of possible combiantions of DRL methods and further research using

experiments have to be conducted to confirm these hypotheses.

5 Conclusion

The research has show that Deep Reinforcement Learning methods are

used in different areas of the Service Placement Problem and increase the

end-user satisfaction of the FC system. It can be speculated whether these

methods can cooperate with each other to make a multi-DRL method.

This theory can be further investigated and tested to see if it works. Ei-

ther way, Deep Reinforcement Learning will remain a prominent Machine

Learning method for the field of Fog Computing.
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Abstract

Neural networks are one of the most prominent machine learning tech-

nologies, and they achieve state-of-the-art performance on many types of

tasks. However, they are vulnerable to attacks by an adversary. Adversar-

ial attacks consist of generating adversarial examples that cause the target

model to mislabel the input data, e.g misclassify images. Numerous stud-

ies have been conducted on adversarial attacks and on ways to defend from

them (adversarial defenses). This paper discusses the current state of ad-

versarial machine learning and provides an overview of many of the most

common types of adversarial attacks, and a brief discussion on adversarial

defenses.

KEYWORDS: Machine learning, Neural networks, Adversarial attacks,

Adversarial defenses,

1 Introduction

In recent years machine learning has been applied in various fields, es-

pecially with the advent of neural networks. Neural networks have en-

abled great progress in areas such as computer vision, paving the way for,

e.g. image classification. However, neural networks have some curious



counter-intuitive properties, that leave them vulnerable to attacks by ma-

licious third parties [13], [7]. Thus the robustness of neural networks has

been a highly studied topic of interest in recent years.

Various studies have been conducted on adversarial attacks that abuse

these weaknesses in many applications, such as self-driving cars [4] and

voice interfaces [1]. These vulnerabilities have been even seen as an in-

herent problem of neural networks, especially in safety critical contexts

[11].

This paper discusses the vulnerabilities in neural networks, methods to

abuse these vulnerabilities and ways to defend from such attacks. The

most common types of adversarial attacks can be divided into four cate-

gories: Evasion attacks [7] [11], [5], [2], [3], data poisoning attacks [10],

[15], [16], [8], [14], model extraction attacks [9] and inference attacks [6].

In this paper we focus on the first two. Evasion attacks target neural net-

works in the inference phase, after the model has been trained. Data poi-

soning attacks on the other hand target the training phase of the model,

or more accurately, the training data set.

This paper discusses the theory behind these adversarial attacks as well

as briefly discusses the ways to resist them. Chapter 2 will go over the

basic theory behind adversarial attacks. In chapter 3 and 4 we will dis-

cuss the most common types of adversarial attacks, evasion and poisoning

attacks respectively. Chapter 5 gives an overview of the theory of adver-

sarial defenses. Finally, chapter 6 provides a conclusion on the current

state of adversarial attacks.

2 Basic theory behind adversarial attacks

Let x denote a data input to a neural network model, with a correct label

of l1. The goal of an adversarial attack is to generate a data input x′ such

that it will be virtually indistinguishable from the original data x (by both

humans and the machine learning systems), but changed in minor ways

such that the model C will misclassify the input with some label l2 ̸= l1

[13]. Or as a formula

C(x) = l1

C(x′) = l2

Optimized over



min(D(x, x′)),Where D(x, x′) is some distance metric

If the attacker is not concerned what exactly this l2 label is, only that

it is incorrect, the attack is called an untargeted attack, and if the at-

tacker wants to achieve misclassification into a specific label, the attack

is targeted.

The goal of the attacker is to generate an adversarial example that will

misclassify the data sample with as small perturbations as possible. It is

not trivial to decide what kind of parameter is the best for measuring the

distance between the original and the modified example, that would be

as close to human perception as possible. regarding image classification,

there are three metrics that are used for estimating this distance that are

widely used in the literature [2], and those are different Lp norms. The L0

norm measures the amount of pixels that are changed, the L2 norm is the

Euclidean distance between the images, and the L∞ norm measures the

maximum change to any pixel between the images. Most existing studies

use some or all of these metrics.

One important property of adversarial attacks is transferability. This

means that adversarial examples that manage to fool some model will

often also cause misclassification in other models, even ones that are

trained differently with different parameters [2].

Various studies in recent times have discovered that generating adver-

sarial examples is in fact quite easily achieved [7]. Especially for neural

networks that do not employ any kind of defensive measures, it is almost

trivial to find adversarial examples. The potency of adversarial defenses

is discussed in more detail in a later chapter.

The next two chapters will go over different kinds of evasion and data

poisoning attacks respectively.

3 Evasion attacks

Evasion attack is a type of adversarial attack where the attacker does

not need to have the ability to modify the training data set of the model,

and instead creates small worst-case perturbations so that the model will

misclassify data with the wrong label and high confidence [7]. There are

a few different methods to achieve this misclassification. Some of the

important attacks are fast gradient sign method (FGSM) [7], projected

gradient descent (PGD) [11], Carlini-Wagner (CW) [2] and Zeroth order

optimization (ZOO) [3].



The attack methods usually are chosen depending on whether the at-

tacker is targeting a white-box system, where the attacker knows how

the model are trained and what parameters are used. For these kinds of

systems, FGS, PGD, and CW are widely used. Usually in real-world sce-

narios however, the configurations and parameters of neural networks are

not released to the public and it is not practical to assume the ability to

conduct white box attacks. This kind of closed system where the attacked

is unable to retrieve this information from the system, is called a black-

box system. The only information available for the attacker in this case

will be the input data and the output labels. ZOO is a powerful attack for

black-box systems.

The basic principle behind evasion attacks is to find the gradient of the

classification model and iteratively take steps toward the opposite direc-

tion, known as gradient descent.

3.1 Fast Gradient Sign Method

FGSM [7] is a technique used in adversarial machine learning to create

adversarial examples - modified versions of input data that are designed

to cause a machine learning model to make incorrect predictions or clas-

sifications.

FGSM works by calculating the gradient of the loss function of a neural

network with respect to its input data, and then modifying the input data

by a small amount in the direction of the sign of the gradient. The size

of the modification is determined by a hyperparameter called the epsilon

value, which controls the magnitude of the perturbation. By adjusting the

epsilon value, an attacker can control the severity of the attack and the

degree of similarity between the original and adversarial inputs.

The FGSM attack is designed to be a fast method of generating adver-

sarial attacks, and not necessary the optimal [2].

3.2 Projected Gradient Descent

The PGD attack [11] is a stronger and more effective attack than the

simpler FGSM, which only makes a single-step perturbation in the di-

rection of the gradient. In contrast, PGD iteratively perturbs the input,

taking multiple steps to make smaller perturbations, and projecting the

perturbed input back onto the constraint set after each step.

By iteratively adjusting the perturbation in this way, PGD can create ad-



versarial examples that are optimized to fool the target machine learning

model. PGD is particularly effective at generating adversarial examples

that are robust to various types of defenses, including those designed to

detect or mitigate adversarial attacks. [11]

PGD can be used with a wide range of machine learning models, includ-

ing deep neural networks, and can be applied to a variety of input data

types, including images, audio, and text. However, PGD attacks can be

computationally expensive, as they require multiple iterations of the op-

timization process, and they can also be more difficult to implement than

simpler attacks like FGSM. Nonetheless, PGD is a powerful and effective

tool for testing the robustness of machine learning models to adversarial

attacks.

Auto-PDG is a further improvement on PGD introduced by Croce et al.

[5]. The idea behind the improvements it to have a parameter-free vesion

of PGD, as improper tuning of parameters has been a problem in eval-

uating the robustness of neural networks. Auto-PGD takes into account

the available number of iterations, and divides them into an exploration

phase, intended to find good starting points for the algorithm, and an

exploitation phase, to then maximize the function locally. Unlike PGD,

Auto-PGD does not have a fixed size. Instead it starts with a larger step-

size in the exploration phase, and reduces it iteratively. The reduction is

also not scheduled in advance, and instead follows the trend of the opti-

mization.

3.3 Carlini-Wagner attack

The CW-attack [2] is an optimization based attack that will search for the

smallest possible distance between the original and modified data, that

will cause a misclassification by the target model. The attack is imple-

mented for the three Lp norms discussed before, L0, L2 and L∞.

The L2 attack is the simplest of the attacks, as the distance metric is

differentiable. The goal is to minimize the distance with regard to the

best objective function defined in the paper. The problem is then solved

with multiple starting-point gradient descent, to reduce the probability of

getting stuck in a bad local minimum. [2]

The L0 metric is non-differentiable, which means the problem cannot

be solved with gradient descent. Instead the L0 attack uses an iterative

algorithm that identifies pixels with little effect to the classifier output,

and fixes them such they will never be changed. The L2 attack is used



to identify which pixels will not be modified. As the set of fixed pixels

grow, eventually the algorithm will have identified a minimal subset of

modifiable pixels that can generate an adversarial example. [2]

The L∞ attack is also solved with an iterative algorithm that has a grad-

ually decreasing threshold, such that any term exceeding that value gets

penalized.

According to the tests conducted in the paper, the L2 performed the

best with nearly all adversarial examples being visually indistinguishable

from the originals on the MNIST-dataset. The L∞ attack was the second

best, having a few distinguishable adversarial examples, while most of

the examples generated by the L0 attacks were visually distinguishable.

3.4 Zeroth order optimization

The ZOO attack [3], unlike the previously mentioned attacks, is a black

box attack. In other words, it only requires access to the input and the

output. The attack takes inspiration from the previously discussed CW-

attack, however because of the black box constraint, back propagation

cannot be applied. Chen et al. [3] solved this problem by a few modifi-

cations to the CW attack. Firstly, they used a modified loss function that

only takes into account the output of the neural network and the target

label. Secondly, they showed that the gradient can be sufficiently esti-

mated by only using zeroth order methods (i.e. without derivatives) by

evaluating the objective function at very close points. The estimated gra-

dients are then used in coordinate descent to find the best perturbations

at the chosen points.

The remaining problem is that estimating the gradients is extremely

expensive in the black box scenario. ZOO solves this by using hierarchical

attack-space dimension reduction to balance optimization efficiency and

attack complexity. Importance sampling is also applied to find the most

important coordinates to use in the coordinate descent [3]

The paper states that ZOO achieves performance comparable to the CW

attack, and significantly outperforms existing black box attacks that are

based on model substitution.



4 Poisoning attacks

Data poisoning attacks differ from evasion attacks in that they attack the

model already during the training period. This naturally is more difficult

to achieve than evasion attacks, since it requires the attacker to have

access to the training data of the target model, as well as the ability to

modify that data. Some prominent data poisoning attacks that will be

discussed in this chapter are label flipping attacks, backdoor attacks and

clean label backdoor attacks and [10], [15].

4.1 Label flipping attack

Label flipping attacks are one of the more simple forms of data poisoning

attacks. Their goal is to taint a training data set by changing labels of

data points, so that a model trained on the set will be less accurate. Xiao

et al. [16] demonstrated this kind of attack that uses gradient ascent to

identify the labels that will cause the largest classification error on the

target model. The paper showed that this kind of attack can be highly

effective. However, the weakness of label flipping attacks is that the bad

performance of affected models can be detected by evaluating the model

on a test data set [14].

4.2 Backdoor attack

Backdoor attacks are a more insidious type of data poisoning attack, which

aim to plant a backdoor into models trained on the poisoned data set [8].

The backdoor is implemented with embedding a backdoor trigger to data

points of the original data set, which is some kind of pattern that the

model will be trained to classify with the label of the backdoor target. In

image classification, a simple backdoor trigger could for example be a ge-

ometric shape planted in the corner of an image. The backdoor is then

activated during the inference of the model, by modifying the input with

the backdoor trigger.

Backdoor attacks are also considerably harder to detect than label flip-

ping attacks, because the poisoned model can perform as well as a clean

model on clean samples. The poisoning only affects examples that include

the backdoor trigger. This type of attack relies on the assumption that the

adversary can make arbitrary poisoned inputs, even ones that are clearly

mislabeled [14]. This means that the attack can be detected by a filtering



process, or even by just human evaluation of the training data set.

4.3 Clean label backdoor attack

The clean label backdoor attack is an improvement over the previously

discussed backdoor attack introduced by Turner et al. [14]. The goal

of this attack is to plant a backdoor the target models similarly to the

backdoor attack. Unlike the backdoor attack, this version tries to keep

the poisoned input data and labels consistent, even to human inspection,

thus removing the main weakness of the backdoor attack. In their paper

they discovered that using a restricted version of the backdoor attack by

Gu et al. [8], where true labels are not changed and only the backdoor

trigger is added to the target class, is not effective.

According to their analysis, this is caused by the fact that the poisoned

samples can be correctly classified without relying on the backdoor trig-

ger. To solve this problem, they perturb the poisoned samples such that

learning the salient characteristics of the inputs becomes more difficult.

As many widely used datasets contain numerous low quality images, it

turned out to be possible to perturb the inputs in a way that the data-

label pairs remain plausible to humans in manual inspection.

5 Adversarial defenses

Studies on adversarial defenses have shown that it is possible to resist

at least certain types of adversarial attacks by using adversarial samples

in the training set of the model [7], [11]. This kind of defense is called

adversarial training, which is shown to be quite resistant to the type of

attack it is trained on, however it comes with a cost of accuracy on natural

benign samples. The major disadvantage of adversarial training is that

it requires adversarial samples during training, and it will not be able to

be robust against unknown attacks, as you will not be able to prepare for

them during the training phase.

One type of adversarial defense in defensive distillation [12]. Defen-

sive distillation is an approach to attempt to reduce a larger model to a

smaller distilled model. First, you train the model on the training data as

is usually done. This model will be called the teacher in defensive distil-

lation Then the teacher model is used to obtain soft labels on the training

data set. Finally, a new model is trained, but instead of using the training



data’s hard labels, we use the soft labels provided by the teacher model to

train this new distilled network. Initial reports showed that this method

was a promising defense to adversarial attacks, however Carlini et al. [2]

showed in their paper that defensive distillation has only a marginal ben-

efit against stronger, improved attacks.

Madry et al. [11] explore the robustness of neural networks through

robust optimization techniques. In the paper they seek to identify meth-

ods to specify a certain guarantee of security, that would be universal

against all kinds of attacks. They use the previously discussed PGD as

the strongest first-order adversary, and manage to train a robust neu-

ral network on the MNIST-dataset that achieves close to 90% accuracy

against the strongest PGD adversaries. However, their model on the more

complex CIFAR10-dataset did not achieve the same level of robustness,

misclassifying over half of the adversarial examples.

6 Conclusion

As a result of neural networks becoming the state-of-the-art in many ma-

chine learning tasks, it is increasingly important to achieve robustness

against adversarial attacks. It is especially important to have guaran-

tees of security in safety-critical use cases. Through studying the current

state of the research it is clear that there is still much to do in order to

achieve that, as there still is no conclusive proof of defending against the

strongest adversaries. However, there are studies that show promising

results indicating that defending against adversarial attacks is possible.

Undoubtedly more research is still needed before neural networks can be

used in their full potential.
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1 Introduction

Crowdsensing refers to collecting data from sensors on mobile devices, in-

cluding smartphones, wearables, and IoT devices, for analysis to extract

insights and improve system performance. Its increasing popularity is at-

tributed to the extensive utilization of mobile devices and low-cost sensing

technologies. The use of advanced sensing technologies, machine learning,

and blockchain can enhance the efficiency and security of data collection

and analysis. The increasing demand for more intelligent and responsive

systems is driving the development of crowdsensing applications in vari-

ous domains. [20] At the same time, it is costly to store and process all the

data collected from crowdsensing. Therefore, it is important to effectively

identify and select the well-suited participant from the large user pool.

[9, 1]

This document focuses mainly on mobile crowdsensing (MCS) types and

their challenges. It provides an overview of MSC challenges and summa-

rizes three different participation selection methods/models. In addition,

possible solutions to MSC challenges are defined and future research di-

rection is suggested. Recent research documents are used for the study

of the mentioned topic. This document is divided into seven sections and

the second section introduces the MCS and its types. The third section

highlights MCS challenges and solutions. Similarly, section four, five and

six describes the three different participation selection model. In the end,

a discussion and conclusion are provided.

2 Crowdsensing and Types

Crowdsensing is a good option for organisations, as it enables them to

gather valuable data with minimal investment. This is made possible

through tools like Mobile Campaign Designer which makes creating crowd-

sensing platforms simple. This tool enables organizations to set the speci-

fications for their crowdsensing campaigns, and it generates the appropri-

ate source code and executables required for a personalized crowdsensing

initiative. This indicates that even individuals without technical exper-

tise can establish a crowdsensing application in just five minutes. [4]

Five types of crowdsensing can be categorized based on two criteria: the

level of user involvement in the crowdsensing process and the type of phe-

nomenon being measured. The first criterion separates crowdsensing into



two categories: participatory and opportunistic. Participatory crowdsens-

ing necessitates users to actively transmit sensor data to a server. On

the other hand, opportunistic crowdsensing operates automatically and

entails minimal user engagement to transmit the collected information.

[4]

2.1 First Criterion

Participatory crowdsensing involves users voluntarily contributing infor-

mation or participating in exchange for rewards. There is thus a greater

variety of data available and this leads to more localized and precise

knowledge. For example, it has made it possible for a local administra-

tor to maintain a service like water drainage lines and road conditions.

In addition to taking pictures, users can also use their smartphone’s GPS

sensor to pinpoint the location of an issue, allowing MCS to better address

the issue. The Google Crowdsource application is another example, which

requires users to provide input so that Google’s service can be improved.

Users get rewarded for submitting information and in turn, Google gets

to collect correct data from users. [12]

Opportunistic crowdsensing depends on utilizing devices such as smart-

phones that come with different sensors to gather data from the environ-

ment in proximity. For example, a fitness tracker sends statistics such

as heart rate, body movements and sleep data to the company’s server

which analyses them amongst all users when connecting to your mobile

device. This allows users to compare their data with the community using

the same fitness band, improving health conditions, road traffic situations

and more. For example, the company will analyse the data collected con-

tinuously by the fitness band and provide the user with comparisons and

health advice. [12]

2.2 Second Criterion

The second criterion used to categorize crowdsensing is the type of phe-

nomenon being measured. This results in three categories: physical in-

frastructure, environmental and social crowdsensing. Infrastructure crowd-

sensing is used to measure public infrastructure, such as traffic conges-

tion and road conditions. Environmental crowdsensing is used to measure

aspects of the natural environment, such as the number of habitats af-

fected by wildfire, air pollution levels and water levels. Social crowdsens-



ing is used to gather data about people’s social lives, such as the movies

or super-market visited by an individual. [4]

3 Crowdsensing Challenges

Most Mobile Crowdsourcing (MCS) systems depend on people’s volun-

tary involvement and support. Engaging in a crowdsourcing initiative

through their smartphones can expose users to potential security and

privacy threats as they not only deplete their resources but also subject

themselves to risks such as sharing their data along with location mark-

ers. Additionally, MCS providers aim to get high-quality contributions

from the crowd, but they may not always be trustworthy, accurate, or

well-intentioned. In conclusion, there are four significant challenges in

MCS systems: incentive, task management and privacy protection and

security, and quality assurance. [16]

3.1 Incentive

An incentive is a form of impetus or inspiration that motivates an indi-

vidual to take action or exert more effort. This is especially significant in

situations where the available resources, such as storage and power ca-

pacity, are limited in devices like wearables and mobile phones, or when

the data collected is sensitive. To implement an MCS system on a large

scale, a substantial number of participants are needed. Unless the ben-

efits outweigh their expectations, participants may stop participating in

data collection. [3].

Research has investigated the factors that motivate users to participate

in crowdsourcing communities [14]. Positive feedback and a sense of com-

munity identity are influential in increasing contributions and retention.

Monetary compensation and flexible task schedules have been identified

as primary motivators for workers in platforms like TaskRabbit and Gig-

Walk [6]. Studies have shown that a small percentage of "power users"

complete the majority of tasks [13]. Incentives in MCS can be categorized

into three types: financial, entertainment, and social. Financial incen-

tives, such as real money, are the most straightforward motivator but can

raise concerns about quality control. Entertainment incentives can in-

clude enjoyment or game-based crowdsourcing, but may not be feasible

for all tasks. Social incentives involve gaining reputation or recognition,



while non-monetary intrinsic factors like mental satisfaction and personal

skill development can also motivate participation. Social psychological

incentives, like social facilitation and ranking of contributions, have been

utilized to increase contributions, but identity management and reputa-

tion measurement can be challenging in dynamic MCS systems. To ef-

fectively motivate individuals in MCS, a combination of above mention

incentives should be used. [8, 10]

3.2 Task Management

The task design in MCS includes a framework established by the crowd-

sourcer to describe its work, which is composed of several components.

Specific criteria to determine who can be engaged in the task and their

respective evaluation and compensation policies may be laid down by the

crowdsourcer. Three key factors for creating the task are its definition, UI

(user interface) and granularity. [2]

Task definition: It is a critical component of MCS as it determines the

goals, objectives, and data that will be collected in a crowdsensing cam-

paign. There are several challenges related to task definition in MCS, it

includes the complexity and heterogeneity of data sources, context aware-

ness, and the trade-off between data quality and cost. These challenges

can be overcome by participatory sensing techniques, user-centric task

design, and task decomposition and delegation. In addition, it is impor-

tant to engage the crowd in the process of task definition to ensure that

tasks are engaging, relevant, and aligned with participants’ interests and

capabilities. [17]

User Interface: Similarly, good UI is important in MCS because it can

impact worker productivity, task accuracy, and worker satisfaction. In

general, MCS UI lacks context and the cognitive load required to com-

plete tasks. Participants may have difficulty understanding the task re-

quirements or may become fatigued from completing tasks, leading to de-

creased accuracy and participant satisfaction. [11]

Effective UI can be made with context-driven design, reducing cognitive

load, providing real-time feedback and incorporating participants’ pref-

erences. Context-driven includes providing relevant information about

the task and its purpose, which can help them to better understand the

requirements and perform the task accurately. Reducing cognitive load



involves simplifying the task and its interface, such as breaking the task

into smaller subtasks or using a conversational interface. Similarly, pro-

viding real-time feedback can help participants correct errors and im-

prove their performance. [11]

Granularity: It allows more fine-grained approach allocation, which can

improve the efficiency and effectiveness of MCS. A fine-grained approach

to task allocation can ensure that tasks are assigned to the most suit-

able users based on their characteristics, such as location and historical

behaviour. This approach can also enable the more complex and heteroge-

neous tasks to be completed, which can lead to more accurate and reliable

data collection. However, if the task is too fine-grained, it can result in

increased computational complexity and communication overhead. Spa-

tiotemporal model, which predicts the probability of a mobile user com-

pleting a particular task based on their current location, movement pat-

terns, and historical behaviour can be used to estimate the granularity.

The model also considers the diversity and heterogeneity of the task and

mobile users. [15]

3.3 Privacy and Security

The security and privacy concerns of MCS are much more complex and

difficult compared with the past computing paradigms, because of several

factors. First, the fact that people are involved in crowdsourcing sensing

and intelligence means there could be sensitive information from mobile

devices and the personal data of participants present in sensed data. Sim-

ilarly, crowdsourcing raises security concerns, particularly when sensitive

information is involved. It is more challenging to protect private infor-

mation when the task gets distributed to a dynamic group of people, as

the size of the group cannot be predetermined. Another problem is the

constant change in the network topology of mobile users accepting crowd-

sourced tasks according to their location, interests or device conditions.

The development and implementation of effective security and privacy

solutions will become even more challenging as the topology changes with

time, due to people’s mobility and evolving user behaviour. [19]



4 Willingness-based Participant Selection

Article [7] proposes a participant selection strategy for crowdsensing that

takes into account users’ willingness to participate. The authors develop

a theoretical framework that models user willingness as a function of

various factors, such as task type, task reward, and user experience, and

use this framework to design an algorithm for selecting participants that

maximize the number of willing users and the quality of the collected

data. The paper also presents an implementation of the proposed strat-

egy in a real-world crowdsensing system and evaluates its effectiveness

through both simulation experiments and real-world experiments. The

results show that the proposed strategy can improve the efficiency and

effectiveness of crowdsensing, by increasing the number of willing par-

ticipants and improving the quality of the collected data. This model is

based on a greedy algorithm that selects users with the highest predicted

willingness score. The algorithm sorts the users in descending order of

their willingness scores, and then iteratively selects the top-ranked users.

In each iteration, the algorithm evaluates the marginal utility of adding

a new user based on the expected contribution of the user to the over-

all quality of the collected data. If the expected contribution is high, the

user is selected; otherwise, the algorithm moves on to the next user in the

ranked list. The model also includes a reinforcement learning component

that learns from the outcomes of past tasks and adjusts the willingness

scores of the users based on their actual participation and contribution

to the tasks. This helps to refine the predictions of user willingness over

time and improve the accuracy of the participant selection algorithm. [7]

The steps are listed below :

User-Specific Features: The willingness function takes as input a set of

user-specific features, which include demographic information, location,

and past participation history.

Feature Selection: The willingness function uses a correlation-based fea-

ture selection (CFS) algorithm to select the most relevant features for pre-

dicting user willingness. The CFS algorithm selects a subset of features

that are highly correlated with the target variable (user willingness) while

being minimally correlated with each other.

Logistic Regression Model: The willingness function uses a logistic re-

gression model to estimate the probability of a user’s willingness to par-

ticipate in a crowdsensing campaign. The logistic regression model is



trained on the selected features using a supervised learning approach,

where the model learns to predict the target variable (user willingness)

based on the input features.

Willingness Score Calculation: Once the model is trained, the willing-

ness function uses it to calculate a willingness score for each user. The

willingness score is calculated by applying the logistic regression model

to the user-specific features. The output of the model is a value between 0

and 1, which represents the user’s probability of participating in a crowd-

sensing campaign.

Participant Selection: The willingness score is used to select the top N

users with the highest scores for participation in the crowdsensing cam-

paign. Users with higher willingness scores are more likely to participate

in the campaign. [7]

5 User Characteristic Aware Participant Selection

MCS is a promising approach for collecting data from a large number

of mobile devices. However, selecting appropriate participants for MCS

is a challenging task, as the characteristics of potential participants can

vary widely and can affect the quality and efficiency of the data collec-

tion. In [18], the authors propose a participant selection method for MCS

that takes into account the user characteristics of potential participants,

such as their mobility patterns, location, and availability. The proposed

method aims to improve the quality of the data collected in MCS by select-

ing the most appropriate participants based on their characteristics. The

authors first review the existing participant selection methods for MCS

and highlight their limitations, such as the lack of consideration of user

characteristics or the use of simple heuristics that do not capture the com-

plexity of the MCS task. They then introduce the proposed method, which

uses a scoring system to evaluate the suitability of potential participants

for the MCS task. [18]

The scoring system takes into account three user characteristics, i.e.

mobility patterns, location, and availability, and three task requirements,

i.e. accuracy, timeliness, and cost. This uses a fuzzy inference system

to convert the user characteristics and task requirements into fuzzy sets

and then apply a set of fuzzy rules to calculate the score for each poten-

tial participant. The fuzzy rules are based on expert knowledge and are

designed to capture the relationship between the user characteristics and



task requirements and the suitability of a potential participant for the

MCS task. [18]

Similarly, it evaluates the proposed method using real-world datasets

and compares it to other participant selection methods. In terms of the

quality of the data collected and the effectiveness of the MCS task, the

evaluation results show that the proposed method is superior to the other

methods. The authors also conduct a sensitivity analysis to investigate

the effect of the weightings of the user characteristics and task require-

ments on the participant selection process. The results show that the

weightings can be adjusted to balance the trade-off between the quality of

the data and the cost and timeliness of the MCS task. [18]

The paper discusses the implications of the proposed method for future

research and practical applications. They suggest that the method can be

extended to include other user characteristics and task requirements and

that it can be integrated with other techniques, such as incentive mecha-

nisms and task allocation strategies. They also note that the method can

be applied in various domains, such as environmental monitoring, trans-

portation, and healthcare, where MCS can provide valuable insights and

services. [18]

6 Quality Aiming Participation Selection

Article [5] proposes a participant recruitment method for MCS that takes

into account the quality of data collected. The authors argue that tradi-

tional recruitment methods for mobile crowdsensing often prioritize the

number of participants over the quality of data, which can result in low-

quality data. The proposed method, on the other hand, uses a two-stage

recruitment process that involves pre-screening potential participants based

on their reliability and experience with mobile sensing and then selecting

the most suitable participants for the task at hand. [5]

The first stage of the recruitment process involves pre-screening poten-

tial participants based on their reliability and experience with mobile

sensing. The paper proposes a Reliability Index (RI) that can be used

to evaluate a participant’s reliability based on their past performance in

similar tasks. The RI is calculated based on three factors: completion rate,

accuracy rate, and response time. Participants who meet a minimum RI

score are then eligible to participate in the second stage of the recruitment

process. [5]



The second stage of the recruitment process involves selecting the most

suitable participants for the task at hand. The paper proposes a Suitabil-

ity Index (SI) that can be used to evaluate a participant’s suitability based

on their characteristics and experience. The SI is calculated based on four

factors: age, gender, education level, and previous experience with the spe-

cific task. Participants who meet a minimum SI score are then selected to

participate in the mobile crowdsensing task. [5]

The paper argues that this two-stage recruitment process can improve

the quality of data collected in mobile crowd sensing by selecting the most

reliable and suitable participants for the task at hand. They also note

that the proposed method can be used in a variety of applications, such

as environmental monitoring, traffic monitoring, and health monitoring.

In addition to the proposed method, the paper also discusses several chal-

lenges and limitations of mobile crowd sensing. One of the main chal-

lenges is ensuring the quality of data collected, as participants may not

always provide accurate or reliable data. The authors suggest that the

proposed method can help address this challenge by selecting more reli-

able and suitable participants. [5]

7 Discussion and Conclusion

This paper used recent research papers to summarise the MCS challenges

and focused on three different participation selection methods. It was

found that participation selection was one of the least researched topics

in MCS. As three different participation selection methods were summa-

rized, this helps to understand the overall participation selection model

and its recent trend. As this is a summarization, it might not provide

detailed insight into the model itself but it provides the platform to reach

there.

To conclude, All three participant selection model has the common goal

to improve the efficiency and effectiveness of MCS. It can be seen that

traditional participant selection methods, such as random sampling or

incentive-based approaches, may not always result in high-quality data

or reliable participants. In all three research papers, it was noticed that

they are combining multiple variables and algorithms to define the model.

With things in common, they differ in their specific approaches and method-

ologies, such as whether to consider user characteristics, willingness to

participate or the participant’s skills, experience and reputation.
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Abstract

Ever since succinct non-interactive argument of knowledge (SNARK) was

introduced as a class of proof systems, its formalisation and many ap-

plications have been explored recently. SNARK is the extended version

of one type of proof systems known as succinct non-interactive argument

(SNARG). This paper explains several fundamental concepts required to

comprehend SNARK including a variety of proof systems forNP language

and shows a construction method of SNARG from another type of proof sys-

tem known as probabilistic checkable proof (PCP). Proof systems are listed

in historical order so that the relationship among them can be recognised

easily.

KEYWORDS: SNARK, SNARGs, PCP, IP

1 Introduction

With the widespread use of internet, cryptographic protocols have played

a fundamental role in securing communication between two parties or

even within multiple parties. Due to the growing concern about privacy

protection in the big data paradigm, proof systems (one of the classes of

cryptographic protocol) has recently got even more attention for their ap-



plications in privacy preserving systems [8, 20, 13].

1.1 Proof Systems

Proof systems are in general consist of a prover and a verifier that are

probabilistic Turing machines with common (shared) input and private

input [9]. Given a mathematical statement as common input and a proof

of the statement as private input, referred to as witness, the prover wants

to convince the verifier that they knows a proof of the veracity of the state-

ment. The verifier should be convinced with an overwhelming probability

if the statement is actually true while he should not be convinced with

more than a negligible probability if the statement is false. These proper-

ties are known as completeness and soundness respectively.

1.2 zk-SNARK

Zero-knowledge succinct non-interactive arguments of knowledge (zk-SNARK)

is one kind of proof systems that are widely applied in privacy preserving

systems including decentralised money, smart contract, supply chain, and

self-sovereign identity [6, 17, 11, 18, 14, 19]. Self-sovereign identity en-

ables identification without revealing one’s identity [19]. For example, an

question "Are you over 20 years old" can be answered and verified without

disclosing one’s identity (one’s age).

An argument system is a restricted proof system whose soundness holds

only for a prover bounded by a polynomial time. An argument system is

succinct, if its proof size is small, namely, bounded poly-logarithmically

in the size of witness [12]. A non-interactive proof consists of a single

non-interactive message that can be verified by any verifier [5]. Argu-

ment systems comprising these above features are known as succinct non-

interactive arguments (SNARGs) [7, 16]. SNARK is SNARG with the ex-

tended soundness - knowledge soundness - that additionally guarantees

the prover knows the witness of a statement if the verifier is convinced

[4]. Lastly, a proof system (argument system) is zero-knowledge if the ver-

ifier does not learn any information except for the fact that the prover

knows a statement is true [9].

Both SNARG and SNARK can be constructed from probabilistic check-

able proof system (PCP) that is one type of proof systems. A verifier in

PCP is probabilistic and it can verify a statement just by looking at a

couple of bits of its proof without checking the entire proof.



1.3 The purpose of this paper

There are many articles regarding zk-SNARK and other relevant proof

systems, however they often do not comprehensively define them with a

consistent style and explain how each of the proof systems are related.

This complicates learning proof systems especially for a new learner.

The aim of this paper is to showcase the development of proof systems

in historical order starting from interactive proof systems to zk-SNARK

along with their theoretical concepts. A computer science student who

has no prior knowledge in proof systems should be able to gasp the main

concepts in the field before they starts reading recent articles.

1.4 Paper Structure

This paper first defines interactive proof systems and PCP in the chapter

3-4. Next it describes SNARG and SNARK in the chapter 5. In the chapter

6-7, a construction method of SNARG with two steps by Micali and Kilian

is explained.

2 Preliminary

A language class NP contains a collection of language L for which there

exists a Turing machine (TM) V that takes an instance x and a witness

w (a proof of the instance) as input and verifies the statement x ∈ L in a

polynomial time.

Definition 2.1 (Class NP). A language L is in the NP class if there ex-

ists a polynomial time TM V such that

L = {x | ∃w, |w| = poly(|x|) ∧ V (x,w) = 1}.

A collision-resistant hash function is a member of a function family for

which it is hard to find two inputs that are mapped to the same output.

Definition 2.2 (Collision-resistant Hash Function Family). A function

family H =
⋃

λHλ, where Hλ = {h : {0, 1}ℓin(λ) → {0, 1}ℓout(λ)} and λ is

a security parameter, is collision-resistant hash function (CRHF) family

if it satisfies the following

• Efficiency: The functions ℓin and ℓout are bounded by a polynomial in λ.

Given x ∈ {0, 1}ℓin(λ) and λ, h(x) can be computed in a polynomial time
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in λ.

• Compression: For all security parameter λ, ℓin(λ) > ℓout(λ)

• Collision resistance: For all probabilistic polynomial time (PPT) algo-

rithm A, it holds that

Pr


 h(x) = h(x

′
)

x ̸= x
′

∣∣∣∣∣∣
h←$ H

(x, x
′
)← A(1λ, h)


 = negl(λ)

2.1 Merkle Tree

A Merkle tree is a binary tree whose leaf nodes are labelled with of a data

block and other nodes are labelled with the hash of their child nodes (See

Figure 1). The structure enables efficient and secure verification of large

amounts of data. By the nature of a hash function (compression), the size

of the root of a Merkle tree is smaler than the data blocks that is the

concatenation of the leaf nodes. Given a Merkle tree, verifying that a leaf

node (data block) is a part of the tree only requires computing a number

of hashes proportinal to the logarithm of the number of leaf nodes hash

values. The list of nodes is also known as the authentication path of the

leaf node. In the Figure 1, for example, the authentication path for the

data block π4 is the list of the hash with the bold outline l = [h3, h12, H58],

and |l| = log2 8 = 3. The root can be computed via the CRHF h, π4, and l.

It can be verified that π4 is in the given tree if the computed root matches

the original root of the given tree.



3 Interactive Proof System

An interactive proof system comprises two parties: a prover and a verifier.

Both of them have a instance x and a mathmatical statement consisting

of a tuple (x, L) as input, where L is a language. The statement is de-

scribed as "x ∈ L". The prover is additionally given the proof of the state-

ment, known as "witness" w. The verifier may or may not know about

the witness. In the setting, the prover tries to convince the verifier that

the prover knows whether the statement is true or false. More formally, a

language L is defined with regards to a relation R.

Definition 3.1 (Relation). A relation R is a collection of tuples (x,w) that

is the sepecification of the relationship between a instance x and a witness

w.

Definition 3.2 (Language). A language LR is a set of instances that ap-

pear in a relation R

LR := {x | ∃w, (x,w) ∈ R}.

An interactive proof system for a language L is a interactive protocol

(P, V ), where a prover P is a probabilistic Turing machine (TM) with un-

bound computation time and a verifier V is a probablistic polynomial-time

(PPT) TM whose computation is bounded by a polynomial time in its in-

put [9]. Both of them have an internal random tape containing infinite

sequences of random bits and access to it. The operation of reading a

random bit is known as cointoss. Random bits read by P and V are kept

private inside each machine. Such protocol is so called a private coin pro-

tocol.

Definition 3.3 (Interactive Proof (IP) ). An interactive proof system for a

language L ∈ {0, 1}∗ is an interactive protocol (P, V ) (for communication

between a prover P and a verifier V ) that satisfies the followings

• Completeness: If x ∈ L, then P should be able to convince V with

overwhelming probability (the probability is taken over the cointoss of

P and V ).

∀ k > 0, ∃ N, ∀x ∈ L,

|x| > N → Pr[V accepts in ⟨P, V ⟩(x)] > 1− 1

|x|k



• Soundness: If x ̸∈ L, any prover P̃ can convince V with only negligible

probability (the probability is taken over the cointoss of P and V ).

∀P̃ ∀ k > 0, ∃ N, ∀x ∈ L,

|x| > N → Pr[V accepts in ⟨P, V ⟩(x)] > 1

|x|k .

The class of language that have an interactive proof system is defined

as IP.

Definition 3.4 (Class IP).

IP := {L | L has an interactive proof}

Babai defined a similar language class AM (Arthur–Merlin) that has an

interactive proof system where random bits read by a verifier is public,

known as public coin protocol [3]. In other words, the cointoss of verifier

V is visible to a prover P . Any language that has interactive proofs with

private coin also has interactive proofs with public coins [10].

4 Probablistically Checkable Proof (PCP)

Probablisitically Checkable Proof (PCP) was introduced as another com-

plexity class that gives a novel representation of NP. A language in the

NP can be verified in a constant time with PCP by looking at a couple of

bits in the proof without checking the entire proof.[1, 2].s

Definition 4.1 (PCP). A PCP system for a language L is a PPT Turing

machine M that uses public coins (internal random strings) with input x

and the proof string Π (an array of bits), satisfying

• Completeness: If x ∈ L, ∃ Π such that Pr[MΠ(x) = 1] = 1

• Soundness: If x ̸∈ L, ∀ Π Pr[MΠ(x) = 1] < 1
2 .

M can be interpreted as a verifier, and it has random access to each

bit of proof string Π. A query is the operation of reading a bit of Π. The

operation that access to an internal random bit is referred to as coin toss.

A restricted version of PCP was considered for the sake of exploring the

trade-offs of among the running time of the verifier and the size of internal

random bits and query bits [1].



Definition 4.2 (PCP(r(·), q(·))). Let r : N→ N, q : N→ N. A PCP(r(·), q(·))
system for a language L is a PCP M defined above that additionally sat-

isfies

• Romdomness Complexity: On input x, M can make at most O(r(|x|))
coin tosses.

• Query Complexity: On input x, M can query at most O(q(|x|)) times.

5 SNARGs Definition

Kilian introduced a proof size efficient interactive argument system based

on PCP: that is succinct interactive argument systems [12]. The prover

in the argument system uses a Merkle tree that is a binary tree whose

nodes are labelled as the hash of their children. It enables the verifier

to have access to a virtual PCP [15]. Subsequently, Micali showed the

method to transform it to non-interactive arguments systems, known as

succinct non-interactive argument systems (SNARGs), by applying Fiat-

Shamir heuristic. [7, 16]. Fiat-Shamir heuristic transforms public coin

interactive argument systems into non-interactive argument system by

simulating the coin toss of the verifier by a random oracle.

A SNARG protocol consists of an argument system expressed as a triple

of TMs (G, P, V). G generates a common input crs and a private input of

the verifier vrs. They are referred to as common reference string (CRS)

and verification state respectively. P takes the crs, the instance x, and the

witness w as input and outputs the proof π. V takes the vrs, the statement

x, and the proof π and outputs 1 or 0 corresponding to accepts/rejects.

Definition 5.1 (SNARG). A SNARG is an argument systems Π = (G,P, V )

for a relation R, where

• (crs, vrs)← G(1λ) λ is a security parameter.

• π ← P(crs, x, w)

• b← V(crs, x, π) If b = 1, the verifier is convinced. b = 0 otherwise.

and satisfies the following properties

• Succinctness: Both cocommunication complexity between P and V de-



noted by |⟨P, V ⟩| and the running time of V are bound by poly(λ, o(|x|)).
In non-interactive setting, |⟨P, V ⟩| = |π| = o(poly(λ, |x|))

• Completeness: If x ∈ LR, then P should be able to convince V with

overwhelming probability

∀ λ ∈ N, ∀(x,w) ∈ R

Pr


V (crs, x, π) = 1

∣∣∣∣∣∣
crs← G(1λ)

π ← P (crs, x, w)


 = 1− negl(λ)

• Soundness: If x ̸∈ LR, any adversary A (including both honest provers

and malicious provers) can convince V with only negligible probability

∀ λ ∈ N, ∀x ̸∈ LR, ∀PPT A

Pr


V (crs, x, π

′
) = 1

∣∣∣∣∣∣
crs← G(1λ)

π
′ ← A(crs, x)


 = negl(λ).

Succinct non-interactive argument of knowledge (SNARK) is an argu-

ment system satisfying above with an additionally stronger soundness -

knowledge soundness - instead of soundness. Knowledge soundness guar-

antees that, if the verifier accepts a proof, the prover can compute the

witness w corresponding to the instance x for the proof.

Definition 5.2 (Knowledge Soundness). An argument system Π = (G,P, V, EA)
for a relation R is knowledge sound if there exists a public machine (ex-

tractor) that can compute the witness w for the instance x. Formally, let

A be an adversary and EA a PPT TM.

∀ λ ∈ N, ∀ PPT A ∃ PPT EA

Pr


 V (crs, x, π′

) = 1

∧ (x,w) ̸∈ R

∣∣∣∣∣∣
crs← G(1λ)

(π
′
;w)← A||EA(crs, x)


 = negl(λ)

Under the above definition, soundness obviously holds as x ̸∈ LR →
(x,w) ̸∈ R.

Definition 5.3 (SNARK). A SNARK is an argument system Π = (G,P, V, EA)
satisfies the aforementioned properties of SNARG as well as knowledge

soundness defined above.



6 Succinct Interactive Argument System from PCP (Kilian)

PCP (explained in the chapter 3) is verifieable with polylogarithmic time

in the size of the proof for a deterministic polynomial TM. Kilian ap-

plied PCP to construct interactive argument systems with succinctness

enabling the size of the proof to be polylogarithmic in that of NP proof.

In the construction, the prover uses a Merkle tree to shorten the proof

string of PCP and provide the access to the proof string (indirect access).

The prover is provided a collision resistant hash function (CRHF) and

compute the root of the Merkle tree setting its leaves as the split of the

proof string. The interactions between the prover P and the verifier V are

defined as following.

1. The verifier V sends a CRHF h to the prover

2. The prover P generates the proof string π of PCP given a witness and

instance. Afterwards, P compiles π into the root rt of a Merkle tree using

the CRHF h and sends it to V.

π ← P (x,w)

rt←Merkle(π)

3. V tosses coin a polynomial number of times and generate series of ran-

dom bits r1, r2, ..., rn and sends them to P. Both P and V internanlly com-

putes the PCP queries q1, q2, ..., qm depending on the instance x, rt, and

the series of random bits.

4. P sends the corresponding bits to those queries as well as their proofs:

that enable V to confirm the those answers are consistent with the root

rt. The proofs, known as authentication paths, are the values of the

minimum number of nodes enables V to re-compute the root of the tree

and confirm the result is the same as rt.

7 SNARG from Succinct Interactive Argument System (Micali)

Micali applied Fiat-Shamir heuristic to Kilian’s construction to make it

non-interactive. In Kilian’s construction, the verifier V sends a CRHF h

to the prover and generates a sequence of random bits r1, r2, ..., rn and

sent it to the prover P. By applying Fiat-Shamir heuristic, the prover has

access to the CRHF h and another hash function h′ simulated by random



oracles. The prover computes the root of Merkle tree rt using h and a

series of queries r1 = h′(rt), r2 = h′(rt, r1), ..., rn = h′(rt, r1, r2, ..., rn−1).

8 Conclusion

The paper explained theoretical concepts of various proof systems that

are underlying concepts of (zk-)SNARK including interactive proof, PCP,

SNARG. A construction method of SNARG from PCP was achieved by

applying Fiat-Shamir heuristic (random oracles) to succinct interactive

arguments constructed by Kilian’s method using a Merkle tree. The con-

struction method of (zk-)SNARK from PCP as well as its example could

be further described.
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Abstract

The shift from monolithic to microservices architecture has become popular

among software development teams due to its potential to improve scalabil-

ity, flexibility, and maintainability. However, migrating from monolithic to

microservices architecture can present various challenges and opportuni-

ties for organizations. This paper investigates the challenges organizations

face during the migration process. We explore the technical, infrastruc-

tural, security, and organizational challenges of migrating to microser-

vices architecture and provide insights into the best practices and strate-

gies for overcoming these challenges. Additionally, we highlight the oppor-

tunities that microservices architecture can offer for increased agility, scal-

ability, and employability as compared to monolithic architecture. Over-

all, this paper provides valuable insights for organizations considering

migrating from monolithic to microservices architecture.

KEYWORDS: monolithic, microservices, migration challenges.

1 Introduction

In recent years, microservices as an architecture have advanced to a point

where every company wants to migrate towards it. The primary reason



for shifting to microservices from monolithic architecture is the benefits

provided by microservices, such as increased flexibility, scalability, and

resilience.

"Micro web services" was first introduced in 2005 by Dr. Peter Rogers

[12]. According to him, a micro web services architecture is a well-organized

platform that applies the principles of REST and web services, along with

Unix-like pipelines and scheduling. It is designed to simplify service-

oriented architectures and enhance flexibility. The term "microservices"

was first coined at a software architecture conference in 2011 to describe

a type of architecture that many attendees were testing at the time [9].

Among the early adopters of microservices were prominent tech compa-

nies such as Amazon and Netflix.

A monolithic architecture combines all business logic in a single comput-

ing network with a single source code. This application requires changing

the complete network and tech stack, which involves modifying the code

base and updating and deploying the service-side interface. As a result,

updates become complicated and exhausting [15].

Multinational companies face issues with massive legacy systems based

on the monolithic architecture that has grown over time. Such complex

systems become challenging to upgrade and maintain. The solution to this

problem is microservices, which divide complicated activities into smaller

processes that operate independently and can be upgraded individually

[15].

The microservices style of architecture creates sophisticated applica-

tions from small, standalone apps that communicate using APIs (Applica-

tion Programming Interface(s)), which are independent of language. The

approach of structuring an application as a group of services (standalone

apps) that can be deployed separately and have minimal interdependen-

cies is commonly known as microservices architecture. These services are

typically aligned with specific business functionalities and managed by a

dedicated team. Due to these features of microservices, the code is highly

maintainable and testable [16].

This paper examines the critical differences between the two architec-

tural styles and explores the challenges of migrating to microservices.

By evaluating the benefits of microservices and challenges in migration,

this paper aims to provide a compelling argument for why organizations

should consider using microservices over monolithic architecture for their

next project.



This paper is organized as follows. Section 2 presents the background

literature on monolithic and microservices architecture. Section 3 dis-

cusses the main differences between these two architectures. Section 4

reviews the challenges of migration to microservices from monolithic ar-

chitecture. Section 5 provides a consolidated discussion. Finally, Section

6 presents some concluding remarks.

2 Background

This section contextualizes microservices and monolithic architectures in

terms of existing literature and compares their performance.

Multiple studies have been conducted on these two architectures in dif-

ferent environments based on various parameters. Gos and Zabierowski

[6] compared a web application’s performance in Java, concluding that

microservices architecture is more efficient in handling a larger number

of requests than monolithic architecture. The code is of high quality, easy

to scale, more reliable, and convenient to maintain. Another experiment

[17] was done in the cloud using the Play web framework, which showed

that one of the major benefits of microservices is developing, scaling, de-

ploying, monitoring, and operating an application independently.

Al-Debagy and Martinek [1] give a detailed comparison between mi-

croservices and monolithic architecture. They compare these two archi-

tectures based on different parameters, such as concurrency testing, load

testing, and discovery testing. Their results exhibit that microservices

architecture performs better in concurrency testing and discovery testing

in terms of throughput, whereas the results did not present a significant

difference in load testing.

In another research [3], the performance and scalability of microservices

and monolithic architecture were compared with two different implemen-

tation technologies (Java vs. C#.NET). The experiments were performed

on different environments (local, Azure App Service, and Azure Spring

Cloud). The results showed that although monolithic architectures scale

better on a single machine, microservices outperform them in distributed

systems and are more cost-efficient.

Almost all of the existing literature implies that microservices are a bet-

ter architecture than monolithic ones. However, significant issues arise

when migrating from monolithic to microservices, especially in legacy sys-

tems. The cost, deployability, and team organization are a few factors that



can affect migration [2].

Although companies are migrating from monolithic in-house facilities

to cloud microservices, there is a lack of understanding and expertise in

adopting microservices and the tools and techniques to use for the mi-

gration. It has been shown that different techniques should be followed

for different aspects of migration: orchestration, storage, and deployment

settings [14].

At present, organizations need to scale in an adaptable way that impacts

their production and meets their business needs. This involves using con-

tainers with microservices. Research [15] shows that using microservices

with some orchestration can improve overall performance tremendously,

including response, development, and deployment time.

Many enterprises often demand tailored software products that meet

their particular requirements before deploying them on-premises. Adapt-

ing such products becomes more straightforward if the migration is to-

wards Cloud-native SaaS that employs microservices, thereby capitaliz-

ing on the Cloud and multi-tenancy’s economies of scale [7].

In conclusion, the existing literature suggests that microservices archi-

tecture is a better option than monolithic architecture for various reasons,

including better scalability, reliability, and ease of maintenance. However,

migrating from a monolithic system to a microservices architecture can

be challenging and costly, particularly for legacy systems. Organizations

looking to adopt microservices should carefully consider the various fac-

tors that can impact their migration, such as team organization, cost, de-

ployability, and the appropriate tools and techniques for different aspects

of the migration. Overall, microservices architecture, when properly im-

plemented, can provide several benefits to organizations, particularly in

terms of agility and scalability.

The upcoming section further explores the architectural differences be-

tween microservices and monoliths in the context of migration.

3 Architectural Differences between Monolithic and Microservices

When migrating from a monolithic architecture to microservices, it is es-

sential to consider the differences between these two architectures. Table

1 highlights the differences between monolithic and microservices archi-

tecture w.r.t. different parameters. Microservices architecture enables

independent development, easy scalability, higher consistency, and avail-



Figure 1. Monolithic Architecture (Source: Figure 1 from [6])

Figure 2. Microservices based Architecture (Source: Figure 2 from [6])

ability than monolithic architecture. Figure 1 presents the monolithic

architecture, and Figure 2 shows the microservices-based architecture.

Monolithic architecture is built as a single extensive system with one

code base, while microservices architecture is built as several small inde-

pendent modules that communicate with each other. The modular nature

of microservices makes them easily scalable, and each module can have

its own database. This architecture also significantly reduces the overall

build and development time compared to monolithic architecture.

4 Challenges in Migration: Monolithic to Microservices

The conventional monolithic architecture is inadequate for fulfilling the

rapidly increasing demands of modern organizations. Due to the achieve-



Parameters Monolithic Microservices

Programming Language Completely devel-

oped in a single

programming lan-

guage.

Each service can

be developed in-

dependently using

different program-

ming languages.

Codebase One codebase for the

entire application

Each service has its

separate codebase.

Understandability It is complicated to

understand and con-

fusing.

It has high under-

standability and is

very easy to main-

tain.

Application Scaling It is complicated as it

requires scaling the

entire application.

Scaling is easier as

each service can be

scaled independently

without scaling the

entire application.

Development and deployment Continuous devel-

opment and deploy-

ment are complex.

Continuous devel-

opment and deploy-

ment are smooth.

Service Startup It takes time to build

and start the service.

Building and start-

ing up service is

quick.

Data Model It has a centralized

data model.

It employs a fed-

erated data model,

enabling each ser-

vice to implement its

unique data model.

Consistency and Availability Consistency and

availability are rel-

atively low as any

update to the ap-

plication requires

developing the com-

plete application

from scratch.

Highly consistent

and readily avail-

able.

Table 1. Difference between Monolithic and Microservices Architecture

ments of some prominent enterprises in creating and implementing ser-

vices using a microservices architecture, other organizations have a sig-

nificant incentive to explore adopting this approach. Nevertheless, mi-

grating to this architecture is a complex undertaking. In numerous ex-



isting systems, the components are tightly interconnected, with multiple

dependencies that make it extremely challenging to separate them sensi-

bly [11].

One of the most significant challenges with monolithic architecture is its

tight coupling, which makes it extremely difficult to change the technology

or framework of the code [6]. Organizations can overcome the challenge

related to tight coupling and improve the flexibility of their system by

migrating to microservices architecture. However, the team should assess

the efforts and potential challenges before migrating and carefully plan

and execute the process to ensure a successful transition.

A stepwise process could be adopted, which can involve migrating from

a monolith to a modular intermediate state and then to microservices [4].

It is observed that significant effort is involved in migrating to a modu-

lar state. The modular state can be a transitional step in migrating to

a microservices architecture. This provides a more agile software devel-

opment paradigm while allowing for a stepwise approach to address the

challenges of a complete migration to a microservices-based architecture.

The amount of work required for the migration is determined by the

number of connections among the domain entities of the new modules, as

well as the number of interfaces that exist between the modules [4]. The

various challenges associated with migration to microservices predomi-

nantly occur because all enterprise-level applications start as monolithic

ones. The subsequent section presents a detailed discussion of these chal-

lenges.

4.1 Technical Challenges

This section discusses the technical challenges associated with the imple-

mentation of microservices. The challenges discussed include modulariza-

tion, integration testing, deployment, and transaction management.

Modularization: Refactoring the services from a monolithic architec-

ture to make them modular is an extensive process. It may take a long

time, especially if it is difficult to find a starting point from where the

modularization of the application can take place. This can result in ad-

ditional operational and infrastructural burdens, such as managing con-

figurations, deployment, integration, security, provisioning, and monitor-

ing [13]. One viable approach to mitigating modularization’s complexities

is containerization and provisioning [10]. This approach can effectively

manage and reduce challenges related to modularization.



Integration Testing: Integrating several microservices together presents

difficulty, primarily if the services are written in different languages. These

services are asynchronous, making them challenging to do integration

testing. Furthermore, the test engineer needs to understand all the ser-

vices in-depth to cover all the test scenarios [18]. To overcome testing

difficulties, it is recommended to utilize diverse testing techniques and

tools, such as automated continuous integration, and follow standard ag-

ile methodologies. If the automation test coverage is substantial, it helps

release and validate the microservices frequently [8].

Deployment: Deploying an application based on microservices can present

challenges. Unlike a monolithic application typically deployed on one

host/machine and scaled vertically, microservices-based applications of-

fer various deployment patterns, such as multiple service instances per

host, one service instance per host, or one service instance per host con-

tainer [10]. Running multiple services and managing versions can lead

to increased operational overhead. It is crucial to have an infrastructure

management strategy and regularly implement automated and proactive

infrastructure monitoring [18].

Transaction management: In a monolithic architecture, transaction

management is uncomplicated as it involves in-process calls. However, in

a microservices architecture, transaction management is more complex.

Each microservice might maintain its own private database, and since

microservices are stateless, several remote invocations may be necessary

to fulfill a request. One solution to this challenge is implementing event-

based programming, triggering events, and notifying relevant microser-

vices of state changes [13].

4.2 Infrastructure Challenges

One of the key challenges in transitioning to microservices-based architec-

ture is in understanding and handling the infrastructure for new services.

Performance: A microservices-based application may experience slower

execution due to increased resource usage from a large number of APIs.

This can be overcome by increasing the infrastructural resources, such as

additional servers, or increasing the capacity of the current servers [10].

Database Migration: A monolithic service usually has a single database,

whereas a microservice has multiple databases, usually one for each ser-

vice. Breaking down a monolithic data model into independent data mod-

els for each microservice can be challenging, mainly due to the require-



ment of preserving data and transactional consistency. Database Migra-

tion is one of the open challenges during migration to microservices archi-

tecture [13].

4.3 Security Challenges

The migration from a monolithic architecture to microservices presents

various security challenges that must be considered. With the use of sev-

eral modular services in microservices, the attack surface is potentially

more extensive than in monolithic architecture, increasing the likelihood

of potential attacks. Additionally, even if microservices reduce the surface

area for attack compared to monoliths, they increase the number of au-

thentication steps, increasing authentication latency and impacting user

experience. Furthermore, the increased traffic between services at a more

granular level can make it difficult to automatically enable application

observability for metrics, logs, and tracing, which is essential for both

operational health and security posture tracking [13]. In this context,

implementing the API Gateway pattern effectively enhances the security

of microservice access by creating an abstraction layer that shields the

underlying microservices from external clients. Other strategies, such as

SSL, OAuth, and containerization, can also be implemented to improve

the security of microservices-based applications.

Possible security challenges during migration from a monolithic archi-

tecture to microservices include the following:

Data breaches: With microservices, multiple entry points exist into

the system, making it easier for attackers to exploit vulnerabilities and

gain access to sensitive data [5].

Distributed denial of service (DDoS) attacks: Microservices can

make it easier for attackers to launch DDoS attacks by targeting specific

services and overwhelming them with traffic [5].

Authentication and authorization challenges: Microservices can

increase the number of authentication steps, leading to longer authenti-

cation latencies. This can be a particular challenge for organizations that

require real-time access to data [5].

Service discovery: In a microservices architecture, it is typical to

have many services communicating with one another. This can make it

challenging to track and manage service dependencies and vulnerabilities

[13].

Containerization security: Containerization is a common approach



to deploying microservices but introduces new security challenges. Con-

tainers can be compromised if they are not correctly configured or secured,

and containerized applications can be vulnerable to attacks that exploit

container-specific vulnerabilities [5].

Compliance and regulatory challenges: Microservices can make it

more difficult to comply with regulatory requirements, mainly if sensitive

data is being processed and stored across multiple services. Organiza-

tions may need to take additional steps to ensure they meet compliance

requirements.

Security testing challenges: With a large number of services in a

microservices architecture, testing can become more complex and time-

consuming. It can be challenging to test each service individually, and it

can be difficult to simulate real-world attack scenarios [13].

These are just a few examples of the security challenges that organi-

zations may face during migration from a monolithic architecture to mi-

croservices. Each organization will have its own unique set of challenges

and must develop its own strategies for addressing them.

4.4 Organizational Challenges

Migrating from a monolithic to a microservices architecture is accompa-

nied by several organizational challenges, including the lack of necessary

skills within the team. Another challenge is the impact on the team’s

culture, as successful implementation requires effective communication

among team members and stakeholders. According to Conway’s law, a

system’s structure reflects the communication structure within an orga-

nization. Consequently, organizations that lack effective communication

structures may develop systems with architectures that impede develop-

ment cycles due to the delays involved during project transfers [8].

5 Discussion

Before transitioning from a monolithic architecture to microservices, an

organization should carefully assess the costs and benefits of the tran-

sition. Although microservices can often facilitate faster application de-

velopment, continuous integration, and quicker releases, it is crucial to

consider that the challenges of transitioning may outweigh the potential

benefits for some organizations.



This paper has explored the challenges and opportunities of migrating

from a monolithic architecture to microservices. Through the literature

review, we have found that microservices offer many benefits, such as

scalability, flexibility, and agility, which can help organizations achieve

their business objectives. However, this migration process comes with

several challenges, including technical, infrastructural, security, and or-

ganizational challenges.

The technical challenges organizations might face during migration were

discussed in this study. These challenges include breaking down the mono-

lith into smaller, more manageable services, ensuring service compatibil-

ity and communication, and maintaining data consistency. One solution

to these challenges is the use of containerization, which can provide bet-

ter isolation and enable easier deployment and scaling. In the infrastruc-

tural challenges, we discuss the impact of resources on performance, while

database migration remains an open challenge.

Furthermore, the security challenges related to migration were high-

lighted. Microservices increase the surface area for attacks, making them

more prone to security threats. The implementation of SSL, OAuth, and

containerization can help mitigate these risks, along with using an API

Gateway pattern to secure access to the microservices.

One of the organizational challenges discussed is the unavailability of

certain skills in the team. Migrating from monolithic to microservices

also changes the culture of the team. For microservices architecture to be

successful, communication among stakeholders and developers is crucial.

This requires a shift in the organization’s culture, which can be daunting.

Overall, migrating from a monolithic architecture to microservices of-

fers several opportunities for organizations, including increased scalabil-

ity, flexibility, and agility. The use of containerization, API Gateway pat-

tern, and other security measures can help organizations maintain the

security of their microservices-based applications. However, this process

requires careful planning and execution to mitigate the challenges dis-

cussed. Organizations must ensure they have the necessary skills and

culture in place to transition to microservices architecture successfully.

6 Conclusion

In conclusion, transitioning from a monolithic architecture to a microser-

vices architecture can be challenging. However, it also presents several



opportunities for organizations to improve their software development

practices. While the benefits of microservices are numerous, the chal-

lenges of transitioning cannot be ignored, especially the technical, in-

frastructural, security, and organizational challenges. Therefore, through

careful planning and execution, organizations can overcome these chal-

lenges and reap the benefits of microservices architecture. The use of con-

tainerization, security measures, and cultural change management can

help organizations make a successful transition. As software development

practices continue to evolve, it is essential for organizations to consider

microservices architecture as a viable option for achieving their business

objectives.
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Abstract

A Kubernetes cluster has control plane and worker nodes, each of which

has many components. In order to increase the availability of the cluster,

the control plane could span over multiple nodes, spreading its compo-

nents to different physical machines. Additionally, the api-server which

is core component of a Kubernetes cluster is also exposed to outside of the

cluster. In order to secure the communication between components inside

control plane and communication from worker nodes to api-server, Kuber-

netes requires internal Public Key Infrastructure PKI. This paper explores

the details of internal Kubernetes PKI.
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1 Introduction

One of the reasons for Kubernetes success is its ability to be highly scal-

able. In order to achieve this, communication between components needs

a secure channel and api-server also needs to be exposed through Trans-

port Layer Security TLS for outside connection. The Kubernetes internal

PKI plays a big role in maintaining these channels, hence directly affect-

ing Kubernetes success.



This paper is organized as follows. Section 2 presents the overview of

Kubernetes, namely the design principles and description of core compo-

nents. Section 3 goes into the internal PKI, which operations require cer-

tificates, and which components have server and client certificates. Sec-

tion 4 provides concluding remarks.

2 Kubernetes overview

In the recent years, Kubernetes has become the standard for container or-

chestration. Many organizations have successfully leveraged Kubernetes

to gain better control over their containers. Before Kubernetes, contain-

ers are deployed directly on the environment which is hard to manage,

monitor and maintain. As the demand for running containers not only

for development purposes but also for production increases, so is the need

for a tool to manage these containers in large scale manner. Kubernetes

is designed to solve this problem and while there are several approaches

to this problem such as Docker Swarm, Kubernetes is a success because

of its design principles that allow easy integration (migrating to Kuber-

netes doesn’t require code rewrite) and customisation (users could write

operators for their own applications). [2]

2.1 Kubernetes design principles

1. Kubernetes API are declarative rather than imperative

In Docker, the deployment process is done by the developers gain-

ing remote access to server, starting the container and deploying

it by himself. Hence, the process has to be repeated by the devel-

oper when he wants to deploy the container again. This process

is called imperative. In Kubernetes, the developer only needs to

define the desired state and lets Kubernetes find out how to reach

that state. This style of configuration is called declarative and is

similar to the way infrastructure-as-code tools such as Ansible and

Terraform works. This not only saves developers a lot of time but

also better guarantees that the container is deployed correctly.

2. There are no internal hidden APIs in Kubernetes control plane.

We tend to think the control plane is the brain of the cluster, so it re-

quires a lot of complex logic in order to make all decisions. However,



giving the control plane too many responsibilities will introduce a cen-

tral point of failure as the cluster couldn’t function correctly if the mas-

ter node isn’t available. Instead, what they do in Kubernetes is to store

only the desired states of pods inside master node. Worker nodes con-

stantly watch the API server to see compare between their current state

and the desired state. If the desired state is different, the worker node

will work to reach that state. Additionally, all components monitor their

health and report to the master node.

This approach where system operates to reach a state is called level-

triggering. Compared to edge-triggering, where a system responds to

events so when the system doesn’t work correctly, developers are respon-

sible to send the events again, level-triggering has self-healing benefits.

If a component crashes, when coming back up, it can look at the API

server to restore the current state. Hence, there is no missing events

issues.

Especially in distributing system, where components are expected to

fail, system needs to be designed for reliability and tolerance. By us-

ing level-triggering methods, the responsibility for keeping the cluster

healthy is distributed among all components. Hence, there is no cen-

tral point of failure. Components continue to function independently in

the event of failure in other components. This independence is a reason

making Kubernetes composable and extensible. It’s possible to write

operators that support custom applications by making it interactable

with API endpoints. Some interesting information that kubernetes API

provide are:

• secrets: sensitive information such as passwords and certificates that

shouldn’t be inside containers need a way to be injected to the con-

tainer at run time. Secret API object is what Kubernetes provides to

accomplish that.

• configmaps: configuration information such as application startup pa-

rameters.

• downwardAPI: API that contains pod information, allowing contain-

ers to consume information about itself without consulting Kubernetes

API.



The same API is used by internal components, is exposed to the outside.

Hence, when writing application, developers could fetch secret object,

configmap information, or information about the pod that application is

running on from API server.

3. Meet the user where they are

Kubernetes creators understand that not every organization is open

to make modifications to their applications in order to accommo-

date new technologies. For example, for applications that are old

but critical to the organizations such as PKI, requiring modifica-

tions in order to integrate with Kubernetes API is a major hinder

to adoption because the cons of breaking the application are much

greater than the pros of successfully migrating it. Hence, in order

to encourage transition, it’s possible to consume objects such as se-

crets, configmaps, downward API as files or environment variables

within the containers. Information about dependent objects could

be specified under pod definition, which Kubernetes will make sure

to be mounted as a file or as an environment variable to the con-

tainers and hence the applications only need to be able to read from

files or from environment variables.

4. Workload portability

Kubernetes is comparable to an operating system OS in infrastruc-

ture level. In the old days, applications were written to work on

specific hardware. Then OS came along to remove the trouble of

considering hardware specification for developers by providing in-

terfaces. The similar case is happening in distributed system world,

where instead of deploying applications to fit certain cluster imple-

mentations, Kubernetes exposes its API so that applications could

be deployed against it, making Kubernetes an abstraction layer for

application deployment. This approach successfully separates ap-

plication development from cluster implementation.

2.2 Kubernetes components

Core components of a Kubernetes cluster:



Figure 1. simple view of core Kubernetes components

1. etcd: key-value store inside control plane to store the components’ states.

2. api-server: the most important component of the cluster because all

interactions from outside or from other components to the cluster go

through api-server.

3. scheduler: the scheduler monitors the kube api server looking for un-

scheduled pods. These are API objects of type pods that don’t have the

Node field filled in. So it starts to look for the best placement for that

object then update the API server accordingly.

4. controller-manager: there needs to be a component to continuously

watch the API server for the shared states in order to bring the current

state towards the desired ones. Controller manager is such component,

that operates as a non-terminating loop to regulate the state of the sys-

tem. [1]

5. kubelet: exists in every nodes to act like a communication point be-

tween node and the cluster. Kubelet is responsible to self-report node

health and current states to API server for monitoring.

6. kube-proxy: component that runs on each node for maintaining the

network rules. These rules allow communication to pods from inside or



outside network.

API server is the central component and is the only component that talks

to Etcd to store and retrieve cluster states. Other components such as

kube-proxy, scheduler, controller manager and kubelet are API server

clients. APIserver, scheduler, controller manager, and Etcd are control

plane components while kube-proxy and kubelet belong to worker. [5]

3 Secure communication inside Kubernetes

As control plane components could spread between multiple nodes, we

need a secure channel for the communication between the components

[3]. Hence, we need an internal CA to verify each parties in the commu-

nication. The CA will play the role of the trusted third party that both

client and server trust. When communicating, the client could ask the

server for its certificate to verify and vice versa, before responding to a

request, a server could also ask for its certificate.

3.1 PKI requirements for a Kubernetes cluster:

Kubernetes requires certificates for the following operations [1]:

Figure 2. Kubernetes PKI communication flow

• server certificate for api-server endpoints



• server certificate for kubelet endpoints

• server certificate for etcd

• client certificate for administrators to communicate with api-server

• client certificate for api-server to communicate with etcd

• client certificates for controller-manager, scheduler, kubelet to commu-

nicate with api-server

• client certificates for api-server to communicate with kubelets

• client and server certificates for front-proxy

As api-server and kubelet expose their own API, both have server certifi-

cates. Other components need to have client certificates in order to com-

municate with servers. Because most components (except for etc-d) need

to interact with api-server, they all have client certificates to api-server.

API-server has client certificates to talk to kubelets on nodes (this is the

case when api-server wants to retrieve logs and metrics information from

the containers [3] and etc-d in order to read and retrieve cluster states.

The diagram above shows the client-server relationship between compo-

nents.

As the diagram shows, api-server and kubelet have both server and client

certificates. While etc-d only has server certificate and only api-server

has client certificate to talk to etc-d, the remaining components such as

controller-manager, scheduler and kubelet are all api-server clients. Ad-

ministrator certificates are specified in the user section of configuration

files kubeconfig used by kubectl command line clients when connecting to

cluster.

From the server side of view, any requests that present the clients signed

by cluster CA are authenticated. Using the Common Name CN field and

Groups field from the certificate, different access levels could be granted

to different components, ensuring least privilege access to api resources.



3.2 Submitting certificate signing requests

When building a cluster, the operator needs to create cluster CA key and

certificate then distribute the certificate to all control plane nodes. For

worker nodes, the operator also needs to create key and certificates for

each kubelets then send CSR certificate signing requests to the api-server.

In order to simplify kubelet certificate signing process, the api-server pro-

vides a signing api where the kubelets could automatically submit their

CSR on starting up.

For approving the requests, the operator could either configure the con-

troller manager to automatically approve the CSR or wait for the CSR to

be manually approved by an administrator. After successfully retrieve the

signed certificate, the certificate is embedded inside the kubeconfig. The

kubelet continues to operate normally [4].

The same process applies to users if they want to get access to the api-

server. They create their own keys and certificates, sending CSR to api-

server and wait for a cluster admin or controller manager to approve

the requests. The process of sending CSR and receiving certificates of

kubelets and users could be visualized using the diagram:

Figure 3. CSR signing process



3.3 Kubelet certificate rotation

There are limitations when it comes to certificates as the kubelets might

fail to talk to api-server because of certificate expiration. To mitigate this,

the kubelet could either self-request certification extension once near ex-

piration date or rotate the serving certificate. Kubelet certification rota-

tion is enabled by default and is done by creating new CSR only the old

ones nearly expire.

3.4 TLS for service

Ingress has the ability to expose services through TLS. By defining ingress

with key and certificate as secret, the service endpoint could be securely

exposed with TLS. However, the CA in this case isn’t cluster CA but it

should be the an external CA so that the service could be trusted publicly

on the internet.

The process of signing this ingress certificate could be also automated

by cert-manager, which is certificate controller that allows certification

management for container workload inside a Kubernetes cluster. This

is where Kubernetes extensibility shows because cert-manager has the

same work principle with a controller manager. Just as the controller

manager that has specific controllers watching the api-server for specific

objects in order to instruct the scheduler to schedule their creation, the

cert-manager watches he api-server for ingress and certificate objects to

see if they need to request new certificates or extend the current ones.

The certificate object here is also an extended object from cert-manager

as it doesn’t belong to Kubernetes api.

4 Conclusion

The paper discusses the details of internal Kubernetes PKI, the creation

of kubelet and user CSR and sign process for these requested certificates.

The paper also takes the closer look of how Kubernetes is designed to

easier understand the way it operates. Last but not least, the paper goes

through how services could automatically obtain their certificates from

external CA using cert-manager.
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Abstract

This paper investigates the method of implementing a virtual network

system among containers. We first implement a testbed environment for

Virtual Private Network (VPN) systems in IPv4 (site-to-site, host-to-host)

and IPv6 (site-to-site). Then we compare VirtualBox-based Vagrant with

Docker Compose in realizing the same networking features. The result

shows that migrating the test from the Virtual Machines (VM) to the Docker

containers can save nearly 90% of CPU time and 94% of memory for the

VPN system. At the same time, the host machine still has no security risk

increase.

KEYWORDS: Container, Network, Cloud, VPN

1 Introduction

In recent years, container technologies, such as Docker, have received

much attention from the industry and academia as applications are mov-

ing to the cloud. Containers are much more efficient and lightweight than

virtual machines because containers share the Linux kernel with the host.

In contrast, virtual machines employ hardware virtualization and have

their own kernel instance, which consumes more resources [16].



It is still a common practice [11] to build and test network systems con-

figurations using virtual machines, which allows the network engineer to

experiment in a virtual environment before setting up the physical sys-

tem. In addition, virtual networks are sometimes also needed for auto-

mated integration tests, as developers may want to test the usability and

performance of their software under some specific network topology.

However, creating a virtual computing environment can be slow and

troublesome. The problems can worsen when testing virtual network sys-

tems with a large number of nodes on one host machine, as each network

component and host needs a virtual machine instance. It can be memory-

consuming to simultaneously run many virtual machine instances on one

host machine to simulate the network environment, which significantly

troubles testers working on personal computers short of memory. More-

over, Mac M1 / M2 chips are based on the ARM64 architecture, and vir-

tual machine hypervisors currently have limited support for ARM64 hard-

ware virtualization. In contrast, ARM64 is well supported by container

runtimes [12]. Furthermore, Containers are easy to launch on demand

in the cloud, and the cost is low because they can run within one vir-

tual machine. Running with virtual machines can significantly increase

the cost of Continuous Integration / Continuous Delivery (CI/CD) imple-

mentations in the cloud, as using nested virtualization with limited re-

sources is hard. Most importantly, building, storing, and managing multi-

platform virtual machine images in the cloud is also challenging. In con-

trast, Docker supports building multi-platform images [8] and uploading

them to Docker Hub.

Due to little research on implementing network systems using contain-

ers, this paper investigates the possibilities of implementing virtual net-

work systems based on Docker containers to overcome the disadvantages

of virtual machines mentioned above. This paper also analyzes the func-

tional and security limitations when virtual networks are implemented

this way.

This paper is organized as follows. Section 2 reviews the current tech-

nologies used for container networking. Section 3 explains our case study

of implementing a VPN system using Docker containers, while Section 4

explains the details of our implementation. Section 5 compares the VPN

system performance when implemented with the virtual machines and

containers. Finally, Section 6 provides the concluding remarks.



2 Docker Networking System

This section discusses the choice of the Docker container network driver

for implementing the virtual network system. It also discusses how to

enable routing, firewalls and IPv6 inside a container.

2.1 Network Drivers

Docker employs a pluggable networking subsystem. Several drivers can

provide the Docker network functionality. The default drivers include the

bridge, host, overlay, IPVLAN, MACVLAN, and none. We can choose one

of them to implement the virtual network system.

The none, host, and overlay drivers do not cater for our needs. Firstly,

the none driver disables all networking. Secondly, the host driver is un-

necessary as it can have security implications due to its nature of sharing

the same network stack with the host machine. In addition, the overlay is

not an appropriate option as we are simulating the network system only

on one host machine.

As a result, the possible candidates are bridge, IPVLAN, and MACVLAN.

When examining the details, the bridge learns Media Access Control (MAC)

addresses by checking the frame headers sent by the communicating hosts.

On the other hand, the MACVLAN is a trivial bridge that does not need to

learn as it already knows every MAC address it can receive [4]. IPVLAN

is similar to MACVLAN, except IPVLAN assigns the same MAC address

to all containers attached to it. In contrast, MACVLAN assigns a different

MAC address to each attached Docker container [5].

MACVLAN is the best choice for our needs. As we only use the driver

to implement the internal network, there is no need to use advanced flood

control and forwarding database manipulation that are specific to the

bridge driver. MACVLAN bridge mode allows the testbed network to run

layer 2 (data link layer) protocols, such as the Address Resolution Pro-

tocol (ARP) and Link Layer Discovery Protocol (LLDP). MACVLAN also

supports address configuration and discovery protocols, as well as other

multicast protocols, such as Dynamic Host Configuration Protocol (DHCP)

[17] and Precision Time Protocol (PTP) [1]. Moreover, according to Docker

documentation related to networking [9], MACVLAN networks are the

best choice when migrating from a VM setup, as MACVLAN makes the

container appear as a physical device with its own MAC address. Fur-

thermore, Gundall et al. [10] conduct benchmarks for different virtualiza-



tion technologies for the networking overhead. The result shows that the

MACVLAN driver performs best in throughput while requiring the least

CPU resources compared to the other network drivers.

2.2 Routing and Firewall

By default, Docker do not allow manipulating container network devices

and setting routing tables or firewalls inside the containers. These fea-

tures can be enabled by assigning the net_admin capability to the con-

tainer.

According to the capabilities man page [13], assigning the net_admin

capability to containers allows the following network-related operations:

1. Making interface configuration;

2. Administrating IP firewall, masquerading, and accounting;

3. Modifying routing tables;

4. Binding to any address for transparent proxying;

5. Setting the type-of-service (TOS);

6. Clearing driver statistics;

7. Setting the promiscuous mode;

8. Enabling multicasting;

9. Using setsockopt(2) to set the following socket options: SO_DEBUG,

SO_MARK, SO_PRIORITY (for a priority outside the range 0 to 6),

SO_RCVBUFFORCE, and SO_SNDBUFFORCE.

As we use the MACVLAN to build the internal network, all the network

manipulations mentioned above only work for the network components

that belong to the corresponding network namespace. There are no secu-

rity implications to the host network if we give net_admin capability to

the container with its network namespace.

2.3 IPv6

Configuring IPv6 networking in Docker [7] is also possible. Docker dis-

ables the IPv6 support by default. We can add the following content to the

daemon configuration file (default location at: /etc/docker/daemon.json)

or corresponding settings in Docker Desktop:

{ "ipv6": true, "fixed-cidr-v6": "fd00::/80" }



Client-A1

Client-A2

Client-B1

Client-B2

Gateway-A

Gateway-B

Router Gateway-S Server-S1

Site A
10.1.0.0/16

Site B
10.1.0.0/16

Public Internet
eth0 Cloud S

10.1.0.0/16
10.1.0.2

10.1.0.3

10.1.0.2

10.1.0.3

10.1.0.2

eth0
10.1.0.1

10.1.0.1

10.1.0.1
eth0

172.16.16.1
eth1

eth2
172.18.18.1

172.30.30.1
eth3
eth1

172.30.30.30

eth1
172.16.16.16

172.18.18.18
eth1

10.1.0.99

10.1.0.99
eth0

container 1

container 2

port 30000

port 30001

8080

8080

Figure 1. Host to Host

3 Case Study: VPN

This paper simulates a scenario where the IoT devices (clients) in two

sites, A and B, would like to connect to the server in the cloud S. The

topology is based on the Aalto University CS-E4300 Network Security

2022-2023 instance Project 2 [3], where site A, B, and cloud S both use the

private IP addresses to improve the security and save the IPv4 addresses.

Gateways A, B, and S connect sites A, B, and S to the public Internet. The

router in the topology represents the Internet between the sites and the

cloud. The address space between the gateway and the router simulates

public, routable IPv4 addresses, although they are all private. Site A, B,

and cloud S use the router to access the Internet.

In order to make the clients in both site A and site B connect to the cloud

server safely, this paper attempts to implement a virtual network testbed

for this networking exercise based on Docker containers. We experiment

with two types of VPN: site-to-site and host-to-host, using strongSwan, a

VPN implementation based on Internet Protocol Security (IPsec).

3.1 Host to Host

A host-to-host VPN connects different gateways together. IP packets then

get routed to different clients within the corresponding site according to

the routing table of the gateway [14].

Figure 1 shows the topology and corresponding address spaces under

such circumstances.
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3.2 Site to Site

A site-to-site VPN connects different network systems located at different

sites together directly [2]. In this case, the address spaces of sites A, B

and the cloud network S should not overlap [15].

Our site-to-site VPN topology is almost the same as figure 1, except that

the address space for site B is 10.2.0.0/16, and cloud S is 10.3.0.0/16.

3.3 Site to Site in IPv6

Site to Site in IPv6 is similar to Site to Site VPN in IPv4 but replaces all

the address space in IPv6.

Figure 2 shows the topology and corresponding address space under

such circumstances.

4 Implementation

To manage the Docker containers, we use Docker Compose for orches-

tration. Based on the figures above, we make each network component a

separate container, assign the net_admin capability to each container, and

implement the network with the MACVLAN driver. We only connect the

router to the Docker default bridge network to enable connections to the

public Internet. Finally, we set up the routing and firewall and configured

the strongSwan IPsec with certificates.

We use Network Address Translation (NAT) masquerade for the gate-

way interface to prevent leaking local IP addresses outside their subnets

for routing. We bind the preconfigured local server IP address 10.1.0.99 or

10.2.0.99 to the interface eth0 of corresponding gateway A and B accord-



ing to their subnets.

We use strict firewall rules on the clients, assuming there should be no

need for the clients (IoT devices) to visit the Internet. We use iptables to

set up gateway A and B firewall rules for input and output. We accept

Internet Key Exchange (IKE) and Encapsulating Security Payload (ESP)

traffic (port 500 and 4500 in UDP) from and to the cloud. Finally, we drop

everything else, including the connection from and to the Internet.

As explained in the following sections, there are also some differences

between the two kinds of VPN setups, and between IPv4 and IPv6.

4.1 Host to Host

About routing, for gateway A and B, we redirect the traffic from the orig-

inal local server address 10.1.0.99 of port 8080 to cloud gateway S of port

8080 with Destination NAT. For gateway S, we redirect the traffic from

the client gateway A and B of port 8080 to corresponding ports (30000

and 30001) on the server s1 address.

There are overlapping network address spaces for host-to-host VPN.

Suppose we specify the IP address and subnet directly through Docker

Compose. In that case, there will be errors notifying us that ’Pool over-

laps with another one on this address space’. Although technically this

should not be a problem, as we are creating a separate internal network

without direct routing, Docker still forbids us.

We have addressed the issue of overlapping address space through a

method that can be likened to IP address spoofing. When we do not specify

the IP address of the network in Docker Compose, it will assign a random

address from the Docker address pool to the network interface. Now we

can modify the IP address and subnet of the interface to our desired one,

and no error will be thrown now.

In addition, for server S1, we use the Docker-in-Docker image to run

Docker containers inside the server S1 container. Running that image

requires the container to be privileged according to the documentation [6].

As a result, in practice, we must ensure the software running in server S1

is benign and poses no risk to the host machine. It can be acceptable in a

testbed network but not in production. Otherwise, we recommend having

a separate VM for the servers.



4.2 Site to Site

Concerning routing, for gateways A and B, we redirect the traffic from the

local address (10.1.0.99 and 10.2.0.99) of port 8080 to cloud server S1 on

port 8080 with Destination NAT.

For the firewall on gateways A and B, we also have to accept the post-

routing traffic to the cloud server 10.3.0.3.

There is no overlapping network address space within the site-to-site

VPN. Thus, we can specify the IP address and subnet directly through

Docker Compose. Additionally, we avoid using the IP address ending in

".1", as Docker does not allow us to assign that address to any container.

These addresses are reserved for gateways or routers on a particular net-

work (although we are simulating the Gateway and Router).

4.3 Site to Site in IPv6

Site to Site in IPv6 is similar to Site to Site in IPv4. Just replacing all

the IPv4 addresses with IPv6 would complete the job. The only differ-

ence is that, in addition to the existing configurations, we also have to

allow ICMPv6 traffic at the gateways for firewall rules. In IPv6, Neighbor

Discovery is a necessary component, replacing Address Resolution Pro-

tocol (ARP) in IPv4. This way, IPv6 Neighbor Discovery can work, and

different containers can communicate within their subnet. We also need

ICMPv6 for Destination Unreachable messages.

5 Evaluation

This section summarizes the result of our experiment. It makes a compar-

ison between the virtual-machine-based testbed and our container-based

testbed.

5.1 Usability and Portability

We can use Docker Buildx [8] to create the testing environment images for

multiple platforms with only one machine, then upload them to Docker

Hub for reusing. Developers do not need to be aware of the different pro-

cessor architectures when starting the container-based testbed. In con-

trast, VM monitors, such as VirtualBox, usually do not have a centralized

image hub. The developer must choose the right image based on the ar-



Table 1. Performance Test Result in Average

Solution Boot Time1 Memory2

Docker Compose 75 s 278 MB

Vagrant + VirtualBox 689 s 4.5 GB

chitecture before running the VM testbed.

Most importantly, the Docker setup can run in M1/M2-based macOS

with Docker Desktop. In contrast, the VM ones cannot be run due to the

limited support of VirtualBox for ARM64.

The shell script commands for all the routing and firewall configurations

in Docker containers and VMs are identical. Hence migrating configura-

tions from the VMs to the Docker containers is easy. We can simultane-

ously start the site-to-site and host-to-host VPN setup in Docker without

interfering with each other.

5.2 Performance

We use Docker Engine 23.0.1 to run the containers and VirtualBox 7.0.6

to run the Virtual Machines. Table 1 reflects the average situation for

all the three implementations. Table 1 shows that our container solution

significantly reduces the fresh boot time1 for the whole VPN system by

nearly 90%. It dramatically reduces the memory consumption2 by nearly

94% as well.

5.3 Security

We can check the current virtual network devices with the command ls

/sys/devices/virtual/net -l. It shows different results when executing

from the host machine and inside the container, indicating that the net-

work stacks inside containers are entirely isolated from the host machine.

5.4 Limitations

There are also some limitations of the Docker networking model, which

cause several observable differences compared to VMs. However, these

limitations generally have workarounds to bypass and will not stop us

from adopting container solutions.

1Also include the running environment building time for the host platform
2Maximum value during the whole running process



1. We cannot have overlapped IP address ranges in different virtual net-

work interfaces assigned by Docker. The only way to do that is to config-

ure the IP addresses manually inside containers.

2. We are not allowed to assign the IP address ending in ".1" to a Docker

container, and we will only get a warning if we do that in a VM. Similar

to the previous limitation, a workaround is to assign the IP addresses

ending in ".1" manually inside containers.

In addition, if we want to test the scalability of the network software and

run Docker containers inside a Docker container, that container needs to

be privileged. Such requirements may cause some security risks, but this

is unnecessary for implementing virtual networks.

6 Conclusion

This paper investigates how to construct the testbed network environ-

ment through the case study of container-based and VM-based VPN con-

figurations. Containers are much more lightweight than virtual machines.

As a mature virtualization technology, containers can realize every func-

tionality we require, similar to virtual machines, while increasing no se-

curity risk to the host machine.

We hope this paper can inspire researchers and engineers to migrate

their testing environment related to network systems from VMs into con-

tainers.

Source code for this paper: https://github.com/HollowMan6/Implement-

VPN-System-with-Containers/tree/main/src
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Abstract

Existing virtual reality (VR) and augmented reality (AR) applications com-

bined with next-generation networking technologies propose a wide range

of possible new applications. Leveraging these technologies, the Internet

of Senses denotes a concept which aims to enable immersive multisensory

interaction over a network with a remote real environment or a virtual

environment.

Implementing the IoS contains a variety of challenges regarding com-

munication networks, user experience and cybersecurity. This paper intro-

duces these chalenges and concepts related to the IoS, and examines two

challenges more closely: networking technologies and multisensory syn-

chronization. The most prevalent challenges in these domains include the

requirement for low latency, great bandwidth and high reliability, as well

as the lack of standardized methods for multisensory synchronization.

KEYWORDS: Internet of Senses, mulsemedia, latency, multisensory syn-

chronization



1 Introduction

Current virtual reality (VR) technology is able to effectively simulate the

real world in terms of vision and sound, thus enabling the user to expe-

rience high levels of immersion and embodiment. However, in the real

world, we observe our surroundings with more senses than only hearing

and vision. In particular, tactile sensation – the sense of touch – is an

essential way for humans to interact with their environment.

The fifth generation of networks has emerged, and building onto it, the

International Telecommunication Union (ITU) has introduced a concept

known as tactile internet: the Internet that combines "extremely low la-

tency" with "high availability, reliability and security" [1]. These technolo-

gies have opened a wide range of applications, and combined with existing

technologies, such as Extended Reality (XR), holoportation, and remotely

controlled machines, they have potential to revolutionize the future of fac-

tories, smart cities, and digital healthcare [1].

The Internet of Senses (IoS) aims at transforming the digital world into

a fully immersive one by delivering multisensory experiences over the net-

work; experiences that affect more senses than hearing and vision. Pro-

viding these experiences has two requirements. The first requirement is

multisensory user interfaces that can stimulate additional senses of the

user, such as haptic and smell. The second requirement is ultra-low la-

tency networks that support synchronization and delivery of multisensory

data. The data used by these systems is referred to as multiple sensorial

media (mulsemedia). Currently, the development of haptic interfaces is

still in its infancy, and additional advancement in networking technolo-

gies is also needed to enable mulsemedia.

The goal of this paper is to review literature on technologies that are

needed to enable effective multisensory interaction, and provide adequate

background information about Mulsemedia and the IoS. This paper, in

particular, examines two topics relating to this domain: networking tech-

nologies for multisensory interaction, and multisensory synchronization.

Another topic that is closely related to the IoS is multisensory interfaces,

but these are left outside the scope of this article.

This paper is structured in the following way. Section 2 presents the

general idea and concepts of IoS. Section 3 presents existing research

about the technologies of IoS, and Section 4 provides conclusions based

on the findings in the previous sections.



2 Background

2.1 Heuristics and concepts

Mulsemedia and the Internet of Senses are both parts of a central con-

cept known as the Metaverse. It is defined as "the post-reality universe, a

perpetual and persistent multiuser environment merging physical reality

with digital virtuality" [2]. In other words, the Metaverse is a network of

virtual environments, and it is especially focused on immersive social in-

teraction between users by leveraging virtual reality (VR) and augmented

reality (AR) technologies, and enabling users to dynamically interact over

the Internet with low latency [2]. This definition of the Metaverse sug-

gests that interaction in the Metaverse should resemble interaction in

the real world.

The Internet of Senses is a concept that addresses this demand for a

realistic interaction. The IoS is a fairly modern concept which aims to

provide a more realistic user experience by leveraging mulsemedia in ad-

dition to audio and visuals, enabling a more "real" interaction. While the

concept of Metaverse usually includes social aspect of interaction, the IoS

refers to any multisensory interaction in real-time, and it includes a va-

riety of other applications in addition to social interaction. For example,

the IoS could be leveraged in virtual tourism, enabling the user to feel as

if they were actually present in a distant location, or in healthcare, where

surgery could be performed without the surgeon being physically present

[3].

Existing research has been conducted about mulsemedia. Falk et al. [3]

argue that producing immersive experiences requires stimulating more

senses than hearing and vision. They also discuss the general heuristics

of the IoS in more detail and elaborate on some existing problems with the

IoS, such as the requirement for low latency. The authors focus mainly on

the human and environmental aspects of IoS.

A recent advance has been made in affective computing [3]. Affective

computing is defined as "the use of devices and algorithms to recognize,

interpret, process, and simulate different human affective states" [3]. Af-

fective computing aims to monitor the user’s mental state in real time [4],

which instantly allows producing a better quality of experience (QoE) for

the user. The mental state can be followed by observing the user exter-

nally, including the user’s facial expression, eye gaze, posture, body move-



ment, tone of speech, heart rate and skin perspiration [4]. Affective com-

puting plays a significant role in communication through the Metaverse,

since a large portion of real-life human interaction is based on non-verbal

communication [3], and an adequate Metaverse experience should also be

able to produce this sensation.

While affective computing can be practiced by externally monitoring the

user, an even deeper understanding of the user’s state and perception can

be achieved by measuring the neural activity in the user’s brain. The

tools for this task are referred to as brain-computer interfaces (BCI), and

they can be implemented using neuro-imaging tools, such as electroen-

cephalography (EEG) [5]. A BCI enables computer software to monitor

the user’s cerebral activity, thus enabling the computer to interpret in-

structions from the user’s thoughts [6]. BCI technologies are typically

complex, but recent advancements have been made in BCI technologies

both in laboratory and real-world settings that could bring BCI technolo-

gies closer to consumers [3, 7].

As seen this section, Mulsemedia can contain very sensitive private in-

formation. Therefore, privacy and cybersecurity should be vital factors

when handling such data. Possible solutions for these problems include

quantum computing and quantum cryptography, and existing research

also displays federated learning [8] and blockchain [9] as promising solu-

tions [3]. This cybersecurity aspect, however, will not be the focus of this

article.

2.2 Challenges of the IoS

Implementing the IoS proposes a variety of challenges, and this subsec-

tion summarizes the most prevalent challenges in the topic. We will com-

ply with existing categorization [3] by diving the challenges in two do-

mains: communication networks and AI, and user experience monitoring.

The final category, cybersecurity, is intentionally left outside the scope of

this article, and it remains as a topic for future articles to explore.

The first category, communication networks and AI focuses on the com-

munication between IoS users. The greatest technical challenges include

the low latency and high transmission rates required for IoS. This cat-

egory also contains the possible environmental problems caused by the

energy consumption of deep neural networks, since the other problems in

this category are addressed with the help of these networks. Additionally,

this category contains the practical difficulty of integrating various dif-



ferent technologies together and the various problems arising from this

integration process [3].

The problems with user experience monitoring are focused on affective

computing, mobile brain-computer interfaces, and multisensory QoE. Af-

fective computing requires context-aware methods, and the computing de-

vice must be durable and reliable. A possibility for a non-contact affective

computing method was also mentioned, which would not need cameras to

observe the user’s actions. Another problem in this category is investigat-

ing how faulty multisensory feedback, for example due to a network error,

affects the user experience [3].

3 Topics of research

This section reviews existing research on the technologies needed for im-

plementing the IoS, and introduces additional terminology of the field.

3.1 Minimising latency, maximising reliability

As stated in Section 2.2, the IoS requires very low latency to function –

something which is not attainable by traditional networking and cloud

computing conventions. Despite the demanding nature of the challenges,

a variety of technologies exist for solving these problems.

Mobile edge computing (MEC) is a vital aspect of minimising network

latency. Edge computing refers to on placing computation, storage and

network control of applications to the edges of the network in contrast

to cloud computing [10], where such activities are performed in cloud-

based clusters in a centralized manner. MEC is a subcategory of edge

computing, where computation occurs both on local devices and at the

edge of the network [11]. In MEC, the computation units close to the

user are referred to as base stations, and performing the computation in

these stations reduces the workload on the users’ end devices [12]. MEC

is a fairly modern concept and a key technology in 5G networks and IoT

applications, because it reduces latency for end users [12].

Artificial intelligence technologies (AI) have seen recent improvement

that has produced powerful tools applicable to implementing the Meta-

verse [3]. In combination with edge computing, AI has introduced a new

concept: edge intelligence [13]. Edge intelligence introduces new network

concepts such as edge offloading, edge caching, local machine learning and



model training, and edge resource optimization [13].

Powerful AI tools also have a drawback, namely, they consume a great

amount of energy, which poses an environmental problem. A possible so-

lution for this problem would be optical neural networks that consume sig-

nificantly less energy than conventionally implemented neural networks

[3].

Chaccour et al. [14] investigate the potential of terahertz Internet (re-

ferred to simply as THz) in wireless VR applications. Their results demon-

strate that terahertz-magnitude bandwidths have potential to support

high-performance VR needs, but in some conditions terahertz technology

also had difficulty in providing a reliable QoE.

Van Hyunh et al. [15] research digital twin (DT) supported Metaverse by

utilizing mobile edge computing and ultra-reliable and low latency com-

munications (URLLC), which are examined more closely in the following

subsection. DT is a design of producing a virtual replica of real-life objects

and rendering these objects in real time, thus producing a "digital twin"

of a real-life scene. In their mathematically-oriented article, the authors

"formulate a latency minimization problem under stringent constraints of

URLLC-based transmissions by optimizing edge caching strategies, task

offloading policies, as well as computation and communication resources",

and propose a solution to this minimization problem [15].

Joda et al. [16] investigate IoS-related edge intelligence. Edge intelli-

gence refers to leveraging AI and machine learning (ML) tools in conjunc-

tion with edge computing. The authors propose a solution for organizing

semantic communication between edge nodes.

Semantic communications denote a concept where increasing empha-

sis is placed on network reliability and the "meaning" of the transmit-

ted data [17], i.e., the semantics of the data. These semantics – the in-

tended purpose of the transmitted data – could then, for example, affect

network scheduling policies in order to provide a more reliable connec-

tion. Lan, et al. [17] argue that the sixth generation of networks (6G)

will require increasing attention to semantic communications, and men-

tion three types of these communications: human-to-human, human-to-

machine and machine-to-machine.

Lopez et al. [18] research channel state information (CSI) on the trans-

mitter side (CSIT) in a 6G network context. CSI refers to information

related with wireless network channels, which can be used to monitor the

surrounding wireless environment [19]. The authors argue that tradi-



tional CSIT might not be capable of meeting the stringent requirements

of 6G networks, and propose possible solutions and directions for future

research in this topic. The study reveals that aqcuiring instant CSI with

a high quality-of-service (QoS) demand is highly expensive. Based on this,

the authors discuss various approaches to this problem, ranging from "ef-

ficient allocations of the pilot sequences up to schemes relying on statisti-

cal CSIT or location-based ML/AI-enabled predicted CSIT" [18].

3.2 Multisensory synchronization

Handling Mulsemedia data involves handling multiple input streams of

data for different senses. These data streams must be synchronized in

order to provide the user with high QoE, which requires thorough under-

standing of the user interface [20]. Synchronizing the data streams is a

difficult and error-prone task [21], and no standard way of synchroniz-

ing these data exists yet, albeit some research has been conducted on the

subject. Thus, multisensory synchronization remains as a topic for future

research to explore. Yuan et al. [20] explore Mulsemedia synchronization

with two multisensory data streams, haptics and air flow, and present

guidelines for synchronization errors regarding these streams.

Bi et al. [22] present a solution for Mulsemedia streaming by adapting

the Dynamic Adaptive Streaming over HTTP (DASH) protocol, which is

commonly used for multimedia streaming, and expanding it to support

Mulsemedia (DASH-MS). As the name of the protocol states, it delivers

Mulsemedia content over a network with adaptive quality. The authors

also noticed that experimental results demonstrated multisensory stimuli

improving the satisfaction level of the user, even when out-of-sync multi-

sensory effects were used.

Abreu et al. [21] present a semi-automatic approach for synchronizing

mulsemedia streams using neural networks that detect information from

video scenes. This synchronization technique is used in the context of a

mulsemedia authoring tool to automatically create multisensory stimuli

from the played-back audiovisual content. The presented algorithm rec-

ognizes the starting times for different multisensory effects, but does not

consider the characteristics of the effects, such as intensity, type or posi-

tion.



4 Discussion

While it may currently seem very distant to imagine a network of virtual

realities and applications indistinguishable from the real world, it is clear

that IoS could massively impact a large portion of the society. For this to

happen in practice though, many issues would need to be solved perfectly:

for example, the multisensory devices and interfaces should be unnotice-

able for the user, the user’s physical and mental state should be monitored

extensively, and all this should happen in real time with minimal latency.

Therefore, while some competent mulsemedia applications already exist,

a flawless IoS experience may still lie in the distant future.

When minimising latency, one must keep in mind that the speed of light

sets a boundary for transmitting information between distant location

on the surface of the Earth. Therefore, the mulsemedia delivery system

will always have some latency, unless some form of hypothetical predic-

tion algorithm could be leveraged, which would pre-emptively detect both

the user’s actions and the remote environment’s responses slightly before

these events actually happen. This idea was not researched in the scope

of this article, and exploring it will be left for future articles.

When examining multisensory synchronization, finding related research

proved to be a rather difficult task. While limited information can be

found about multisensory synchronization in the context of playing back

multisensory content, even less information was found in the context of

the IoS where multisensory stimuli occur in real time. Synchronizing

mulsemedia streams remains extensively as a topic for future research.

Section 3.2 introduced a way of automatically detecting multisensory stim-

uli from audiovisual content. This could hypothetically be leveraged in

the context of IoS to obtain multisensory information from audiovisual

content without the need for additional remote receptors for multisensory

stimuli, such as smell. This idea is left for future articles to explore.

5 Conclusion

Recent development in networking technologies combined with existing

technologies, such as VR and AR, has potential to create a variety of

novel applications. One application domain is referred to as the Internet

of Senses, a Metaverse-based multisensory form of interacting over the

internet. Although concrete results have been obtained in the research



field and existing solutions for the challenges have emerged, a variety

of challenges remain to be tackled in the future. This article presented

an overview of current networking technologies needed for transmitting

mulsemedia, and summarized current research on multisensory synchro-

nization. Lastly, some discussion was provided based on the findings in

this article.
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Abstract

This study offers a comparative investigation of the parallel performance

of NVIDIA and AMD HPC GPUs. The analysis compares the relative per-

formance of NVIDIA and AMD GPUs for high-performance stencil com-

puting applications and assesses the effect of GPU architecture on perfor-

mance in the context of the CUDA-MPI library Astaroth. The architectures

of the NVIDIA Tesla A100 and AMD MI100 GPUs, both of which are in-

tended for use in data centers and high-performance computing applica-

tions, are examined in this study. The main hardware and execution model

variations between the GPUs are outlined. The study concludes that the

relative performance of Tesla A100 and AMD MI100 GPUs for stencil com-

putations depends on the specific hardware and software configurations

used.

KEYWORDS: NVIDIA, AMD, Graphics Processing Unit, GPU, Architec-

ture, CUDA-MPI, Astaroth, Performance

1 Introduction

The field of computer graphics and high-performance computing has ex-

perienced tremendous growth in recent years, largely driven by advance-



ments in graphics processing units (GPUs). NVIDIA and AMD are two of

the largest manufacturers of GPUs, and their products are widely used in

a variety of applications, from video gaming to scientific simulations. In

this context, it is important to understand the performance of these GPUs

and their potential to handle complex tasks efficiently. This paper aims

to estimate the effect GPU architecture has on multi-GPU performance

of NVIDIA and AMD GPUs in the context of the CUDA-MPI (Message

Passing Interface) library Astaroth.

CUDA [9] and its counterpart OpenCL [4], are parallel computing plat-

forms that allow for the development of high-performance applications

for GPUs. CUDA is a proprietary platform developed by NVIDIA and

is specific to NVIDIA GPUs. However, OpenCL is an open standard for

cross-platform, parallel programming that can run on GPUs from multi-

ple vendors, including NVIDIA, AMD, and Intel. AMD also has its own

open-source software platform known as ROCm that is designed for AMD

hardware. Lastly, Heterogeneous-Compute Interface for Portability (HIP)

is a software interface for developing portable parallel applications that

run on both AMD and NVIDIA GPUs [3].

Astaroth is a high-performance computing library designed to utilize the

parallel processing capabilities of GPUs [10]. It has a comprehensive set

of tools for developing and running GPU-accelerated applications by pro-

viding GPU Application Programming Interfaces (APIs), domain-specific

language (DSL) and a compiler for translating the DSL into CUDA/HIP

subroutines. More specifically, Astaroth is using the HIPIFY tool of HIP

for translating CUDA to HIP. This study evaluates the parallel perfor-

mance of NVIDIA and AMD GPUs by comparing their underlying archi-

tectures in the context of stencil calculation.

The GPUs compared in this paper are NVIDIA Tesla A100 and AMD

MI100. The paper aims to provide initial insights into the relative perfor-

mance of NVIDIA and AMD GPUs for high-performance stencil comput-

ing applications. In summary, stencil computing is a numerical technique

used to compute values at a point in a grid based on arbitrary number of

neighbouring points, in a repetitive manner.

This paper is structured as follows. Chapter 2 discusses the architec-

ture of GPUs. NVIDIA and AMD GPU architectures are examined in

more detail, and the key differences between these platforms are sum-

marized. Chapter 3 overviews the impact of GPU architecture on stencil

calculations. Finally, Chapter 4 provides a review and conclusion of the



paper.

2 Graphics Processing Unit Architecture

The NVIDIA Tesla A100 and AMD MI100 are both high-performance

GPUs designed for data center and high-performance computing appli-

cations. The Tesla A100 is based on NVIDIA’s Ampere architecture, while

the MI100 is based on AMD’s CDNA architecture. The A100 and MI100

were released on May 21 and November 16 on 2020, respectively, which

makes them prime candidates for comparison. As one might expect, the

architectures share many similarities between them.

2.1 Similarities in Architecture Design

Both GPUs are built on the 7 nm lithography process technology and

use modern high-bandwidth memory (HBM2) controllers, which allows

extremely high memory bandwidth of 1.555 (A100) [8] and 1.23 (MI100)

[2] terabytes per second. In addition, the Tesla A100 utilizes NVLink

technology, which provides a direct link between the multiple GPUs. This

connection is faster than a PCIe connection and effectively allows mul-

tiple GPUs to be used as a single processing unit [6]. The AMD CDNA

architecture provides a similar technology known as Infinity Fabric [2].

The main distinction between the two being that Infinity Fabric is im-

plemented using a chiplet design, which allows for simple scalability and

modularity, while NVLink is implemented using a dedicated physical con-

nector that is integrated into the GPU package. AMDs Infinity Fabric is

also utilized in CPUs and accelerators. Thus, NVLink that was designed

specifically for linking multiple GPUs, provides a higher total link band-

width when comparing the A100s 600GB/s [8] to the MI100s 276GB/s [2]

theoretical maximum peer-to-peer bandwidth. However, the single link

transport rate bandwidth is higher on the MI100. A single MI100 con-

tains three links, each with 92 GB/s bandwidth. In contrast, the A100 has

12 links, each yielding 50GB/s bandwidth.

Tesla A100 and MI100 GPUs incorporate specialized hardware compo-

nents and instructions to accelerate complex data processing and compute-

intensive workloads. For example, the NVIDIA Ampere architecture fea-

tures third-generation Tensor Cores [8], which accelerate matrix multipli-

cation operations commonly used in deep learning workloads, while the



AMD CDNA architecture incorporates Matrix Core technology for matrix

operations [2]. In addition, the architectures support a range of program-

ming models and software tools for high-performance computing, such as

CUDA for NVIDIA and HIP for AMD. They also support popular machine

learning and deep learning frameworks, such as TensorFlow, PyTorch and

MXNet.

Figure 1. GA100 Full GPU with 128 SMs [8]

Figure 1 shows the full GA100 GPU design overview. A single unit con-

sists of multiple Graphics Processing Clusters (GPC) that include multi-

ple Streaming Multiprocessors (SM), Level 2 Caches, Memory Controllers

and HBM2 memory. The unit also has NVLink as mentioned previously.

The AMD MI100 has broadly speaking a similar structure, with different

technologies, such as Infinity Fabric instead of NVLink. However, there

are notable differences, such as Asynchronous Compute Engines (ACE),

Hardware Scheduler (HWS) and Direct Memory Access (DMA) compo-

nents, but discussion about these components is out of the scope of this

paper.

2.2 NVIDIA Ampere Architecture

One notable difference between NVIDIA and AMD GPU architectures is

how the processing cores are designed. The Ampere architecture has a

multi-level cache hierarchy that includes L1, L2, and L3 caches, as well as

a HBM module. NVIDIA has combined L1 data cache and shared memory

into one. This was introduced with the Volta architecture in 2017 [7].



Shared memory is memory that can be accessed by multiple processing

units simultaneously, such as threads within a GPU. Processing core and

memory layout for the A100 is illustrated in Figure 1.

Figure 2. GA100 Streaming Multiprocessor (SM) [8]

In NVIDIA GPUs, a warp consists of 32 threads, which execute in lock-

step. This means that all 32 threads execute the same instruction at the

same time, which allows for efficient execution of parallel code as long as

all threads within a warp follow the same path. In addition, Volta ar-

chitecture introduced independently schedulable threads. This is because

the A100’s streaming multiprocessors (SMs) use a "single-instruction, multiple-

thread" (SIMT) execution model. Under the SIMT model every single

thread has its own program counter and stack, allowing the program ex-

ecution to diverge and become task parallel.

2.3 AMD CDNA Architecture

On the compute unit level, the architectures begin to differ more distinc-

tively. Unlike in Ampere architecture, each wavefront in AMD CDNA

architecture has its own program counter, but individual threads within

a wavefront do not have their own program counter. A wavefront is a

group of threads that are executed together on a single compute unit

(CU) [1]. A wavefront consists of 64 threads that execute in groups of 16



threads called a wavefront quad. Within a wavefront, all threads execute

the same instruction in lockstep, thus they all follow the same program

counter. The program counter is a register that keeps track of the address

of the next instruction to be executed, and it is updated as the wavefront

progresses through the program.

Figure 3. Shared Memory Hierarchy of AMD MI100 [1]

Figure 2 shows the shared memory hierarchy of the AMD MI100. Each

compute unit has 64 kB of local data share (LDS) memory. Unlike, with

Ampere architecture, the L1 Cache and shared memory are separate mem-

ory units.

3 The Impact of GPU Architecture on Stencil Calculations

Multinode GPU computing is a computing process that involves connect-

ing multiple GPUs across different nodes to work together in parallel,

with the aim of achieving higher performance gains than by single-node

GPU computing. Stencil computations are ideal candidates for porting to

the formidable GPU architecture because of the simple data structures

and frequent memory access [5]. However, one important factor that can

greatly impact the performance of multinode GPU computing is the com-



munication time delay between the GPUs. The authors of [11] discuss

the use of multinode computing for high-order stencil computations us-

ing CUDA-aware MPI. The article explores the use of MPI to improve

the scalability of stencil computations, which are widely used in scientific

and engineering applications. The authors use CUDA-aware MPI to en-

able efficient communication between GPUs hosts, which allows for high-

performance computing across multiple nodes. By using this approach,

the authors demonstrate that they can achieve excellent scalability and

performance for high-order stencil computations.

3.1 CUDA-MPI Astaroth

The CUDA-MPI library discussed in the previous paragraph is called As-

taroth. The authors used Astaroth to enhance the performance of sten-

cil computations [11]. Astaroth is an open-source library that is specif-

ically designed for high-order stencil computations with a focus on the

demands of multiphysics applications on modern high-performance com-

puting (HPC) systems [12]. It offers both multi-GPU and single-GPU

APIs, as well as a domain-specific language that enables stencil codes

to be expressed in a high-level syntax. In addition, Astaroth includes an

optimizing compiler that translates DSL sources into CUDA/HIP subrou-

tines that exhibit performance that is similar to what would be achieved

with hand-tuning. The authors of [11] state that their implementation

achieved 20-60 times speedup and 9-12 times improved energy efficiency

in compute-bound benchmarks on 16 nodes, when compared to a multi-

core GPU solver.

3.2 GPU Memory

The performance of stencil calculations can be significantly impacted by

the underlying GPU architecture. The memory hierarchy of the GPU is

one key aspect. GPUs with greater on-chip memory and effective mem-

ory controllers can perform better by freeing up more memory bandwidth.

The processing power of the GPU should also be taken into account. While

stencil calculations can be parallelized across many GPU cores, where the

memory bandwidth poses the largest bottleneck, GPUs with more cores

or more powerful core architectures will perform better. Additionally, per-

formance of stencil calculations can be further enhanced by GPUs with

specialized compute units for particular operations, such as tensor cores



for matrix operations.

High performance on GPUs may be achieved in part through modify-

ing thread granularity and utilizing data locality in on-chip storage [13],

since stencil calculations require accessing neighboring data points. Stor-

ing data in a contiguous block of memory can achieve data locality. This

allows for efficient access to neighboring data points without constantly

fetching data from off-chip memory. This means memory bandwidth re-

quirements can be significantly reduced, which improves performance.

Data locality can also reduce the amount of data that is transferred be-

tween memory levels by minimizing cache misses and by maximizing data

reuse.

4 Conclusion

From the previously discussed sections it can be concluded that both the

Tesla A100 and AMD MI100 share many desirable characteristics for par-

allel stencil calculations. When examining just a singular GPU both of the

models seem tied on the front of performance. However, since communi-

cation speed plays a crucial role in scaled stencil calculations, it could be

argued that as the utilized number of GPUs increases the A100 would

have a smaller drop in performance due to the good scalability of NVLink.

On the contrary, the MI100 might perform better with lower number of

GPUs due to the higher bandwidth on a singular link.

A important aspect to also consider is the price of the GPUs. The MSRP

of the A100 was higher than that of the MI100 and it is still on average

more expensive than the MI100. It shall be seen if the price difference

persists as the price of GPUs in general has been quite volatile over the

recent years. In addition, the AMD MI100 also comes cheaper in terms of

the electricity bill as the typical power consumption is rated lower.

This paper has provided an overview of the architectures of NVIDIA

Tesla A100 and AMD MI100, and evaluated their relative performance

and role in high-performance stencil computing. Since both GPUs provide

good performance on paper, more research and testing into the topic is

needed in order to decide which GPU is more suited for this context.
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Abstract

Mixed Reality (MR) technology has emerged as a promising tool for study-

ing social interactions, offering a controlled and immersive environment

for simulating various social situations. This paper provides a compre-

hensive review of the latest research on social interaction behavior within

mixed reality environments. We discuss the development of MR technology

in the context of social interaction research, the role of non-verbal behavior

such as gaze and expression in social interaction research with MR, and

the challenges associated with traditional social interaction research meth-

ods. Additionally, we explore the current limitations and future directions

of MR technology in the context of social interaction research. Despite exist-

ing challenges, advancements in MR technology hold great promise for the

field of social interaction research, offering valuable insights into human

communication and interaction in the digital era.

KEYWORDS: Mixed Reality, Virtual Reality, Augmented Reality, Social

Psychology, Social Interaction, Non-verbal Behavior



1 Introduction

In psychological science, social interaction has been studied with various

methods to gain insight into topics such as communication, relationships,

and cultural differences [18]. Questionnaires and self-reports, though fre-

quently used, are not the most ecologically valid research methods for

examining social interaction, since they rely on the participants’ ability

to accurately recall and report their behavior [8]. One of the dominant

research methods for studying social interaction is behavioral observa-

tion, which allows for the direct observation of individuals within a social

context [13]. However, this method presents its own set of challenges, in-

cluding identifying suitable experimental settings, the inability to repli-

cate test scenarios, and accounting for variability of traits among human

subjects [10].

To combat this, researchers have begun simulating social interactions

using Mixed Reality (MR) technology. A controlled, low-cost environment

is achieved by embedding digital content, such as 3D objects and virtual

agents into a virtual environment [16]. A real human participant can

then interact with the virtual agent within the virtual environment and

the interaction and its dynamics can be observed to gain insight into social

interaction behavior.

This paper reviews the latest research on studying social interaction us-

ing MR technology, and discusses using MR to solve the issues regarding

social interaction research. Additionally, the paper discusses the roles of

various aspects of non-verbal behavior, and simulating those to enhance

social interaction research. The goal of this paper is to review the state

of MR technology in social interaction research and its potential for sim-

ulating non-verbal behavior, along with discussing the limitations and

challenges faced in this field.

The paper is organized as follows. Section 2 describes the development

of MR technology in the context of social interaction research. Section 3

presents the use of MR technology in social interaction research, includ-

ing discussing the role of simulating non-verbal behavior such as gaze and

expression, and additionally explores the challenges of MR technology in

social interaction research. Section 4 discusses the future of MR technol-

ogy in social interaction research. Finally, Section 5 provides concluding

remarks by reviewing the results of the paper.



2 Background

MR technology has been used in a variety of fields, including entertain-

ment, education, and healthcare [15, 17]. In recent years, it has also

gained attention as a tool for studying social interaction and non-verbal

behavior [11]. One of the main advantages of MR technology in this con-

text is its ability to create a low-cost environment that allows for the ma-

nipulation of various social factors, such as gaze and facial expressions

[6, 9]. This creates a controlled research environment in which repeat-

able social scenarios can be simulated, yielding reliable and consistent

test results.

Another challenge that MR technology can solve is the lack of replica-

tion, meaning that it is difficult to exactly replicate the same social situ-

ation across multiple test instances with human subjects [10]. With MR

technology, a social situations can be simulated multiple times while al-

lowing an immersive and interactive experience, thus providing repeat-

able and reliable test results [9].

As a result, MR technology has gained popularity as a tool for researchers

studying social interaction. Next, this section discusses the specifics of

non-verbal behavior and MR technology, along with the development of

MR technology in the context of social interaction behavior research.

2.1 Non-verbal behavior: An Overview

Non-verbal behavior refers to all forms of communication that do not use

words to convey meaning [4]. It includes cues such as body language,

facial expressions, eye contact, gestures, and posture [20]. These cues can

complement language to convey a wide range of information, such as a

person’s emotions, intentions, and personality traits. They significantly

impact social interactions, which is why non-verbal behavior is a crucial

part of communication. [14]

Non-verbal communication is a complex phenomenon, influenced by var-

ious factors such as culture and context. For instance, the meaning of a

gesture may differ across cultures, and the same gesture can have differ-

ent meanings depending on the situation. According to Matsumoto [21],

people use different levels of interpersonal space in the same situation

depending on the culture that they belong in. For example, Arab people

often sit closer to each other than Americans.

This paper focuses on two aspects of non-verbal behavior: gaze and ex-



pression. Gaze refers to eye contact and the direction of where the eyes

are looking, and their role in communication [5]. Expression refers to the

facial expressions and cues that people use to convey emotion [21].

Studying non-verbal behavior using traditional research methods can

be challenging, since the variability of human subjects can result in in-

accurate data. For instance, some people might smile more when they

interact with a particular person [18]. These inconsistencies between test

subjects’ behaviors might lead to inaccurate results. This is where tech-

nologies such as MR can provide valuable insights. MR allows researchers

to regulate these parameters, and thus observe non-verbal behavior in

a controlled environment, providing an accurate and reliable means of

studying non-verbal behavior [9].

2.2 Mixed Reality: Definition and Advancements

Mixed reality is a technology that blends physical and digital environ-

ments together in real time. It is often used as an umbrella term that in-

cludes multiple immersive technologies, such as Augmented Reality (AR)

and Virtual Reality (VR). [26] In Azuma et al.’s (1997) survey, AR is de-

fined as a technology that allows the user to see the real world with vir-

tual content overlaid onto it. Additionally, VR is defined as a technology

that completely immerses the user in a virtual environment. In Figure 1,

the relationships of MR, AR and VR are illustrated in a Reality-Virtuality

continuum, as proposed by Milgram and Kishino [23].

Figure 1. Reality-Virtuality continuum [23]

The advancements in MR technology have been rapid in recent years.

One big advancement in connecting the digital world and the real world

is the development of spatial computing. Spatial computing enables a

computer to perceive and interact with the real world and 3D elements by

using technologies such as sensors [7].



Another advancement in MR technology is the development of track-

ing and sensing technologies. These include motion interactive wearable

devices, such as ultrathin skin-like sensors, and proximity and pressure

sensing on-skin devices [19]. The sensors allow for tracking of the move-

ments of users in real time to create realistic and interactive MR experi-

ences, while keeping the experience as naturalistic as possible by limiting

the amount of bulky equipment the user must wear.

2.3 Evolution of MR Technology in Social Interaction Research

The evolution of MR technology in social interaction research has been

fast in the past decades. In 2002, Blascovich et al. [10] discussed the

use of virtual environments in social psychology studies. They concluded

that virtual environments could be used to solve the typical problems in

traditional research methods.

One area of research that has particularly benefited from MR technology

is the study of social anxiety. Researchers have used MR to simulate social

environments where participants can gradually become more comfortable

in social situations. For example, Anderson et al. [1] studied the effects

of virtual reality exposure therapy for social anxiety disorder, and found

that the therapy produces long-lasting benefits for the condition.

More recently, researchers have begun to explore the use of MR technol-

ogy for studying group interaction. Shared virtual environments can be

created where multiple participants can interact with each other in real

time. Moustafa et al. [24] studied small group interaction in social virtual

reality. Participants were required to regularly engage with each other in

social VR applications. They were connected to the virtual environment

via smartphones and head-mounted displays. The researchers found that

users engaged in VR can experience stimuli similar to real life, and that

social interaction in VR was directly comparable to that in real life, and

that it evokes genuine affective responses.

3 Simulating non-verbal behavior with MR

As established thus far, the use of MR technology offers a novel approach

for studying social interaction. Researchers have leveraged MR technol-

ogy to create immersive, interactive environments where the non-verbal

behavior of the virtual agents can be standardized [11]. The non-verbal



behavior includes the social cues gaze and expression, which can be sim-

ulated with various methods.

3.1 Gaze and Eye Contact in Virtual Environments

Gaze is an important aspect of non-verbal communication, as it plays a

crucial role in conveying information about a person’s attention, interest,

and emotions [14]. Gaze is used in both directions in social interaction:

indicating one’s attention and sensing the attention of others [2]. In tra-

ditional research methods, measuring gaze can be difficult, as it requires

precise tracking of eye movements. With MR technology, the gaze behav-

ior of the virtual agents can be regulated, and variables such as matching

the eye heights of the participants can be controlled [6]. This enables

researchers to study gaze behavior in a controlled setting to conduct re-

search with regulated parameters and should thus provide more accurate

results. Additionally, simulating gaze of the virtual agents in virtual en-

vironments is important to achieve a more immersive virtual experience.

This allows the participants to feel as if they are interacting with a real

human, and thus creating a better environment for social interaction re-

search.

For example, in a recent study by Narang et al. [25], a novel interac-

tive approach called PedVR was proposed for simulating gaze and gestu-

ral behaviors of virtual agents in virtual environments. PedVR combines

2D navigation with full-body motion synthesis and gaze computation to

provide users with the ability to interact with a virtual crowd. The vir-

tual agents were able to compute collision-free trajectories to avoid the

user and other virtual agents. In addition, the believability of the virtual

experience was greatly increased due to the virtual agents’ capability to

exhibit gaze and gestural behaviors. The study showed a fourfold increase

in user preference for the approach with the introduction of gaze, which

demonstrates the importance of simulating gaze of the virtual agents in

virtual environments.

However, there are also challenges that need to be addressed. For ex-

ample, participants might not respond to virtual gaze and eye contact

as they would in real life scenarios, which could limit the validity of the

research. Moreover, if participants are aware that the eye contact they

are experiencing is virtual, this could reduce their sense of presence and

engagement in the environment, which would further undermine the va-

lidity of the research.



3.2 Expression in MR Environments

Expression holds significant importance in social interactions, as it al-

lows individuals to convey their feelings and intentions to others. Facial

expressions, body posture, and gestures are among the primary means

through which people express emotion non-verbally [3]. Thus, simulating

realistic emotional expressions in virtual agents is essential when creat-

ing MR environments for social interaction research.

Researchers have employed various techniques to simulate emotional

expressions. One approach is to use the Facial Action Coding System

(FACS) when creating facial expressions for virtual agents. FACS cate-

gorizes facial movements based on the action of individual facial muscles

to 58 action units. The action units can be mapped onto a virtual agent’s

face, and through animation, they can be employed to characterize any

facial expression. [12]

In a recent study by Tisserand et al. [27], an interactive tool was de-

veloped to simulate virtual humans’ emotional facial expressions in real-

time, considering both musculoskeletal and Autonomic Nervous System

(ANS) features to increase expressive realism. The tool allows users to

control ANS parameters and thirty action units for expression control,

making it possible to create a wide range of facial expressions. This ap-

proach can help enhance the believability and realism of virtual agents’

emotional expressions, leading to more realistic social interactions in MR

environments.

A challenge in simulating expression in MR environments is the accu-

rate recognition of emotions in virtual agents. In real-world social inter-

actions, people rely on a combination of verbal and non-verbal cues to

recognize and interpret others’ emotions [4]. However, this can be more

difficult in MR environments, where virtual agents may not exhibit the

full range of emotional expressions or may display emotions that are less

recognizable to users.

3.3 Limitations and Challenges of MR in Social Interaction
Research

Despite the numerous benefits of using MR technology in social inter-

action research, there are several limitations and challenges to be ad-

dressed. These include:

Lack of sense of presence: One of the main challenges faced when us-



ing MR technology in social interaction research is the lack of a sense of

presence experienced by the participants. Sense of presence refers to the

extent to which a person feels that they are actually present in a social

situation in the virtual environment. It can be difficult to create virtual

agents that closely resemble real humans, which can negatively affect the

virtual experience. [9] Since social interaction research is about gaining

insight into human behaviour [4], it is important to create believable vir-

tual environments and virtual agents when using MR technology for the

research.

Uncanny valley phenomenon: Another challenge faced in social inter-

action research with MR is the uncanny valley phenomenon. The phe-

nomenon occurs when virtual agents appear almost, but not quite human.

This can lead to a sense of unease or discomfort for participants interact-

ing with the virtual agents. [22] As a result, since the goal is to study

human behaviour, the uncanny valley phenomenon can negatively impact

the ecological validity of the study and thus make the findings less valid.

4 Discussion and Future Directions

In this paper, we have highlighted the potential of MR technology for sim-

ulating social interactions and non-verbal behavior. In the future, there

are several possible research avenues and technological advancements

that can further enhance the effectiveness of MR in the context of social

interaction research.

Integration of AI and machine learning: By incorporating state-of-the-

art AI techniques, virtual agents can iteratively learning human behaviour,

resulting in them being more human-like. This will improve the believ-

ability of the virtual agents, and thus will help to create better research

environments.

Improved sensory feedback: To enhance the immersion in MR environ-

ments, future developments could focus on providing users with more re-

alistic sensory feedback, such as haptic cues. This will allow the partici-

pants to feel more present in the virtual environment, since the sensory

feedback will feel more like that of real life. Additionally, the participants’

reactions to the sensory feedback could be monitored to further gain in-

sight into the interactions.

Exploration of cross-cultural differences: As MR technology becomes

prevalent in social interaction research, researchers can utilize it to study



cross-cultural differences in social interactions. With the ability to simu-

late social scenarios with cultural variations, researchers can gain valu-

able insights into how culture affects our ways of understanding and in-

terpreting non-verbal cues.

Ethical considerations: As virtual environments created with MR tech-

nology become more believable and realistic, it is essential to address eth-

ical concerns related to privacy, consent, and potential psychological ef-

fects on the participants. Guidelines should be established to ensure that

the use of MR technology in social interaction research is responsible and

ethical.

5 Conclusion

This paper has provided a comprehensive review of the use of MR technol-

ogy in social interaction research and simulating non-verbal behavior. We

have discussed the advantages of MR technology in creating controlled

research environments, where repeatable social scenarios can be simu-

lated. Additionally, we have discussed the potential of MR for simulating

various aspects of non-verbal behavior, such as gaze and expression. Fur-

thermore, we have examined the limitations and challenges faced when

using MR technology in social interaction research, including the lack of

a sense of presence and the uncanny valley phenomenon.

As the field of MR technology continues to advance rapidly, it holds great

promise as a tool for improving our understanding of social interaction

and non-verbal communication. The future of MR technology in social in-

teraction research will likely involve exploring ways to overcome current

limitations and enhance the realism of virtual agents and environments.

By addressing these challenges and leveraging the unique capabilities of

MR technology, researchers will be better equipped to gain valuable in-

sights into human communication and interaction.
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Abstract

Instant messaging is a popular way to keep in touch with family, friends,

and colleagues. In some cases, instant messaging apps are also used to

communicate information to large audiences. This means they can be sites

of public life in addition to private life. They are typically also used to com-

municate sensitive or personal information, making them lucrative targets

for attackers.

Formal verification can provide security assurances regarding instant

messaging protocols. Interestingly, instant messaging protocols also pro-

vide useful material for formal verification tools to be developed against.

This paper provides an overview of the use of formal verification and re-

lated tools to support protocol design for instant messaging.

KEYWORDS: instant messaging, formal verification, MTProto 2.0, Signal,
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1 Introduction

Instant messaging is a type of communication technology which facilitates

synchronous, low-latency transmission of various media such as text or

images over a network, typically the Internet. Instant messaging is in-



tegrated into many social media and e-commerce platforms, as well as

being available in dedicated applications on both desktop and mobile de-

vices. Various instant messaging applications, or chat applications, are

estimated to be used by over three billion people worldwide, with instant

messaging applications being among the most used smartphone applica-

tions. These applications are used in in personal, public, and professional

contexts alike.

Because instant messaging is such a ubiquitous part of modern life,

there is rising concern about its security as a communication channel.

Instant messaging applications are often used to communicate sensitive

and personal information, making them lucrative targets for attackers or

state surveillance. End-to-end encryption has emerged as a central stan-

dard for secure instant messaging. End-to-end encryption refers to the

content of an instant message being encrypted via the entire transit from

one client device to another. In particular, messages cannot be decrypted

by a local or cloud server storing or routing messages belonging to the ser-

vice provider. The Electronic Frontier Foundation (EFF), a non-profit or-

ganisation that promotes digital privacy, featured end-to-end encryption

as an important measure in their original Secure Messaging Scorecard.[1]

Pressure from users to has lead to the rapid deployment of new end-to-

end encryption features, leading to a mixed landscape of actual security

for the end user. End-to-end encryption has been adopted by most pop-

ular instant messaging applications, with the net result being that most

instant messaging applications are now end-to-end encrypted. However,

"[m]any products mislead users by advertising with grandiose claims of

“military grade encryption” or by promising impossible features such as

self-destructing messages" and "many purportedly “secure” tools do not

even attempt end-to-end encryption".[22] Even when cryptographic pro-

tocols are implemented in good faith, they can be difficult to construct

correctly. "[E]even well-studied protocols, such as Transport Layer Secu-

rity (TLS), have been shown to contain serious protocol flaws found years

after their deployment."[15] How then can we gain confidence regarding

encrypted instant messaging as an industry standard?

Formal verification may be a useful tool for this purpose. It is a frame-

work which provides the possibility to obtain proofs of correctness of pro-

tocols, algorithms, and software. Cryptographic protocols may be tested

against a formal specification of intended security properties or function-

ality. Formal models can help to identify design flaws in protocols or pro-



vide a concrete proof of security for a complex stack.

Formal methods have been deployed for the purposes of security assur-

ances by many popular instant messaging providers, including Signal[9]

and Telegram[17]. This paper provides an overview of the use of formal

verification to provide confidence on the security of instant messaging.

The paper is organised as follows; in Section 2 we will provide back-

ground information on the instant messaging protocol stack, popular cryp-

tographic protocols, and formal verification tools. In Section 3, we will

explore the research on formally verifying security properties provided by

the cryptographic layer of instant messaging protocols. In Section 4, we

will analyse the usefulness of this approach in terms of security for the

end user. In section 5, we provide some concluding remarks.

2 Protocols and Tools

2.1 The Instant Messaging Protocol Stack

The instant messaging protocol stack is built on top of standard Internet

messaging protocols. Features such as asynchronous messaging are im-

plemented by the message layer. This specialised type of communication

is then secured by cryptographic protocols at the message security layer.

Instant messaging clients utilise a combination of protocols in the stack.

WhatsApp, for example, uses a proprietary variant of the Signal Protocol

with XMPP and Noise over HTTP.[3]

Figure 1. The instant messaging protocol stack.



The Transport Layer

Instant messengers typically utilise TCP/IP at the transport layer. An

alternative transport protocol is SMS , which transmits messages over a

cellular network. The limitations of the SMS framework include being

limited to 140 characters, needing both parties to be online simultane-

ously to establish a secure session, and costs for end users.[14] Although

unencrypted communication via SMS is still supported by some instant

messaging applications, such as Signal, the majority of messengers work

over TCP/IP.

The Cryptographic Layer

Often, instant messaging clients use cryptographic protocols like TLS or

Noise to secure communication over the network.[3][13] However, these

protocols alone do not provide security features for asynchronous mes-

saging protocols. For example, TLS requires an interactive handshake

to initiate communication. In an instant messaging context, we cannot

count on both parties being online at the same time, but should still be

able to deliver encrypted messages.

The Application Layer

At the application layer, instant messaging clients may use a variety of

protocols to transmit messages. These include HTTP(S) and WebSocket[13].

This layer need not be used; some protocols at the message layer can work

directly over SMS or TCP.

The Message Layer

At the message layer, instant messaging protocols specify how messages

are packaged and communicated. One such messaging protocol is XMPP

(eXtensible Message and Presence Protocol), an open-source XML-based

messaging protocol introduced in 1999 and made an IETF standard in

2004.[12] XMPP is used by WhatsApp, Kik Messenger, Zoom, and a num-

ber of smaller open-source clients such as Conversations. [25] Another

open messaging standard is Matrix.org or [matrix] which uses JSON rather

than XML.[16] The Matrix.org protocol is not a messaging protocol per se.

Rather, it provides a database of JSON objects to facilitate interoperation

between different instant messaging clients.

The Message Security Layer

Cryptographic protocols at the message security layer manage keys and

encryption of messages. One of the most popular protocols for this purpose



is the Signal Protocol, which refers both to a specific suite of protocols

developed by Open Whisper Systems and a more abstract description of a

cryptographic message protocol with certain components.

The Signal Protocol was originally conceived as an implementation of an

XMPP extension called the OTR (Off-the-record) protocol over SMS.[12]

The OTR protocol implemented perfect forward secrecy using ephemeral

key exchange, which can be described as a public key ratchet. Another in-

spiration for the Signal Protocol was the symmetric key ratchet in SCIMP

(Silent Circle Instant Message Protocol).[24] These two "ratchets" from

the OTR and SCIMP protocols were combined in Signal to form the Dou-

ble Ratchet protocol. More generally, the Diffie-Hellman key agreement

protocol, the Double Ratchet for key management, and a protocol for mes-

sage encryption and decryption can be together be referred to as the Sig-

nal Protocol. Notable implementations of the Signal Protocol include Olm

by Matrix.org[23], an XMPP extension called OMEMO[19], Signal’s own

protocol suite, as well as proprietary variants developed for WhatsApp[3]

and Viber[2].

The Signal Protocol has been widely adopted and can be considered

an unofficial industry standard among clients that offer encrypted com-

munication. A notable exception to this is Telegram, which uses MT-

Proto 2.0, a custom cryptographic protocol. Telegram is a popular instant

messenger which advertises speed, seamless synchronisation across de-

vices, and security. MTProto is Telegram’s custom cryptographic protocol

which is designed to facilitate high-speed delivery and reliability on weak

connections.[21] MTProto 1.0 was widely criticised and shown to have nu-

merous security issues, such as lack of forward secrecy and vulnerabilities

to replay attacks.[17] MTProto 2.0 represents the current redesigned pro-

tocol with several security patches. There are two distinct protocols for

standard client-server / server-client encryption and end-to-end encryp-

tion between users. The developers claim the standard protocol is IND-

CCA and INT-CTXT secure and that secrets chats ensure perfect forward

secrecy.[17] End-to-end encryption is a feature which can be enabled for

chats between at most two parties.[21]

2.2 Formal Verification Tools

Formal verification refers to the process of modelling protocols and ver-

ifying that they meet given security properties. Formal verification can

be performed in either a symbolic or computational model. The symbolic



model is based on perfect black-box cryptograhic primitives, such as hash

functions that never collide. In the computational model, cryptographic

primitives are functions over bitstrings and the security of a given func-

tion is given as a probability.[15] In general, symbolic models are useful

for finding attacks on logical flaws in the protocol, while computational

models provide a concrete cryptographic proof of security.

Although formal verification can be performed manually, there is a di-

verse set of formal verification tools available. These tools are useful be-

cause they standardise the modelling approach and automate the verifi-

cation process. In the literature on instant messaging protocols, the pri-

mary tools used are ProVerif, CryptoVerif, and Tamarin. ProVerif[7] and

CryptoVerif[6] are open-source tools developed by Bruno Blanchet for the

purposes of formally verifying cryptographic protocols. ProVerif is a sym-

bolic verifier and CryptoVerif is a computational verifier. Tamarin[20] is

another tool for verification in the symbolic model.

3 Formally verifying security properties

In this section, we will examine how formal verification tools have been

deployed to prove desirable security properties such as integrity, confi-

dentiality, authenticity, perfect forward secrecy, and reliability. We will

include a review of the literature formally modelling and verifying the

Signal Protocol, MTProto 2.0, and group messaging protocols.

3.1 The Signal Protocol

Cohn et al.[9] model the Signal Protocol in the computational model man-

ually. They find that the Signal Protocol satisfies several standard secu-

rity properties, such as secrecy and authentication of message keys.

Kobeissi et al. [15] model a variant of the Signal Protocol using ProVerif.

They also include an analysis with CryptoVerif of a now-defunct imple-

mentation of the Signal Protocol called Cryptocat. This investigation un-

covered "several weaknesses, including previously unreported replay and

key compromise impersonation attacks"[15] which the authors fix and re-

verify.

Alwen et al. [5] present a modularization of the Signal Protocol. They

posit that a generalized Signal Protocol has three components: a continu-

ous key agreement (CKA), forward-secure authenticated encryption with



associated data (FS-AEAD), and two-input hash function that is a pseu-

dorandom function (PRF-PRNG). They show that these components to-

gether provide post-compromise security, which means that once a key is

compromised, secure encrypted communication can resume soon after.

The Signal client relies on the Sesame protocol for session management.

The protocol was modelled and formally verified in [11] using Tamarin.

The authors found that although Signal guarantees post-compromise se-

curity as the session level, design choices in Sesame result in a violation of

PCS at the conversation level. They propose that the verification tools be

developed to facilitate better modelling of such protocols. As models move

from abstract to concrete, security assurances also become more practical.

3.2 MTProto 2.0

Miculan and Vitacolonna [17] model Telegram’s suite of cryptographic

protocols in ProVerif. They show that security properties such as authen-

tication, integrity, confidentiality and perfect forward secrecy are guaran-

teed by MTProto 2.0. They model the protocol in the classic Dolev-Yao

setting, assuming the possibility of malicious servers in particular. The

formalization accounts for user behavior, indicating that if users do not

check the fingerprints of their shared keys, a MitM attack is possible.

The authors conclude that MTProto 2.0 does not have any logical flaw

but that vulnerabilities could arise from implementation flaws, side-channels

exfiltration, or incorrect user behavior. In their symbolic model the en-

cryption primitive of MTProto 2.0 is assumed to be a perfect authenticated

encryption scheme providing IND-CCA and INT-CTXT security. They sug-

gest that computational models like CryptoVerif or EasyCrypt be deployed

to prove that this underlying encryption scheme is sound.

Albrecht et al. [4] examine the cryptographic primitives in MTProto 2.0

in the computational model. They focus on the security features offered

by the standard cloud chats instead of the end-to-end encrypted "secret

chats" The security model developed in the paper considers various secure

channel styles, including the situation where the channel operates over

an unreliable transport protocol. The formal model of MTProto developed

in the paper considers the cryptographic primitives used in MTProto and

studies whether they satisfy the necessary security notions to achieve the

desired security of the protocol. The authors prove that their variant of

MTProto 2.0 achieves channel confidentiality and integrity in their model

under certain assumptions on the components used in its construction.



Vulnerabilities were found and Telegram has implemented the proposed

alterations, providing some assurance about the security of the currently

deployed MTProto 2.0.

3.3 Group Messaging

Secure group messaging represents a compromise between security and

efficiency. Implementing the Signal Protocol between each two mem-

bers of a group is possible, but computationally expensive. Approaches

vary from simply accepting the cryptographic overhead or creating a ded-

icated group messaging protocol. OMEMO, for example, simply accepts

the cost of securing group communication with one-to-one protocols.[19]

Matrix.org has implemented a separate library called Megolm to facili-

tate group messaging.[23] Telegram avoids the problem entirely by only

offering end-to-end encrypted communication for at most two parties.

In [18], the authors investigate the landscape of secure group messag-

ing and find several security issues. As the group messaging protocol

is not specified by the Signal Protocol itself, how group messaging is con-

ducted is left to the implementation. Three implementations of the Signal

Protocol for group messaging are analysed. They conclude that standard

security properties as well as strong security properties such as perfect

forward secrecy do not hold for group messaging.

Recent research has emerged to solve this issue. [10] presents a new

design called Asynchronous Ratcheting Trees (ART) that combines syn-

chronous group messaging techniques with strong security guarantees

from asynchronous messaging. ART achieves post-compromise security

for group messaging and offers the same security level for groups as for

pairwise communications. The design has gained industry interest and

has been adopted as a starting point by the IETF Message Layer Security

(MLS) working group.

4 Discussion

Unger et al. [22] and Cohn-Gordon and Cremers [8] identify the following

key challenges in addition to the correctness of cryptographic protocols in

the field of secure messaging.



Trust Establishment

Trust establishment refers to "the process of users verifying that they are

actually communicating with the parties they intend."[22] Both the Sig-

nal Protocol and MTProto 2.0 are designed to be used in a non-federated

context, where a server stores users’ prekey bundles under some universal

identifier. A malicious server could easily initiate communication with the

wrong party or intercept communication with malicious keys. Users of the

Signal Protocol clients are advised to compare their public keys in person

to achieve authenticated encryption. Other protocols designed for use in a

federated context, such as Matrix.org, also assume public key comparison

to happen via a separate secure channel. However, users rarely perform

these checks. Public key distribution represents a major challenge in the

field of secure messaging, and it is the object of recent research by Google

and others.[8]

Transport Privacy

Transport privacy refers to "how messages are exchanged, with the goal of

hiding message metadata such as the sender, receiver, and conversation

to which the message belongs."[22] As the Signal Protocol and MTProto

2.0 are both designed to work with a client / server architecture, they do

not meaningfully address transport privacy. Federated message protocols,

such as Tor, may provide a model for how to address transport privacy. In

recent years, a number of experimental open-source projects providing

network-level anonymity have been created. These include Bitmessage,

Briar, Ricochet, and Tox.[12] Protecting communication metadata may be-

come an industry standard in the future.

Other Real-World Challenges

According to Cohn-Gordon and Cremers [8], instant messaging service

providers often need to support more features than are usually specified

in the formal verified protocol models. For example, users often want to

have access to backups of their message history. They may also value re-

liability over security and want the protocol to automatically retry failed

messages. Integration with external services enabling GIF search or URL

previews also introduce complexity to security concerns. These features

are important to users and introduce many variables into the attack sur-

face of protocols, but are rarely accounted for in the existing research.



5 Conclusion

The process of formal verification contributes to the empirical robustness

of popular protocols. Several papers have discovered bugs, attacks, or

shortcomings in these protocols using formal verification.[17][11] Formal

verification tools help to standardize and automate the process of formal

verification.

The landscape of instant messaging protocols is diverse and shifting.

According to Kobeissi [15], "modern web applications often embed custom

cryptographic protocols that evolve with each release." Formal verification

in the symbolic model can thus provide an agile framework for cryptog-

raphy researchers working in this context. Using tools such as ProVerif,

they can modularize and model a suite of protocols and automate the ver-

ification process. When one or more of the protocols are updated, the

existing model can be updated to obtain a new verification of the whole

suite.

Formal verification may also benefit from the existence of instant mes-

saging protocols. Over the course of researching for this paper, it became

clear that several of the researchers formally verifying instant messaging

protocols are also involved in the development of the formal verification

tool being used. The landscape of instant messaging protocols presents a

diversity of implementations of various open standards and protocols. As

such, it presents a fruitful object of study to develop formal verification

tools against.

Many proprietary instant messaging service providers claim to imple-

ment the Signal Protocol, but this claim cannot be verified. Other popular

messengers, such as Line and WeChat, do not implement end-to-end en-

cryption at all. Even when software and protocols are open, the end user

may be stuck with an opaque binary from a closed source vendor.[8] The

user may also not care or know how to verify the authenticity of the per-

son they are communicating with. Future research and development that

addresses these problems, as well as protecting communication metadata,

will contribute to private and free communication for all.
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1 Introduction

Cloud computing has become a popular choice for deploying software, and

Kubernetes is a popular option for deploying software in a cloud environ-

ment. Kubernetes offers many benefits for deploying software, such as

automatic scaling, roll-backing, load-balancing and updating of applica-

tions [19]. These benefits can reduce costs of running software compared

to physical and virtual machines. Kubernetes can also improve service

reliability, since it is easy to have many instances of the software run-

ning on different machines and physical locations either with public cloud

providers or in private data centers.

As Kubernetes has become more popular in running software, the secu-

rity aspects are also evaluated by the developers that use Kubernetes to

run the software. One of the biggest concerns of users is the security of

Kubernetes [1]. A vulnerability in the platform or software that runs on

the platform can compromise the entire cluster, which can run many dif-



ferent applications. For example, hackers were able to compromise Tesla’s

AWS credentials to mine cryptocurrency [2]. Kubernetes offers many dif-

ferent features that can help make clusters more secure. These features

might not be used correctly, and vulnerabilities in manifests could be ex-

ploited by attackers [17]. Because of this, there are also several security

tools for improving the security of Kubernetes clusters that can help de-

velopers notice possible vulnerabilities.

This paper compares available static Kubernetes security tools, their

benefits and their weaknesses. The tools analyzed include Kubernetes’

own features that improve security, and third-party tools that analyze

Kubernetes objects and components and highlight weaknesses in them.

This paper is divided into sections. Section 2 presents the built-in Ku-

bernetes security features. Section 3 presents the static security tools

analyzed. Section 4 discusses the strengths and weaknesses of the tools

analyzed, and suggests a ways to run these tools in a developers workflow.

Finally, Section 5 concludes this paper.

2 Kubernetes built-in security features

Kubernetes has several features built-in that can improve a Kubernetes

cluster’s security, such as Role-Based Access Control (RBAC), memory and

CPU limits, pod security standards, network policies and namespace sep-

aration [21]. This section list some of the features and how they can be

used to improve the security of the platform. The features and their secu-

rity benefits are presented in Table 1.

Kubernetes Feature Security Benefit

CPU and Memory limits Reduces effectivity of DDoS attacks

Role-Based Access Control Increases difficulty of priviledge escalation

Pod Security Standards Limits access to Kubernetes processes

Network Policies Reducing lateral movement of attacker

Table 1. Table showing Kubernetes built-in security features and the security benefit of
using them

2.1 CPU and Memory limits

Kubernetes allows setting cpu and memory limits, that restrain the amount

of memory and CPU that a pod can use. If a limit is surpassed, the plat-



form can wait before continuing execution or the pod can be evicted [14].

This can mitigate a denial of service attack, as the pod will be evicted be-

fore it uses all of the computing power available in the node [21]. Because

of this, CPU and memory limits should be used in all production environ-

ments. These limits can also help spot bugs in the application, as if a pod

regularly needs more memory than expected, it will keep crashing.

2.2 Role-Based Access Control

Role-Based Access Control (RBAC) can be used to limit access to computer

or network resources [15]. Configuring RBAC correctly can mitigate priv-

ilege escalation, because all users cannot modify all of the resources. In

general configuring users with minimal access is the best practice, be-

cause it limits the attack surface as the attacker cannot modify resources

as freely to compromise the entire cluster.

2.3 Pod Security Standards

Pod security standards can be used to limit access to Kubernetes pro-

cesses. Pod security standards has three different levels of policies. The

privileged policy is unrestricted, the baseline policy aims to limit known

privilege escalations and the restricted policy enforces current best prac-

tices for pod hardening [13]. Configuring these policies allows the devel-

opers of the cluster to either know the weaknesses of the software they

develop or make their cluster more secure. The way these policies are

applied in the cluster are controlled with pod security admission. Pod se-

curity admission can either trigger an audit annotation, warn the user of

the policy violation or completely reject the pod [12]. Enforcing the policy

applied is a good practice to limit privilege escalations in the cluster, as

software requiring privileged rights is not run in the first place. This re-

duces the attack surface of the cluster, and is in general an easy way to

improve the security of the cluster.

2.4 Network Policies

Network policies can be used to to control traffic flow at OSI layers 3 and 4

[11]. With network policies traffic to a pod can be either allowed or blocked

from different sources, such as other pods, namespaces and IP addresses.

Network policies are controlled seperately for ingress and egress traffic.

Network policies protect attacks between pod IP addresses, reducing the



lateral movement for an attacker [18]. This is beneficial, as an attacker

might not be able to move inside the cluster to gain more control of its

resources.

3 Static Analysis Security Tools for Kubernetes

Even though Kubernetes has security features built in, they do not guar-

antee that the platform and software running on it are secure. The built in

features and software deployments are often misconfigured by developers

[20]. Kubernetes also releases minor versions three times a year, and each

minor version has one year of patch support [7]. The minor releases add,

change or remove some of Kubernetes’ API’s, making changes inevitable.

Because of this, there exists many tools for verifying the deployment man-

ifests and Kubernetes components. These tools can help developers con-

figure their Kubernetes clusters and deployments for newer versions, and

keep up with new best practices. The tools analyzed in this section, the

Kubernetes Components and Objects they can check, and what Kuber-

netes built-in feature areas they affect are described in Table 2.

Security Tool Kubernetes Components

and Objects

Kubernetes built-in

feature areas

Kubesec Pods, Deployments,

StatefulSets and

DaemonSets

CPU and Memory limits,

Network policies

Kubelinter Pods, Deployments,

StatefulSets, DaemonSets

and Helm Charts

CPU and Memory limits,

Network policies, RBAC

Kube-bench Master, Controlplane, Node,

etcd and Policies

Pod Security Standards,

RBAC

Table 2. Table showing the security tools analyzed, how they can be run and what issues
they can spot

3.1 Kubesec

Kubesec is an open source tool for scanning Kubernetes deployment files.

It can be used from the command line, as a Docker container, as a HTTP

server or as a service hosted by Kubesec [10]. The ability to run Kubesec

from the command line makes it possible to integrate into a CI/CD pipeline



as well. Kubesec uses a ruleset to analyze the deployment manifests [9].

These rules contain checks for memory and cpu limits, priviledges of the

container that is run, bad network configurations and apparmor config-

urations. The rules contain both positive and negative checks, either

adding or reducing points for the manifest analyzed. The result contains

the total score and scoring details, highlighting issues to fix in the deploy-

ment manifest. The checks match the CPU and Memory limits, Network

policies of the Kubernetes built-in features described in section 2. How-

ever, as the rules are based purely on string matching sections of the man-

ifest file, it is difficult to analyze how reliably Kubesec can identify secure

deployment manifests. For some checks in Kubesec, there is no written

documentation available, and it is up to the user to figure out what they

check. Kubesec also only analyzes Pods, Deployments, StatefulSets and

DaemonSets, so RBAC and Pod Security Standards are not taken into

account.

3.2 KubeLinter

KubeLinter is another open source tool for analyzing the deployment files

[5]. It can be used locally from the commandline, allowing it to be in-

tegrated into a CI/CD pipeline. KubeLinter supports Kubernetes YAML

files and Helm charts. This differentiates it from Kubesec, as Kubesec

only supports Kubernetes YAML files natively. It also has more checks

than Kubesec, with some of them turned off by default [6]. These checks

include CPU and Memory requests and limits, if the specified group has

access to secrets and rights to create pods, if the deployment is run as non-

root, if the ports specified are invalid or priviledged and if the pod is not

selected by any network policy. Of the built-in Kubernetes features dis-

cussed in section 2, these checks match CPU and Memory limits, Network

polices and also somewhat RBAC.

The amount of checks increases the coverity of KubeLinter compared

to Kubesec. All of the checks are also properly documented, compared to

Kubesec that does not have explanations for all of the checks it runs. With

the addition of Helm charts supported, KubeLinter seems to be a better

tool than Kubesec for static analysis of Kubernetes YAML files.



3.3 Kube-bench

Kube-bench is an open source tool that uses CIS Benchmarks as the base

for checking if Kubernetes is deployed securely [3]. Kube-bench can be

run as a container and within a cluster. Unlike Kubesec, Kube-bench

checks master, controlplane, node, etcd and policies. This makes Kube-

bench a tool for the overall security of the cluster, which does not take

deployments into account. Kube-bench is a suitable tool for checking that

the cluster-level is configured properly, as it can find missconfigurations

in Pod Security Standards and RBAC. Another tool should be used for

checking deployments.

CIS Benchmarks are a good reference for hardening Kubernetes Clus-

ters [16]. There are also host-specific CIS Benchmarks for Amazon EKS,

Microsoft AKS and Google GKE [4]. These can help in setting up a secure

cluster for a new public cloud. The CIS Benchmarks also have some is-

sues, most notably the newest Kubernetes version that has a CIS bench-

mark is 1.24.0. Kubernetes 1.24 End of Life day is little more than 3

months away [8], and the three newer Kubernetes minor versions do not

have a released CIS Benchmark. This affects Kube-bench as a tool, be-

cause its support for Kubernetes versions is tied with released CIS bench-

marks. When a newer version of Kubernetes is released, updating to it is

recommended [21].

4 Discussion

Kubernetes is a complex platform to run software on, but it offers obvious

benefits for doing so. The security features of Kubernetes and third-party

open source tools discussed in this paper are only a surface level look into

the world of Kubernetes and cloud security.

To improve the security of Kubernetes clusters and deployments is not

an easy task, and as with security in general it will never be complete. To

improve security, the developer should know at least the basics of Kuber-

netes security and its features. The features and third-party tools offer a

starting point for improving security, alongside manual reviews of config-

uration files.

Of the tools analyzed, Kube-bench offers a clear benefit for creating and

securing a cluster running on different public clouds, as the CIS bench-

marks have specific checks for all of the major public cloud available.



However, the lack of support for newer versions of Kubernetes is a ma-

jor flaw in Kube-bench, and there might be a better alternative that is

able to keep up with the release schedule of Kubernetes.

KubeLinter has great documentation of the checks it has, and how to

configure it further to fit the needs of the developer. KubeLinter can

improve the security of Kubernetes YAML files and Helm charts, and it

seems to be updated frequently. Overall, KubeLinter seems to be the best

tool analyzed in this paper, but it is built for a different purpose than

Kube-bench. Kubesec does not seem to have any upside for it compared

to KubeLinter.

The amount of available tools for Kubernetes security is huge, so finding

a tool might require time. Tools should be used to aid in keeping up with

the changes and to have at least some kind of confirmation that basic

security rules are in place. Tools should be used in a way that fits the

developer, either inside the cluster, after changing the configuration files

from the command line, or ran as a part of a CI/CD pipeline. Adding a

tool to a CI/CD pipeline should not take too much time, and updating that

tool when a new release is available could be a good way to have an easy

sanity check for the developer.

5 Conclusion

As Kubernetes has gained a lot of popularity as a platform to run software,

the security aspects naturally interest and concern users. Kubernetes is

a complex system with many services, deployments and cluster-wide set-

tings such as namespaces and policies to configure. Configuring a cluster

to run software requires many different files. These files are bound to

have issues, just like application code itself.

The complexity of configuring Kubernetes clusters is not eased by fre-

quent releases and new, changed or deprecated API’s between Kubernetes

versions. Each new release of Kubernetes can break the deployment of an

application, so updating Kubernetes versions also take time.

The area of Kubernetes security is complex, as there is so many things

that affect the security of the software running on Kubernetes. Image

scanning, static scanning of configuration files, dynamic scanning and

penetration testing all have a place in improving the security of software

running on Kubernetes. These areas are not that well researched, and

would benefit from further research. As of right now, the area of Ku-



bernetes security mainly comes from an open-source or corporate back-

ground, as Kubernetes is adopted in different organizations.
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Abstract

Cloud computing has become a popular platform for deploying modern ap-

plications. However, managing secrets, such as passwords and API keys,

in a secure and efficient manner remains a challenging task for cloud ap-

plication developers and administrators. This paper provides a compar-

ative analysis of the secret management solutions offered by four major

cloud providers, including AWS Secrets Manager, Azure Key Vault, Google

Cloud Secret Manager, and Alibaba Cloud Secret Manager. The solutions

are evaluated based on key features such as security, integration, rotation,

auditing, secret versioning, and customization. This analysis shows that

each solution has its strengths and weaknesses, and selecting the right one

depends on specific application requirements and workflows.

KEYWORDS: secret management, cloud providers, secrets, access control

1 Introduction

As cloud applications continue to gain popularity and become more dis-

tributed, ensuring the protection of both the cloud infrastructure and the

data it stores from malicious attacks is increasingly imperative [4]. The

use of multi-cloud systems has become increasingly popular, not only for



their benefits in terms of decentralization and scalability but also for their

potential to better secure data and services [10]. Storing and rotating se-

crets in a plain-text documents or over emails and messaging apps is com-

mon yet one of the most vulnerable ways to manage secrets. Despite the

files or repositories being private, even one compromised user or miscon-

figuration can leak out sensitive information.

Efficiently protecting sensitive data from unauthorized access is crucial

for these applications, and requires an appropriate security framework.

The way to achieve this is to encrypt the data and access credentials.

While encryption provides protection for resources, secret management

would provide access control for the protected resources [6].

The cloud infrastructure entails the establishment of diverse secrets,

including keys, tokens, passwords, and certificates, among others. These

secrets can be vulnerable to different types of attacks, depending on their

storage mechanisms. For example, credentials may be leaked in version

control repository systems such as Git, making them susceptible to unau-

thorized access. In 2021, the source code of Nissan was leaked online due

to a git server being exposed online with a default credentials combina-

tion of admin/admin [2]. In addition to this, secrets can be vulnerable to

physical or memory-based attacks, such as buffer overflow and improper

bounds check. hard-coded credentials, in particular, are among the most

dangerous software weaknesses listed in the CWE Top 25 list [4].

The conventional approaches for managing secrets, such as sharing cus-

tomer keys with service providers, fail to comply with regulatory require-

ments and pose scalability and cost challenges. Managing secrets securely

can be a complex and costly process, particularly when using customer-

owned infrastructure.

This paper provides a review of four major cloud-based secret manage-

ment services: AWS Secrets Manager, Azure Key Vault, Google Cloud

Secret Manager, and Alibaba Cloud Secret Manager. The study compares

and contrasts these services across six important dimensions: security,

external integration methods, rotation, auditing, secret versioning, and

customization/extensibility. The analysis finds that while each service

has its own unique strengths and limitations, they all provide a range

of features and capabilities that can help developers and administrators

to manage secrets effectively in a multi-cloud environment. The paper

concludes by outlining some limitations and future research directions,

as well as providing practical recommendations for cloud application de-



velopers and administrators.

2 Secret Management

This section will emphasize on the different phases of secret in Sec. 2.1

and features of cloud secret management providers in Sec. 2.2 and Sec. 2.3.

2.1 Phases of life-cycle of a secret

The journey of a secret can be divided into four distinct phases, as illus-

trated in Figure 1.

Figure 1. Phases of life-cycle of a secret

Creation refers to the phase when new secrets are generated. For ex-

ample, the creation of a new password or certificate.

Storage phase comprises of storage mechanism of the secrets. Secrets

can be stored in various formats. For example, they can be encrypted

and then stored as a file, or they can be stored by some external secret

management service.

Distribution refers to the secure and efficient distribution of secrets

across different components of the cloud infrastructure. By centralizing

secret management, these services can offer greater control and visibility

over secrets, including access control, versioning, and auditing.

Rotation phase refers to changing or updating the secrets either on

demand or on a fixed schedule. Rotating secrets improves security and

decreases the risk from older secrets being exposed.

Revocation refers to destroying a secret, or removing the access per-

missions from it. The secret is in this phase when it is no longer required



or has been updated by a new version.

2.2 Cloud Secret Management Models

Cloud solutions can store and manage secrets including credentials and

API keys. These secrets can be fetched by the application through an API

call on demand. They also provide the option to manage access to the

secrets through permission policies. These solutions also manage secret

rotation without causing any interruption in active applications. Users or

admins can also monitor the usage of the secrets and get notified about

any unfavourable event as soon as it occurs [1]. This has been described in

Figure 2, where the admin configures the resource and secret manager in

steps 1 and 2, and then the application interacts with the secret manager

to retrieve the credentials in steps 3 and 4, to access the resource in step

5.

Figure 2. Storing and using credentials for a database in Secrets Manager [1]

2.3 Cloud Secret Management Solutions

This paper aims to provide an analysis of the most commonly used cloud

secret management solutions. The focus of the discussion will be on the

integration and usability of each solution. The following solutions will be

examined:

• Google Cloud Platform (GCP) Secret Manager

• Amazon Web Services (AWS) Secret Manager

• Azure Key Vault

• Alibaba Cloud Secret manager



Each of these solutions provides unique features and benefits, and it is

essential to understand their strengths and weaknesses when deciding

which solution to use. The analysis will cover several factors, including

access control mechanisms, SDK availability, security features, and cost-

effectiveness. By examining each solution in detail, this paper aims to

provide valuable insights to organizations seeking to secure their sensi-

tive data stored in the cloud.

3 Architecture

The architecture of Secret Managers is designed to provide a secure and

scalable way to store and manage secrets in the cloud. It usually allows

to store and manage sensitive information like API keys, passwords, and

certificates.

API: An API is the front-end interface that allows users to interact with

the secret management service. It provides a set of RESTful endpoints

for creating, reading, updating, and deleting secrets. This API is often

accessed through a command-line tool, SDK, or web-based interface.

Secret Storage: The secret storage component is where the secrets are

stored. It is responsible for encrypting and securely storing secrets at

rest. The secret storage system can be based on cloud storage including

Amazon S3 or Google Cloud Storage, or a dedicated key vault such as

Azure Key Vault.

Encryption: Encryption is used to secure the secrets that are stored

in the secret storage. The encryption keys can be managed either by the

secret management service or by an external key management system

like AWS KMS or Google Cloud KMS.

Access Control: Access control is used to manage who can access the

secrets stored in the secret management service. Fine-grained access con-

trol is typically provided through role-based access control (RBAC), which

is managed through an identity and access management (IAM) system.

Access control ensures that only authorized users or applications can ac-

cess the secrets.

Auditing: Auditing is an important component of a secret management

service. It provides a way to track who has accessed the secrets and when.

Audit logs can be stored in a log management system like Amazon Cloud-

Watch or Google Cloud Logging.



Cloud Secret Management Services

Component AWS Secret

Manager

GCP Secret

Manager

Azure Key

Vault

Alibaba

Cloud Secret

Manager

API Yes Yes Yes Yes

Secret

Storage

Google Cloud

Storage

Amazon S3 Dedicated

key vaults

Dedicated

key vaults

Encryption Google Cloud

KMS

AWS KMS built-in

encryption

built-in KMS

Access

Control

IAM roles

and policies

IAM roles

and policies

Resource

Access

Management

Resource

Access

Management

Auditing Google Cloud

Logging

Amazon

CloudWatch

built-in

auditing

built-in

auditing

Integration GCP AWS Azure Alibaba

Cloud

Table 1. Comparison of different architecture components

4 Analysis

In this section, we will examine various factors that may influence the

decision to choose a particular cloud secret management solution in a dis-

tributed multi-cloud environment. The selection of a cloud secret manager

is a crucial consideration for organizations that rely on cloud-based ser-

vices to store, access, and manage sensitive information. Several factors

may influence this decision, including the availability of Software Devel-

opment Kits (SDKs), ease of integration, access control mechanisms, ex-

tensibility, security features, and versioning. Therefore, it is essential

to explore these different aspects in detail to make an informed decision

when selecting a cloud secret management solution.

4.1 Access Control Mechanism

Variations in access control mechanisms among different cloud services

can significantly impact the selection of a cloud secret management so-

lution. For instance, when deciding which cloud secret manager to use,

it is essential to consider the level of ease of integration with a given

service. If a service has already integrated with AWS Secret Manager,



it would be easier to integrate it with GCP Secret Manager than with

Azure Key Vault since both GCP and AWS Secret Managers are based on

Identity and Access Management (IAM) policies [1][5]. Azure Key Vault

Resource Access Management (RAM) provides role-based access control

to Azure Key Vault resources, while AWS Secrets Manager IAM policies

provide a more general-purpose mechanism for controlling access to AWS

resources, including Secrets Manager. Alibaba Cloud also uses Resource

Access Management (RAM) to control access to secrets [3].

4.2 External Integration Methods

The selection of secret management solutions is influenced significantly

by factors such as the availability of Software Development Kits (SDKs)

for popular programming environments, as well as the level of commu-

nity and support. Typically, cloud providers offer access to API tools for

managing secrets and integrating them with user applications, although

certain situations may require additional support.

AWS Secrets Manager, Azure Key Vault, Google Cloud Secret Manager,

and Alibaba Cloud Secret Manager all offer integration with many ser-

vices from their own provider, as well as APIs and SDKs for integrating

with other cloud providers. Seamless integration can improve the effi-

ciency and security of secret management in a distributed multi-cloud en-

vironment. Therefore, evaluating the level and ease of integration is an

important consideration when selecting a secret management provider.

4.3 Rotation

AWS Secrets Manager automatically rotates secrets based on specific time

intervals or custom lambda functions. Azure Key Vault also provides au-

tomated key rotation, which can create a new key version at a specified

frequency [9]. Google Cloud Secret Manager supports both automatic and

manual rotation, as well as secret versioning. Alibaba Cloud Secret Man-

ager provides automatic rotation for secrets of specific types. as well as

custom scheduled rotation, which can be automated using Alibaba Cloud

Function Compute. [3].

All four services provide functionality for secret rotation and secret ver-

sioning. AWS and Google Cloud offer automatic rotation, while Azure and

Alibaba Cloud require manual rotation, which can be automated using

cloud functions.



4.4 Auditing

AWS Secrets Manager offers audit capabilities through API requests and

changes logging and supports granular access control using IAM policies.

Similarly, Azure Key Vault provides audit logs for secret-related opera-

tions and offers custom policies for access control [8]. Azure Key Vault in-

tegrates with Azure Active Directory to provide role-based access control

and multi-factor authentication. Google Cloud Secret Manager provides

audit logs for secret-related operations and supports custom IAM roles

and permissions. The Secret Manager supports VPC Service Controls

for network-level access control. Alibaba Cloud Secret Manager provides

auditing through its cloud audit system and custom roles and permis-

sions for access control. Secret Manager integrates with Alibaba Cloud

Resource Access Management for fine-grained permissions control.

Auditing and access control are important aspects when selecting a se-

cret management provider. It allows tracking and controlling access to

secrets to maintain sensitive data security and comply with regulatory

requirements.

4.5 Secret Versioning

AWS Secrets Manager automatically versions secrets and enables storing

and retrieving multiple versions through the AWS Command Line Inter-

face (CLI) or Software Development Kit (SDK). Azure Key Vault main-

tains a history of changes for auditing and allows users to create and

access secret versions via the Azure portal, CLI, or SDKs [7].

Google Cloud Secret Manager supports up to 10,000 versions per se-

cret, and users can list, get, or delete specific versions. Alibaba Cloud

Secret Manager allows for the creation and management of multiple se-

cret versions, with the option to specify version numbers during creation

or update.

Versioning secrets facilitates the tracking and management of changes

for auditing, and enables the retrieval of previous versions in case of acci-

dental modification or compromise.

4.6 Customization and extensibility

AWS Secrets Manager provides customization and extensibility through

custom Lambda functions and a flexible tagging system. Azure Key Vault



also offers similar customization and extensibility options through custom

policies and Azure Functions.

Google Cloud Secret Manager offers extensibility via Google Cloud Func-

tions and custom IAM roles and permissions. Alibaba Cloud Secret Man-

ager provides similar customization through Function Compute and a

flexible tagging system.

Overall, the level and flexibility of customization and extensibility is a

crucial considerations when evaluating secret management providers. It

determines the ability to adapt secret management to specific application

requirements and workflows.

5 Conclusion

In conclusion, secret management is a crucial aspect of cloud security, and

selecting a secret management provider requires careful consideration of

various factors. This review of four popular cloud secret management so-

lutions - AWS Secrets Manager, Azure Key Vault, Google Cloud Secret

Manager, and Alibaba Cloud Secret Manager - revealed that they all offer

similar core functionalities such as secure storage, access control, rota-

tion, auditing, and versioning.

The selection of a suitable secret management solution depends on var-

ious factors, including the cloud service utilized by the company or other

project components. However, certain infrastructure decisions related to

secrets management may also influence the choice of secret management

service. These decisions may include the type of application, the nature

of the secrets to be managed, and the level of access control required.

As such, it is crucial to carefully consider these factors when selecting a

secret management solution to ensure it aligns with the organization’s

needs and objectives.

However, there are significant differences in their features and capabil-

ities, such as the level of integration with different cloud services, ease of

customization, and automation of rotation. These differences should be

carefully evaluated based on the specific needs and requirements of the

cloud application being developed or managed.

Limitations and future directions for research include the need for more

comprehensive evaluations of other cloud secret management solutions

and the investigation of new technologies such as homomorphic encryp-

tion for securing secrets.



Practical implications and recommendations for cloud application de-

velopers and administrators include the importance of selecting a secret

management provider that integrates well with the cloud services used,

supports the required customization and automation, and provides robust

auditing and access control capabilities. It is also important to regularly

review and update secret management policies and practices to ensure

ongoing security and compliance.
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Abstract

Textual passwords have been a major weakness in many systems. Multi-

factor authentication one possible solution to this problem. However, the

adoption of MFA can come with significant emotional and time costs. Re-

ducing the cost of MFA is critical for increasing adoption and attitude to-

wards MFA. These costs can be reduced via proper risk communication

and better usability. Additionally, risk-based authentication can allow

users to spend less time authenticating, and thus lessen the cost of au-

thentication.
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1 Introduction

Authentication is everywhere nowadays. Many services depend on strong

authentication. For example, when accessing online banking services, the

bank must ensure that only the owner of the account has access to it. Tra-

ditionally authentication on the Internet has been achieved using textual

passwords. The main issue with textual passwords is that user-selected

passwords are easily guessable, but random password are not easily mem-



orisable. Thus, passwords have been a major weakness in authentication

systems since 1979 [17]. Therefore, stronger authentication has become

necessary. Multi-factor authentication (MFA) is a popular solution to this

problem [3].

The term MFA is used to describe an authentication process where the

user authenticates using at least two different factors. These factors can

be divided in to the following categories:

• Knowledge (something you know such as password)

• Possession (something you have such as device)

• Inherent (something you are such as biometrics)

Using MFA makes authentication more secure when compared to single-

factor authentication (SFA), since a compromised secret does not neces-

sarily compromise the whole account. However, many perceive MFA neg-

atively, and thus are not willing to adopt MFA [7]. Users frustrated with

MFA may find ways of working around MFA thus reducing security.

In addition to human factors, there are many technical issues related to

MFA implementations. Few notable weaknesses include insecure deliv-

ery of one-time passwords (OTP), insecure account recovery methods, and

synchronization attacks, which exploit the intertwinement of mobile and

desktop compute [13].

This paper reviews the challenges related to the security and usability

of MFA. Specifically: Section 2 introduces popular MFA methods. Section

3 describes challenges with usability and security of MFA. Section 4 dis-

cusses potential to enchance the security of MFA through better usability.

Finally, section 5 concludes the paper.

2 MFA Methods

There exists multiple different methods for multi-factor authentication.

Most of the commonly used methods have two factors for authentication,

knowledge and possession. This section presents a few popular types of

MFA.



2.1 Single-Factor

Not all solutions utilize different factors. They enhance security usually

by asking the user to provide multiple secrets. Thus the compromise of

one of the secrets would not lead directly to the compromise of the account.

A representative example of this would be a scheme, where the user pro-

vides username and password, and then provides a one-time password

(OTP) sent to them via email. In such case, the user is authenticated

twice based on knowledge.

There exists many issues with this type of MFA. Some examples of these

include predictable secrets, and reuse of secrets on multiple accounts.

These are not widely used as MFA.

2.2 Knowledge and possession

Knowledge and possession is possibly the most common combination of

factors for MFA. Often achieved through time-based one-time passwords

(TOTP). A common workflow might proceed as follows: First the user au-

thenticates using a password, then the system asks for a code from TOTP-

producing device, which can be a mobile phone or a dedicated TOTP-

device.

Another variant is based on (non time-based) one-time passwords (OTP).

These are often delivered via SMS messages, which makes them less se-

cure in comparison to TOTP-based schemes.

A third common implementation involves physical tokens (such as Yu-

bikey) instead of OTPs. Yubikey implements the FIDO Universal 2nd

Factor -protocol (U2F). U2F devices are cryptographic modules, which are

used to store a master key and calculate the response to the received chal-

lenge [1].

Some mobile phone applications (e.g. Microsoft Authenticator) support

authentication via push notifications. The user authenticates with a user-

name and password, after which their mobile device will receive a push

notification where they can accept or reject the authentication attempt.

The application may presents some information about the authentication

attempt, such as location, time, or IP-address.



2.3 Knowledge, possession, and inherent

Combining all three different types of factors is not common. This mostly

happens in situations, where security is of utmost importance, such as

online banking. However, using more than two factors is not required

even at the highest security level [10]. Typical authentication workflow

may proceed as following: first the user provides their credentials (knowl-

edge), then verifies their authentication request on their mobile phone

(possession) using a fingerprint reader (inherent).

Since smartphones are often used as a second factor and they often are

equipped with a fingerprint scanner and multitude of other sensors, bio-

metrics could be integrated into the authentication process as a third fac-

tor. This may already happen in practice: if a user has to unlock their

phone with a fingerprint to use it as a second factor, they practically have

a third factor. However, some authentication methods, such as push noti-

fications, may circumvent this by allowing the user to authenticate from

their lockscreen.

3 Challenges

MFA has been rising in popularity, but there still exists many difficul-

ties, especially in the adoption and use of MFA. This section provides an

overview into these challenges faced by MFA.

Many of the issues with MFA can be traced to usability and user percep-

tion, and thus can not be solved by only technical means. Generally, MFA

applications are not considered usable [7]. One possible explanation for

the low usability may be the myth that security and usability are mutu-

ally exclusive [16]. A contributing factor may be that the usability of MFA

solutions has not been an important factor for researchers, as less than

10% of research focusing on MFA has included any usability studies [8].

Another complicating factor is that users do not understand why MFA

is necessary and thus react negatively when forced to use MFA [7]. One

important concern raised by users is disaster recovery. How complicated

is the process of recovery? Is recovery even possible? These are important

questions, and the answers might be unclear. The recovery mechanisms

may even be unsafe, such as email link, which may further raise concerns.

Users are more likely to seek workarounds for MFA if it seems unneces-

sary [6]. They may, for example, avoid MFA by using a mobile application



that does not require MFA, even when the desktop application requires it.

Additionally, if an application requires MFA every time it is used, users

may try to avoid using the application. Less frequent use may cause prob-

lems, for example if employees read their work email less often.

Another challenge for widespread adoption and user acceptance may

be established routines [9]. As passwords have been used as the main

authentication method in practically all IT systems, users will likely be

very familiar with passwords and thus may prefer using them instead of

more secure options, such as MFA. Even though MFA results in enhanced

security, interruptions caused by MFA, especially during time sensitive

tasks, are taxing for users.

Users’ risk perception is often flawed. Many are confident that they can

protect themselves against phishing attacks, even though phishing has

become more frequent [6]. There is a disconnect between how users per-

ceive security of an authentication system and how secure the system is

in reality [14]. For example, many users consider fingerprints to be highly

secure, when in reality the fingerprint readers used in smartphones are

susceptible to mimicking attacks. Authentication processes with more

steps are considered more secure than those with less steps, even though

there might not be any difference in security.

In certain situations, combining MFA and password managers can in-

crease risks. Some password managers, such as Google Password Man-

ager, do not require any authentication to autofill passwords. Combining

this type of password manager with an MFA application that does not

require authentication, such as Google Authenticator, on the same de-

vice negates some of the benefits of MFA. Since the secret is saved on the

same device that is used as a second factor, the user is authenticated twice

based on posession of the same device, thus weakening the security.

However, not every challenge poses a direct security risk. Excessive se-

curity policies may end up wearing out members of an organization [12].

This will inevitably lead to productivity losses. In addition, the excessive

security policies might even end up driving people away from the organi-

zation.

4 Possible solutions

This section presents some potential solutions for the challenges described

in Section 3. The main focus will be on enhancing security through better



usability, but some new technologies will also be presented as potential

solutions.

Proper risk communication is an effective strategy for increasing MFA

adoption and improving users’ security behavior [11]. The common factor

with many of the challenges is a mismatch between what level of secu-

rity the users think is necessary and what the authentication methods

provide. Risk communication may allow users to realise the risks of not

using MFA, and thus increasing the likelyhood of them adopting MFA.

Additionally, if users perceive MFA as a valuable tool that helps keep

them safe, they are less likely to experience negative emotions, such as

frustration, when using MFA [5].

Dividing user accounts into privileged and non-privileged accounts, and

mandating MFA only on the privileged account could make MFA feel more

justified [6]. The division would allow the users to use MFA only when

enhanced security is necessary, which would reduce the emotional cost of

mandatory MFA. Alternatively, the use of MFA could be made somewhat

less frequent by applying risk-based authentication (RBA).

RBA can improve the usability without compromising security [18]. In

RBA, a risk level will be calculated for each authentication attempt, and

the user will only need to authenticate in accordance to this risk level.

For example, when accessing company email on their on premises work-

station, providing single factor (e.g. password) would suffice, but when

accessing the same email on their personal laptop from airport, provid-

ing more factors would be necessary (e.g. password + TOTP). Since the

additional factors are required less often, RBA reduces both the time and

emotional cost of authentication without significantly compromising se-

curity. NIST recommends the use of RBA for services, where return visits

are common [10].

Addressing user concerns is a valuable tool both in enhancing the secu-

rity and usability of the system. Especially disaster recovery is important

for users. However, the recovery process must be secure, since otherwise

the improved security of MFA can be circumvented via the recovery pro-

cess.

Since having a secure backup of possession factor is difficult, users should

be allowed and encouraged to have multiple authenticators of the same

factor. For example, a TOTP-device for daily use and a U2F-token as a

backup.

Another effective option for improving the security of MFA would be to



improve the usability of MFA. At the moment many potential users of

many different MFA solutions perceive MFA as too difficult and inconve-

nient to use. The situation can probably be improved through better risk

communication, but the potential in improving usability should not be

overlooked. One of the most important steps in aiding adoption of MFA

would be better instructions during user enrolment. Unclear and out-

dated instructions during setup cause issues even for experienced users

[5]. Older adults are especially vulnerable, since they have less experi-

ence in use of information technology and thus have even more trouble

with unclear instructions [4].

Additionally, benefits of educating users about their MFA solution, es-

pecially concerning the potential weaknesses of the solution, should not

be overlooked. User education is especially important in cases, where a

single misclick from user may cause a security breach, as is the case with

so called "MFA fatigue"-attacks [2].

New authentication methods have been proposed to improve both us-

ability and security. One interesting option is Human-computable OTP

[15]. The method would allow users to compute their OTP on their own,

based on a visual pattern on a grid, thus eliminating the need for addi-

tional devices. However, even though an experienced user can authenti-

cate themselves in 15 seconds, the process is more complicated than pass-

word based authentication, and thus faces many of the same challenges

as MFA. Additionally, learning to use the protocol and memorize the se-

cret image takes 30-45 minutes of repeated practice, which is significantly

more than just inventing a new password or using password manager.

5 Conclusion

This paper has reviewed challenges related to the security and usabil-

ity of multi-factor authentication and presented potential solutions to the

challenges presented in this paper, with a focus on usability and user ed-

ucation.

Many of these challenges rise from poor usability. Thus, to enhance

security, usability must be taken into consideration.

However, possibly more effective option would be addressing users’ flawed

risk perception. Thus, the potential of proper risk communication should

not be underestimated. For example, proper risk communication can help

users understand why MFA is necessary, which in turn reduces the emo-



tional cost of using MFA.

An interesting topic for further research would be the effects of multi-

factor authentication policies in organizations. Since many organisations

enforce mandatory MFA, finding out what steps have been taken to re-

duce the cost of MFA. Another interesting topic might be the viability of

deploying human-computable OTP proposed by Matelski [15] on an or-

ganisational scale.
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Abstract

This paper provides an overview of the current state of gaze interactions

in virtual characters in Virtual Reality (VR) video games. Gaze behavior

is fundamental for human communication, and its integration in virtual

characters can create a sense of interaction and presence between the user

and the character. Despite this potential, the use of gaze interactions in

VR games is still limited. This paper examines different techniques pro-

posed by researchers and game developers for modeling gaze behavior and

explores how these interactions affect player experience. Additionally, it

highlights opportunities and challenges in this field, and discusses im-

mersive VR games using gaze in virtual characters in experimental and

commercial environments.
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1 Introduction

Gaze behavior is a fundamental aspect of human communication and in-

teraction, which allows them to interpret emotions and understand inten-

tions [1]. Although this behavior is not natural for virtual characters, it

can be modeled to create a sense of interaction and presence between the



user and the character. Despite this potential, the integration of gaze be-

havior in Virtual Reality (VR) games is still limited, resulting in a missed

opportunity to bring a higher level of realism and depth to player interac-

tions with Non-Player Characters (NPCs).

Researchers and game developers have proposed different techniques

for modeling gaze behavior [2, 3, 4], and have explored new game me-

chanics and interaction methods based on gaze [5, 6]. Although many

non-immersive games have effectively incorporated these gaze interac-

tions, they are yet to be widely adopted in commercial VR games.

This literature review provides an overview of the current state of gaze

interactions implemented in virtual characters in Virtual Reality (VR)

video games. The review also explores how these interactions affect player

experience and highlight opportunities and challenges in this field.

The paper is organized as follows. Section 2 presents the difference

between Avatars and NPCs as Virtual Characters, and how they inter-

act with the player. Section 3 describes current gaze interactions imple-

mented in virtual characters. Section 4 outlines the impact of virtual

characters gaze on player engagement and immersion in games. Section

5 shows immersive VR games using gaze in virtual characters in both ex-

perimental and commercial environments. Finally, Section 6 gives some

insights on the opportunities for game development.

2 Virtual characters in video games

Virtual characters are digital entities that share features with real living

beings, such as humans or animals [7]. However, they are not necessarily

represented as their living counterparts.

These characters are often found in various forms of entertainment,

such as animated movies or video games. In the context of video games,

these characters serve as both player avatars and interactive entities

within the game world (NPCs).

Avatars: According to Nowak [8], an avatar is a virtual representation of

the person using it. In the context of video games, avatars are often

customizable and can reflect the personality, preferences, or style of

the user. An avatar can also allow players to express themselves

through body language and other visual cues [9].

This paper does not explore gaze interactions between avatars be-

cause the player does not usually interact with them but through



them.

Non-Player Characters: A Non-Player Character (NPC) is a computer-

controlled character in a video game. NPCs serve as interactive en-

tities within the game world, they often help the player to reach cer-

tain goals, fight for them, and, sometimes, they are the main focus

of the story line [10].

In the following parts of this paper, the terms NPC and virtual char-

acter will be used interchangeably.

2.1 Interactions between Virtual Characters and Players

In recent years, Virtual Reality (VR) games have become increasingly

popular due to the introduction of more accessible VR headsets in the

end-user market [11]. These games offer immersive experiences that al-

low players to fully engage with virtual characters in a simulated envi-

ronment. Such interactions play a crucial role in enhancing the overall

experience of the game [12].

Examples of interactions between players and NPCs in games include

both verbal and non-verbal communication. Verbal interactions include

conversations using speech or text prompts, while non-verbal interactions

include body movements, gestures and facial expressions [13].

In the same way that eye expressions within these interactions support

human to human communication [13], gaze behavior is relevant for social

interaction between virtual characters and players to increase the feeling

of immersion and presence [12].

3 Gaze interactions implemented in VR games

Virtual reality games offer great potential for creating more immersive

and engaging experiences by incorporating realistic gaze interactions be-

tween players and NPCs. These interactions can include various behav-

iors, such as eye contact, gaze as cues, and gaze aversion. Although such

interactions are not yet fully implemented in VR games, the future looks

promising for their inclusion.

3.1 Eye contact

In video games, eye contact refers to the virtual eyes of a NPC meeting

and following the gaze of the player. This behavior creates a sense of



connection and engagement between the user and the virtual character,

as it mimics the way humans make eye contact during social interactions

[1].

Rooney et al. [14] conducted an experiment where users interacted with

two virtual characters, one that made eye contact with them and one that

did not engage with them. Results showed that users felt a stronger con-

nection with the NPC that maintained eye contact and could identify its

mental state more accurately. Similarly, other studies [15, 16] have shown

that eye contact between the user and NPCs improves communication and

creates a more natural social experience.

It has been shown that eye contact interactions between players and

NPCs can significantly increase trust in virtual characters, and NPCs

that cannot maintain eye contact with the player may be perceived as

less trustworthy or engaged [17]. However, prolonged eye contact can cre-

ate discomfort in social interactions. Similarly, in video games, excessive

staring by virtual characters may be viewed as invasive or disrespectful,

leading to a negative player experience [12].

3.2 Cues

Gaze can provide important non-verbal cues to others, such as an inviting

look or rolling one’s eyes, and plays a significant role in directing spatial

attention during social interactions [1, 13].

In NPCs, gaze can be animated to achieve a more engaging and inter-

active experience. For example, Dong et al. [3] conducted different ex-

periments where virtual characters showed stress and fear through eye

animation. Users identified the scared character more accurately when

the NPC displayed gaze, blinks, and pupil animations, while changes in

pupil size alone were less effective.

In another study, Martinez et al. [18] used virtual characters with ani-

mated head movements and gaze to point at targets on a screen. The re-

sults indicated that gaze cues helped users to identify the target pointed

by the NPC faster. Similarly, Kulms and Kopp [19] asked users to perform

tasks while NPCs helped them focus on the correct task using social cues,

such as facial expressions and gaze. All users indicated that gaze was the

only cue they monitored.

These findings suggest that gaze cues can enhance the user experience

and improve task performance in virtual environments.



3.3 Saccades

Saccades refer to the rapid eye movements that shift the gaze towards a

new target. They are important for face-to-face communication as they

enable individuals to focus their attention on different parts of the face,

such as the eyes, mouth, or gestures, to extract important social cues,

emotions, and intentions [1].

In the context of NPC interactions, researchers found that the direction

and frequency of saccades can indicate the level of trust and engagement

between the virtual character and the player. Players trusted more NPCs

with neutral to happy face expressions, while there was no significant

difference in trustworthiness when the NPCs had a neutral to grumpy

expression [17].

Other studies have shown the potential of saccades in creating expres-

sive virtual characters. Lance and Marsella [20] developed an algorithm

that combined head orientation and vestibulo-ocular reflexes to replicate

natural-looking saccades, enabling them to simulate gaze shifts of an ac-

tor displaying various emotions. Similarly, Queiroz et al. [21] aimed to

replicate human behaviors, such as concentration and discomfort, by cre-

ating a virtual character that included saccades with different frequen-

cies. The study revealed that users consistently identified animations

with distinct eye behaviors as the most expressive, highlighting the im-

portance of eye movements in conveying general expressiveness.

3.4 Gaze Aversion

Gaze aversion, the act of avoiding eye contact, can convey multiple mean-

ings in different contexts. It can indicate the processing of information,

considering a response, or even signs of aggression, disinterest, or dishon-

esty.

Studies have shown that in virtual conversations with NPCs, intermit-

tent gaze aversion can make users feel heard, engaged, and reflective,

leading to more positive and longer interactions [6, 22]. Gaze aversion can

also regulate the flow of conversation by signaling the end of a sentence

or a pause, which encourages users to wait for the NPC to finish speaking

[6]. Additionally, gaze aversion in NPCs can provide cues to players to

avoid interaction, which can be useful in distinguishing between charac-

ters that participate in the game and those that do not [23, 12]. Finally,

gaze aversion combined with the appearance of the virtual character can



also transmit feelings of submission, which has been used in some game

designs to appeal to a male audience [24].

Understanding the diverse interpretations of gaze aversion can influ-

ence its effective utilization in virtual conversations with NPCs and its

potential effect on the gaming experience.

4 Impact of virtual characters gaze on player experience

This section discusses a few ideas about the impact of virtual character

gaze on player experience in terms of engagement and immersion.

4.1 Engagement

One of the main benefits of virtual character gaze is that it can enhance

player engagement. By using gaze cues [3, 18, 19], NPCs can create a

sense of connection and interaction between the player and the character.

This can facilitate social presence and increase emotional attachment to

the character, making the player feel more immersed in the game world.

4.2 Immersion

Virtual character gaze can improve player immersion by providing a more

natural and realistic interaction [17, 20, 21]. Gaze behavior can help play-

ers understand the intentions and emotions of virtual characters, which

in turn enhances the sense of presence. Realistic eye movements and gaze

behaviors can also reduce the effect where virtual characters appear too

artificial or unsettling, thus improving the overall immersion of the game.

5 VR video games using gaze interactions

Gaze interactions can be useful in many types of games. However, genres

such as action, adventure, role-playing, and first-person shooter games

prioritize character development and storytelling, making gaze interac-

tions more relevant. These genres aim to create immersive worlds, and

gaze interactions can make virtual characters appear more alive, allow-

ing players to form deeper connections with them. Games that emphasize

player choice and interactions with NPCs are more likely to include gaze

interactions to facilitate natural interactions.

Currently, there are few VR games available in the market that focus

on gaze interactions, or if they do, players may not have noticed such ani-



mations. Furthermore, independent game developers who play VR games

have developed mods (according to Scacchi, ’mods are extensions to exist-

ing game software systems’ [25]) to change the way eyes were originally

animated, giving them richer color and definition, thus impacting on the

perception of gaze.

5.1 Experimental games

This paper examined several experimental games that explore the use of

gaze interactions in virtual environments.

One of the games studied was created by Carroll [26], who developed a

virtual world where gaze behavior was used to determine whether players

and NPCs would engage in a social interaction. While the project provides

detailed information to replicate such a world, it could be enhanced by

adding a story line.

Dobre et al. [10] collaborated with two game companies to develop an

immersive game environment that collected data for a machine learning

model. This model studied social interactions between players and non-

player characters exhibiting different emotions. The findings of this model

can be applied to create characters that realistically exhibit emotions, im-

proving the overall gaming experience.

Coffee without Words [14], another game studied in this paper, is a VR

experience that challenges players to interact with a NPC in a cafe us-

ing only their gaze. Players are given a short story and must identify the

emotions conveyed by the gaze of the virtual character at the end of the

interaction. This innovative use of gaze interactions enhances the immer-

sive experience and creates a more engaging game play.

Although not a game, it is essential to mention the experiment by Fox

and Bailenson [24] to consider the ethical use of gaze animation in games.

They developed an immersive environment where users interacted with

female virtual characters that had gaze animations and stereotypical ap-

pearances representing vamps and virgins. Among their findings, users

showed greater acceptance of rape myths when the characters looked

more provocatively and maintained eye contact.

Overall, these implementations demonstrate the potential of gaze in-

teractions to enhance social interactions and emotional experiences in

games, while also highlighting the need for ethical considerations in their

use.



5.2 Commercial games

After an informal consultation to players of VR games, it was discovered

that only few commercial games utilize gaze animation effectively.

Figure 1. Improved eyes Skyrim enables users to modify the aspect of the eyes of NPCs
in the game. The figure shows the difference in the animation of Dawnguards
when using the mod.

In The Elder Scrolls V: Skyrim VR, the use of mods such as Pandorable’s

NPC or Improved Eyes Skyrim (see Fig. 1) is a popular practice among

players to improve the appearance and eye animations of virtual charac-

ters, making social interactions more realistic and engaging. The eye con-

tact feature is particularly interesting, as it makes players feel heard and

acknowledged by the NPCs. Similarly, in Lone Echo, the implementation

of gaze behavior in the eyes of the captain, Olivia Rhodes, creates a nat-

ural and realistic look (see Fig. 2), allowing players to interpret emotions

and intentions more accurately. This feature augments the immersion

and engagement of the story and the game world according to the users.

Figure 2. Eyes of Captain Olivia Rhodes. Users mention that her eyes help to create a
stronger connection with her.

Hellblade: Senua’s Sacrifice VR, is a game that covers psychosis, the

gaze interactions with Senua feel realistic because the creators of the

game worked with neuroscientists and people who also experienced it.

This attention to detail amplifies the authenticity and empathy of the

narrative (see Fig. 3). In contrast, in Trover Saves The Universe, the non-

realistic animation of eyes in NPCs, such as blinks, eye contact, saccades,

and the absence of eyes, increases the humor and absurdity of the game

(see Fig. 4), showing that animation does not need to be accurate, but well

thought and implemented.

Overall, the use of gaze interactions in these games shows how this fea-



(a) Senua eye contact. (b) Senua gaze aversion.

Figure 3. Animations of the eyes of Senua. Users believe that they often express sadness
and fear.

(a) Trevor (left) and Glorkon (right). (b) Eyed-flowers to jump.

Figure 4. Animations found in Trevor Saves The Universe. In (b) Trevor can jump over
the flowers and they blink to show they are hurt by said action.

ture can enhance immersion, engagement, and storytelling in virtual en-

vironments. The attention to detail in the animation of eyes, and the use

of eye contact, saccades, and other gaze behaviors, can make virtual char-

acters more realistic and relatable to players. The examples provided in

these games demonstrate the potential of gaze interactions in creating

more compelling and meaningful virtual experiences.

6 Discussion for future game implementations

As previously discussed, incorporating gaze animation in NPCs is crucial

to creating immersive and captivating experiences in VR games. By im-

plementing realistic gaze interactions between players and virtual char-

acters, game developers can enhance game play and make it more con-

vincing and engaging. However, it is essential to balance eye contact and

gaze aversion to ensure NPC interactions are both realistic and engag-

ing, while avoiding any discomfort or unease for the player. By modeling

accurate gaze of NPC characters, game developers can create a sense of

engagement and presence, allowing players to perceive the characters as

real and responsive.

For example, gaze behavior can be used to convey non-verbal cues, such

as interest, attention, boredom, distraction, or disinterest, making it an

essential aspect of the game’s narrative and story line. NPCs with dis-

tinctive gaze behaviors may communicate certain emotions or traits that

align with their character arc or role in the story of the game, providing



clues or information to the player and leading to new game play opportu-

nities and discoveries.

Additionally, it is crucial to consider the ethical implications of creating

social presence in virtual characters, particularly as NPCs become more

human-like in behavior and expression. Players may develop emotional

attachments to NPCs, leading to ethical concerns regarding controversial

themes, such as violence, sexuality, and social interactions.

Finally, a well-executed gaze animation system can improve the sense

of immersion, making the game world feel more realistic and interac-

tive. Unfortunately, this important aspect is often overlooked in most

VR games available in the market. In fact, many NPCs in these games

wear sunglasses, masks or eye patches, which greatly reduces the poten-

tial for meaningful interaction between virtual characters and players.

Therefore, it is vital for developers to consider gaze animation as a funda-

mental aspect of creating immersive and engaging VR games, with careful

consideration and implementation.

7 Conclusion

Gaze interactions are a crucial component of creating immersive and en-

gaging VR experiences. However, there is a lack of implementation in

many games currently available in the market. Realistic gaze behavior in

virtual characters can significantly enhance the game play, narrative, and

story line, providing players with a sense of engagement and presence.

Non-verbal cues, such as interest, attention, boredom, or distraction, can

convey emotions and traits that align with the character arc or role in the

game, leading to new game play opportunities and discoveries.

By incorporating a well-executed gaze animation system, developers can

improve the sense of immersion, making the game world feel more real-

istic and interactive. However, ethical implications must be considered

when creating social presence in virtual characters to avoid discomfort or

unease for the player.

As the VR gaming industry continues to evolve, it is crucial for devel-

opers to prioritize gaze interactions as a fundamental aspect of creating

immersive and engaging experiences. By doing so, players can enjoy a

more captivating and enjoyable experience in the virtual world.
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Abstract

OpenID Connect is a widely adopted single-sign-on protocol. Researchers

have conducted many analyses on the security of the protocol. This pa-

per reviews related literature and summarizes critical security vulnerabil-

ities, mitigation approaches and diagnostic tools for OpenID Connect. The

findings indicate that most vulnerabilities arise from the unlinkability be-

tween multiple protocol phases and depend on several classical attacks.

Both roles involved in the protocol should take measures to mitigate se-

curity vulnerabilities. This review provides a high-level perspective of the

security of OpenID Connect and will help developers build secure applica-

tions.
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1 Introduction

In recent years, the use of modern web applications has become increas-

ingly popular. However, it is a challenging task for users to manage a

large number of application accounts. Therefore, researchers have pro-

posed Single Sign-On (SSO) protocol, where users delegate authentication



on the Relying Parties (RP) to other Identity Providers (IdP) [1]. OpenID

Connect, developed by Google, is one of the most widely-adopted SSO pro-

tocols. Its use cases include web, cloud, mobile devices and IoT [2, 3].

OpenID Connect is based on the OAuth 2.0 protocol [4, 5], which provides

a secure way for users to grant access to their resources to third-party

applications without sharing their credentials directly.

Although OpenID Connect helps users manage their application accounts,

it suffers from potential security and privacy vulnerabilities. Based on

the reviewed analyses, many relying parties suffer from at least one secu-

rity vulnerability in their OpenID Connect implementations. Therefore,

it is crucial to have an overview of the different types of security vulnera-

bilities of OpenID Connect, the recommended mitigation approaches and

diagnostic tools.

This paper reviews the latest security analyses of OpenID Connect, in-

cluding security vulnerabilities, mitigation approaches and diagnostic tools.

The rest of the paper is organized as follows. Section 2 explains OpenID

Connect fundamentals. Section 3 summarizes the security vulnerabili-

ties, related mitigation approaches and diagnostic tools for OpenID Con-

nect. Section 4 provides findings related to the reviewed security analyses

of OpenID Connect. Finally, Section 5 concludes this paper.

2 OpenID Connect

2.1 Overview

OpenID Connect enables users to log into the relying party by authenti-

cating themselves at the identity provider [5]. The overall processes can

be divided into three phases [6]. At the discovery phase, the RP connects

to the correct IdP and retrieves necessary information for authentication.

At the registration phase, the RP registers at the IdP and obtains its client

identifier. At the login phase, the user authenticates at the IdP. The IdP

then returns the ID token and access token to the RP. The ID token is

the proof of the user’s authentication at the IdP, with which the RP can

confirm the identity of the user [5]. The access token proves that the

user has authorized the RP to access the protected resources at the IdP

[5].



2.2 Protocol Flow

The protocol flow of OpenID Connect is the interaction between the end

user (browser), relying party and identity provider. The protocol specifies

three modes: authorization code mode, hybrid mode and implicit mode.

Most RPs adopted the authorization code mode. Next, we briefly summa-

rizes the basics of these three modes.

Authorization code mode. In this mode, after the user’s authentica-

tion, the RP will receive an authorization code from the IdP [5]. Then,

the RP redeems the id_token and access_token by presenting the received

code at the IdP. The following is a detailed step-by-step protocol flow of

OpenID Connect in authorization code mode [6]. The flow is also shown

in Figure 1.

1. The user enters the RP login page to initiate an SSO request by

submitting the email.

2. The RP requests the email domain server and determines the correct

IdP for later connection based on the WebFinger mechanism [7].

3. The RP receives the discovery endpoint of the IdP.

4. The RP retrieves all necessary OIDC configurations from the IdP.

5. The IdP responds with configurations including the issuer (the is-

suer identifier of the IdP), jwksURI (JSON Web Key Set URI [8]),

regEP (registration endpoint), authEP (authentication endpoint), to-

kenEP (token endpoint) and userinfoEP (user information endpoint).

6. The RP retrieves the public key from the IdP by accessing jwksURI

in case the RP does not have one.

7. The IdP responds with its public key, which is used later by the RP

to validate signatures from the IdP.

8. The RP provides its redirect URIs and registers itself at the IdP

through regEP.

9. The IdP responds with the client_id of the RP and possibly a client_secret.

10. The RP sends back to the browser the authEP, a randomly-generated

state value, redirect URI of the RP, client_id/client_secret and possi-

bly a nonce.

11. The browser is redirected to the authEP with all the parameters in

step 10.

12. The browser displays the login page of the IdP.



Figure 1. Protocol flow of OpenID connect (authorization code mode) [5, 6]

13. The user submits valid credentials to the IdP for authentication.

14. The IdP sends back the generated authorization code, the issuer

identifier and the state value, which the RP sends in step 11.

15. The RP received the authorization code, the issuer identifier and

the state value. If the state value and issuer identifier match the

previous steps, the received code is trustworthy.

16. The RP redeems tokens at the IdP by presenting the authorization

code and the client_id/client_secret to the tokenEP.

17. The IdP issues the id_token and access_token.

18. After the verification of tokens by using the public key, the RP of-



ficially confirms the user’s identity. The RP can later show the ac-

cess_token at userinfoEP to obtain the user’s protected resources at

the IdP.

Hybrid mode. The IdP issues the authorization code and either the

id_token and access_token. Then, the RP extracts them from the URL

fragment and uses the code to request the other token [5].

Implicit mode. The IdP directly issues the id_token and access_token.

These values are appended as the URL fragment, and the RP uses JavaScript

to extract them and then send them to the RP [5].

3 Security Analysis

Fett et al. [6] first formally analyze OpenID Connect and proves the secu-

rity properties of OpenID Connect, including authentication, authoriza-

tion and session integrity. However, OpenID Connect still suffers from a

large number of security vulnerabilities when it is deployed to real-world

production. This section illustrates some critical vulnerabilities in the

analysis, the related mitigation approaches and diagnostic tools. Fortu-

nately, all of those vulnerabilities are reported and fixed.

3.1 Threat Models

Security analyses of OpenID Connect implementations are based on threat

models, where attackers have different capabilities to perform malicious

actions. The web attacker model [9, 10] is mostly used in the analyses. In

this model, a web attacker is capable of sending arbitrary HTTP requests

to any public web applications and receiving responses. Furthermore, the

attack can post malicious links or contents on the public web application,

which trick victims into opening a malicious Uniform Resource Identifier

(URI) [10]. In some analyses, a passive network attacker is also consid-

ered, who is able to intercept unencrypted network data [9].

Dolev-Yao model [11] is a widely adopted formal model, which is used

to prove the properties of protocols. Based on the Dolev-Yao model, Fett

et al.’s [12] propose FKS web model, which defines a general communica-

tion model for web systems, to formally analyze the security of OpenID

Connect [6].



3.2 Malicious Endpoints Attacks

The malicious endpoints attacks take advantage of second-order vulner-

abilities in OpenID Connect [10], where the attacker places the attack

vectors in the discovery phase and executes the attack in later phases.

Based on the goals of the attacks, Mainka et al. classifies them into four

types [10]:

(1) IdP Mix-Up Attack. Fett et al.’s [6, 13] analysis first reports this

attack. The user is tricked to initial the SSO request to the attacker’s

malicious IdP (possibly by Client Side Request Forgery, CSRF). Then, the

attacker makes the regEP and tokenEP (token endpoint) point to the ma-

licious IdP but keeps the authEP pointing to the honest IdP (step 5). As

a result, the user authenticates at the honest IdP, but the RP redeems

tokens at the malicious IdP, leading to authorization code leakage.

(2) Server Side Request Forgery (SSRF). In this case, the attacker can

intentionally set some endpoints (step 5) to point to other service end-

points of the client. Later, the client may call those endpoints, leading to

unexpected consequences.

(3) Code Injection Attack. Like the IdP mix-up attack, when the user

redeems tokens at the malicious IdP, the attacker injects malicious code

into the messages, which may be stored in the application and cause per-

sistent XSS (Cross Site Scripting) attacks.

(4) Denial-of-Service (DoS) Attack. Similar to SSRF, some endpoints

are modified to point to large data files, which leads to the client wasting

network and memory resources.

An effective way to mitigate Idp mix-up attack is to add the IdP issuer

identifier to the response in step 15, which allows the RP to check whether

the code received in step 15 is from the expected IdP [6]. This binds the

discovery phase and authentication phase together [10]. Mainka et al.

proposed two other mitigation approaches, including the whitelist verifi-

cation of IdPs in the discovery phase, and the binding of the authEP and

tokenEP [10].

To mitigate the SSRF and Code injection attacks, the client should care-

fully check and escape the received endpoints and messages. To protect

against the DoS attack, Mainka et al. suggests that the client check the

Content-Length HTTP header before accessing any endpoints [10].



3.3 Session Swapping Attack

The session swapping attack [9, 6] is a type of CSRF attack that happens

because the RP developers forget to generate a state value in step 10 or

check the returned state value in step 15. To start the attack, the attacker

logs into the RP following the normal protocol flow until step 14. The

attacker intercepts the redirect link containing its own authorization code

and constructs a CSRF attack using that link. As a result, after a click the

link (step 15), the user logs into the RP using the attacker’s identity, which

may cause private data leakage. According to Li et al.’s assessment [9],

24 of the 33 surveyed RP clients are vulnerable to the session swapping

attack.

Li et al. [9] suggests that the RP should generate a state value in step

10 and check whether the returned state value in step 15 matches with

the one in step 10. Since many RP developers in the real world often ig-

nore the state parameter, they propose a new way to mitigate such CSRF

attacks. The RP needs to ensure the Referer Header of the response con-

tains the domain of either the IdP or RP before redeeming tokens [14, 15].

However, even if the state value is appropriately used, it can be stolen

by extracting the HTTP Referer Header in a CSRF or XSS attack [6, 13],

which still leads to the session swapping attack. Fett et al. [6] suggested

suppressing the Referer Header by applying referer policies and letting

the state value expire right after usage.

3.4 Naïve RP Session Integrity Attack

The naïve RP session integrity attack [6] happen because the specification

does not instruct developers to avoid using naïve user intention tracking,

where the tokenEP is directly appended to the redirect URI in step 10. In

that case, the attacker may make the tokenEP point to another IdP and

replace the authorization code with the attacker’s code issued from that

IdP. As a result, the user logs into the attacker’s account at the RP. The

RP should use explicit user intention tracking to avoid this attack, where

the tokenEP is stored within the session data on RP servers.

3.5 307 Redirect Attack

HTTP status codes 303 and 307 can both be used for temporary redirec-

tion after authentication. However, 303 always redirects using a GET



request, while 307 preserves the original HTTP request method. In the

latter case, the browser will resend the HTTP POST request containing

credentials from the previous request to the RP, which is vulnerable to

impersonation. Fett et al. [6, 13] advised developers to use a 303 status

code for redirection since the specification does not mention it.

3.6 Automatic Authorization Granting Attack

Google’s "automatic authorization granting" feature will automatically re-

spond with tokens to the RP if the user has already been authenticated to

Google and granted permission for the RP [9]. The malicious script may

send an authorization request to Google by an XSS attack. As a result,

the access_token is extracted and sent to the attacker’s server. Li et al.’s

[9] assessment shows that all the RPs investigated are vulnerable to such

attack.

3.7 Wrong Implementation

Some RP developers misunderstand the OpenID Connect specification [9].

For example, 6 of the 33 RPs are suspicious of authenticating users only

by Google ID instead of the redeemed id_token [9]. Thus, the attacker may

impersonate the user if the user’s Google ID is leaked. 15 out of the 19 RPs

authenticate users by access_token [9], which may lead to other RPs im-

personating users by submitting the same access_token. Some RP clients

even connect to the IdP without SSL protection. Li et al. [9] suggest that

all RP developers understand and strictly follow the specification before

implementation.

3.8 Security Diagnostic Tools

In the real world, it is impossible to expect each developer to fully under-

stand and strictly follow the specification without making any mistakes.

Thus, many security diagnostic tools are designed to detect vulnerabilities

automatically, warn users and fix potential issues. This section explains

some newly-designed security diagnostic tools.

PrOfESSOS. PrOfESSOS is a simple tool for automatic analysis of

OpenID Connect implementations. It can detect, and evaluate both single-

phase and cross-phase attacks [1].

OAuthGuard. OAuthGuard is a Javascript Chrome browser extension,

capable of automatically monitoring HTTP requests, identifying potential



vulnerabilities and performing appropriate mitigation approaches [16].

OAuthGuard supports detecting five classes of OpenID Connect security

vulnerabilities, including CSRF attacks, impersonation attacks, autho-

rization flow misuse, unsafe token transfers and privacy leaks. According

to the experiment [16], OAuthGuard successfully revealed that half of the

137 RPs had at least one security vulnerability.

4 Discussion

This section provides some thought-provoking findings based on the re-

view of security analyses, which might enlighten OpenID Connect devel-

opers.

(1) Most vulnerabilities arise from the unlinkability between phases.

Most attacks take advantage of the unlinkability between two or more

phases. For example, in malicious endpoints attacks [10], the RP does

not know whether the endpoints received in the discovery phase are re-

liable. In session swapping attacks [9, 6] and naïve RP session integrity

attacks [6], the RP fails to redeem tokens at the IdP where the user au-

thentication happens. All the mitigation approaches add additional pa-

rameters, such as the issuer identifier and the state value, to link differ-

ent phases together. Mainka et al.’s [1] analyses shows similar results.

The lack of binding between multiple phases causes cross-phase attacks,

which are difficult to detect. On the contrary, single-phase attacks, such

as the wrong recipient attack, replay attack and signature bypass attack

[1], are well-researched. If RP developers follow the specification, these

attacks can be avoided.

(2) Most attacks rely on other classical attacks. Nearly all the attacks

reviewed in this paper depend on a CSRF or XSS attack, which leads

to the user sending unauthorized requests or leaking essential values.

Developers should keep paying attention to these well-studied classical

attacks and adopting appropriate mitigation approaches.

(3) Both RPs and IdPs should take responsibility. Most attacks are

caused by RP developers failing to follow the security guidelines in the

specification [5]. Developers either misunderstand how to implement the

OpenID Connect service or sacrifice security for easy implementation.

However, IdPs should also be responsible for these attacks. For exam-

ple, according to an analysis [9], Google did not return the state value

in step 14, and the sample code did not instruct developers to verify the



state value. In addition, the "automatic authorization granting" feature

also brings potential vulnerabilities. All in all, both RPs and IdPs need to

collaborate to build more web applications.

5 Conclusions

This paper reviews common attacks against OpenID Connect, methods,

and tools to mitigate and detect those attacks. The review finds that

the loose bindings between multiple protocol phases may be the primary

reason for most security vulnerabilities. Some classical attacks are the

foundation of most OpenID Connect attacks. In the future, it is highly

recommended that RP developers should understand and follow the spec-

ification before implementation. After that, developers can utilize appro-

priate security diagnostic tools to detect potential vulnerabilities in their

implementation. In addition to RPs, IdPs should improve their OpenID

Connect service documentation and actively fix reported security vulner-

abilities.
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1 Introduction

In recent years, interest in machine learning is rapidly growing both in

industry and academia. Machine learning is extensively used in predic-

tion and complex decision-making processes due to the ability to analyze

and learn from huge data sets. Among applications that benefit from us-

ing machine learning algorithms, there are critical applications such as

self-driving cars and malware detection.

However, security concerns have been raised due to the potential for ma-

chine learning algorithms to be exploited in adversarial settings, leading

to misclassification [4, 6, 11, 14, 15]. This type of behavior is known as

Adversarial Attack.

To address these issues some studies proposed defense strategies, some

examples of which are Adversarial Training and Gradient Hiding. [5].

Although, some protection mechanisms were proved to be insufficient by

techniques presented by other researchers [3].

This paper reviews black-box testing data attacks against malware de-



tection models, their limitations and success rates of attacks against bench-

mark models. Section 2 covers background knowledge about adversarial

attacks and techniques used to detect malware. A detailed review of the

algorithms proposed by state-of-the-art attacks will be introduced in sec-

tion 3. Section 4 will cover experimental results against VirusTotal [1].

Section 5 concludes with a summary and further research proposals.

2 Background

2.1 Malware Detection Methods

Malware detection methods can be categorized into three types: signature

based, specification based and heuristic based. [20]

Signature-based malware detection is a traditional approach that in-

volves the identification of known malware through the use of prede-

fined patterns, or signatures, that are unique to each malware variant.

This technique relies on the comparison of the digital fingerprint of a

suspicious file or code segment with a database of signatures that are

generated by analyzing the characteristics of known malware samples.

When a match is found between the suspicious code and a signature in

the database, the file is classified as malicious and appropriate action

is taken. Although signature-based detection is effective against known

malware, it may fail to detect new and previously unseen malware vari-

ants that do not match any existing signatures.

Specification-based malware detection is a technique that involves

the creation of a set of rules, or specifications, that define the expected be-

havior of legitimate software applications or operating system functions.

[20] These specifications are used to verify the behavior of a program or

system component. If the observed behavior deviates from the expected

specifications, the program or component is flagged as potentially mali-

cious. Advantages of this method are ability to detect zero-day attacks

and low rate of false positives. On the other side, main disadvantage of

this approach is that it requires a detailed understanding of the expected

behavior of the software or system components being monitored, which

can be challenging in complex and constantly evolving software environ-

ments.

Heuristic-based malware detection is another technique that observes



behavior of the program in order to identify malware. However, in con-

trast with specification-based approach, it does not require specification of

tested software. Instead, heuristic-based malware detection utilizes ma-

chine learning to make a decision. [20] By analyzing specific attributes

or patterns within a program, these techniques aim to uncover previously

unknown or undetected malware by drawing on a broader understanding

of malicious behavior. However, it may also produce false positives and

may be less effective against sophisticated malware that is specifically

designed to evade heuristic-based detection methods.

2.2 Machine Learning in Malware Detection

Application of machine learning varies in malware detection process. Firstly,

machine learning model can be used as a classifier. According to Kasper-

sky, data used for classification can be divided into two categories: pre-

execution phase data and post-execution phase data [12]. Pre-execution

phase data refers to information that can be retrieved without file execu-

tion, while post-execution phase data refers to artifacts of the program,

e.g. logs of events triggered during execution [12]. Classifiers utilizing

pre-execution phase data are safer and require less computation power,

since program is not executed to be tested. However, malicious part of

some malware is either encrypted or absent, since it is downloaded from

remote server during execution and, additionally, it is not always possi-

ble to identify malware solely based on pre-execution phase data. Conse-

quently, most vendors use classifiers utilizing post-execution phase data

or multiple classifiers based on both types of data [12, 18]. Secondly,

machine learning can be used to generate signatures for signature-based

malware detection [19].

2.3 Adversarial Attacks

Adversarial attacks are a class of attacks that aim to exploit vulnera-

bilities in machine learning models by intentionally modifying input data

to cause misclassification or erroneous predictions. Based on which data

is manipulated, those attacks can be categorized into two types: training

and testing data attacks.

Training data attacks, also known as poisoning attacks [16], refer to

attempts to manipulate or compromise the data used to train machine

learning models. These attacks may involve introducing biases or distor-



tions into the training data to produce models that exhibit undesirable

behavior or are susceptible to targeted attacks.

Testing data attacks aim to manipulate input data that elicits incor-

rect outputs or outputs revealing sensitive information from the target

model, without making any direct modifications to the underlying archi-

tecture of the model itself [16]. Based on amount of knowledge attacker

possess about target model, testing data attacks can be divided into two

categories: white-box and black-box.

White-box attacks are characterized by adversary conversant of inter-

nal structure and parameters of the target model.

Black-box attacks are characterized by lack of knowledge regarding

target model. As a result, attackers are typically restricted on collecting

input-output pairs to infer decision-making process of the model.

3 State-of-the-Art Attacks

Many research is executed covering various adversarial attacks. However,

most of the classical research works in the field of adversarial attacks,

both white-box [3, 4, 15] and black-box [6, 14], are done in the field of

image recognition [3, 6]. The primary limitation transferring adversarial

attacks designed for image recognition models to the domain of malware

detection is the restricted freedom in modifying malware samples. While

several operations performed on image samples may produce negligible

alterations, the same operations, when applied to executable files, may

disrupt the format of the executable file or impact the behavior of the

program, rendering it non-malicious. Due to this reason this section will

cover only works specifically focused on adversarial attacks on malware

detection machine learning models.

3.1 Padding Attack

The white-box adversarial attack proposed by Kolosnjaji et al. [13] seeks

to generate adversarial malware samples that evade detection by deep

learning models trained for malware detection. The approach involves

analyzing the target model’s decision boundary and the algorithm utiliz-

ing a gradient-based optimization technique that iteratively modifies the

malware samples to generate adversarial perturbations, which are unde-

tectable by the model. The mutation process in proposed work employed



the property, where appending bytes to the PE executable has no effect

to the behavior of the program. Experimental results demonstrated the

ability of proposed algorithm to generate effective adversarial malware

samples evading detection by MalConv, the deep neural network malware

detection model proposed by Raff et al. [17].

3.2 DOS header manipulation

Another successful white-box adversarial attack targeted against Mal-

Conv [17] was proposed by Demetrio et al. [9]. Additionally, authors of

this work also utilized the algorithm proposed by Kolosnjaji et al. [13] to

generate perturbations. However, instead of padding samples, generated

byte sequence was injected into DOS header, utilizing the fact that the

majority of bytes contained within the DOS header of a PE file have no

impact on execution of the program.

3.3 RAMEN

Article called "Adversarial EXEmples" by Demetrio et al. [8] propose ad-

versarial attack framework called RAMEN. RAMEN allows to reduce ad-

versarial examples generation to the form of problem optimization. In

case of white-box scenario, adversary can approach reduced problem us-

ing gradient-based attacks [8]. Same method was employed by previously

mentioned works [13, 9]. On the other hand, author suggests that black-

box attacks may be approached by exploiting gradient-free optimizers, e.g.

genetic algorithms and zeroth-order optimizers [6]. Additionally, another

contribution of this paper is description of functionality-preserving modi-

fications from previous works, as well as introduction of three novel attack

strategies. Some of the modification strategies will be referred in subse-

quent sections, i.e. header fields, extend and shift.

Header Fields locates perturbations in fields inside COFF and optional

file headers, which can be altered in an independent and arbitrary man-

ner.

Extend expands the DOS header’s area and injects there adversarial

examples the same way as in previously mentioned DOS header manipu-

lation [9].

Shift forges space for the perturbations inside the samples by shifting

first section and modifying offset in section table.



3.4 GAMMA

Black-box adversarial attack framework called Genetic Adversarial Ma-

chine learning Malware Attack (GAMMA) was presented by Demetrio et

al. [10]. Framework employs functionality-preserving modifications, e.g.

padding and DOS header manipulation, as a base block. This work is

the implementation of RAMEN using genetic optimizer. Genetic opti-

mizer starts by generating initial population. Initial population of the

GAMMA is generated from set of benign applications in attempt to op-

timize query efficiency. Population consists of vectors of functionality-

preserving modifications applied to generate mutation of the malware.

Furthermore, new samples are produced by mixing and mutating popula-

tion samples. All malware mutations, including both population and new

samples, are tested against target classifier. Finally, new population is

selected by picking N samples with lowest classification outputs. Process

is repeated until query limit is reached and sample with lowest classifier

outputs is returned.

3.5 MalGAN

Hu and Tan [11] proposed approach utilizing a generative adversarial net-

work (GAN) to craft adversarial perturbations called MalGAN. MalGAN

consists of generator and substitute detector. Generator is a multi-layer

feed-forward neural network. Input vector fed to the generator is con-

sisted of feature vector extracted from malware and noise vector. Firstly,

generator, which is limited to adding insignificant features to the mal-

ware to maintain malicious features intact, produces perturbations. Sec-

ondly, generated adversarial example is tested against black-box classi-

fier. Lastly, input-output pair is sent to second multi-layer feed-forward

neural network, substitute detector. Primary objective of the substitute

detector is to fit target model and supply generator with gradient infor-

mation.

4 Experiments

Majority if not all vendor malware detection solutions utilize machine

learning to some extent. Goal of conducted experiments was evaluation

of adversarial attacks against proprietary antivirus products. For ex-



Figure 1. Demonstrates total amount of malware detectors that marked initial sample
as malicious, but was not able to identify at least one mutation as malicious
within all populations of samples and within first 35 mutations

periments secml-malware python library [7] was utilized. Library con-

tains implementation of multiple attacks mentioned in section 3. Secml-

malware also contains MalConv pre-trained on Ember dataset [2].

4.1 Limitations

VirusTotal [1] limits daily API usage on free accounts. Additionally, con-

ceivably accounts activities are monitored to prevent malicious actors abus-

ing service to generate undetectable mutation of the malware. Combina-

tion of these constrains limited ability to conduct profound and statisti-

cally sound experiments.

4.2 Setup

MAX malware detection solution was selected, as it was one of the prod-

ucts utilizing machine learning and providing maliciousness score as an

output. Decision boundary appears to be either 1 or 10, since minimal

found value is 11. Attacks participated in the testing trails are: gamma

padding [10], gamma section [10], padding, partial DOS header modifica-

tion [9], full DOS header modification [8], header fields, shift and extend

[8]. Attacks were tested with random malware sample from VirusTotal

[1]. The samples were classified into three categories based on their size,

namely, large (approximately 1MB), medium (approximately 500KB), and

small (approximately 10KB).

4.3 Results

Despite the fact that testing sample is too small to draw any conclu-

sions there are still some indicators of specific trends for further research.

Firstly, despite the fact that 100% of black-box padding attack mutations



Figure 2. Illustrates total amount of malware detectors that was not able to identify at
least one mutation as malicious including original sample

were detected in the original work [7] against MalConv trained on [2], it

was the only algorithm that was misclassified by MAX. Moreover result

was achieved after first mutation. Short trails utilizing rest of adversarial

attacks allowed to achieve misclassification as well. Another interesting

insight was that gamma section attack is significantly outperformed other

attack strategies. Without considering outlier sample, every trial except

gamma section with 500KB sample, showed score within range between

100 and 80. On the other hand gamma section scores were within range

between 60 and 69. Additionally, gamma section showed better evasion

rates comparing to other types of attacks, which can be seen in figures 1

and 2.

5 Conclusion and future work

This paper covered recent black-box adversarial attacks in the domain
of malware detection. Some of the covered attacks tested against vendors
solutions. As a future work it would be interesting direction to test perfor-
mance of state-of-the art attack in conditions with higher query limit and
to include attacks that affect behavior of the program, e.g. by appending
irrelevant API system calls [11].
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Abstract

This paper introduces an overview of recent articles that are dedicated to

accelerating the mesh deformation process. Mesh deformation plays an im-

portant role in computer graphics. Therefore several approaches have been

devised to accelerate the mesh deformation process. The paper mainly dis-

cusses two classes, mesh simplification concerning methods, and transform

matrix modification. The paper also considers some real-life, especially

medical-concerned application topics of mesh deformation, and explains

how these approaches improve the results under these situations.

KEYWORDS: Mesh Deformation, Laplace coordinates, medical applica-

tion, vertex contracting, Hierarchical Progressive Meshes.

1 Introduction

Deformation is always a subject undergoing intense study in computer

graphics (CG). The construction of 3D models emerges after the appear-

ance of the technology of 3D-CG, and develops with 3D-CG or 3D-CGI

(Computer Graphic Imagery), thus promoting the so-called Computer-

Aided Modeling(CAM) and Computer-Added Design(CAD). In practice, 3D

Models are always represented as meshes, i.e. approximated with trian-



gular facets on the surface, called surface meshes, and tetrahedral mesh

in the interior, called volumetric meshes. One important topic of these

meshes is mesh deformation, which concerns the study of how to repre-

sent the deformation of the soft body with the mesh.

In this study, we start with the knowledge of Laplacian Coordinates(LCs),

one of the fundamental mathematical tools for deformation simulation.

The study then presents some modifications of the standards key-points

based deformation simulation technology. There exist mainly two differ-

ent approaches. One focuses on mesh simplification, and one focuses on

the improvement of deformation representation. The study then discusses

the result of these approaches and gives some application scenarios.

This paper is organized as follows: Section 2 describes the backgrounds,

Section 3 provides the selected Method, Section 4 demonstrates the Re-

sults of the survey, Section 5 presents Discussion of the overall survey

outcome, and ends with Section 6 Conclusion.

2 Background

This section will introduce the fundamental process of Deformation with

Laplacian Coordinates(LCs). The idea is developed by Sorkine, Olga as

in [8, 7]. Uwe Hahne and Andrew Nealen further developed this method

as in [3, 5], and the synthesized method was well-represented by Tao Ju

in the course CSE 554 of Washington University St.Louis (wusl) as pre-

sented below.

In Practice, mesh deformation defines key points, and implements the

process of deformation by fitting other points according to these key points.

In most practical situations, several points in the original mesh called key

points will be assigned to a new position. This happens, for example, when

the user drags some points in the mesh with the mouse. To simulate the

soft body deformation, the other points also need to change their posi-

tion to make a smooth transition. One simple but fundamental scheme

is just to first calculate the transform matrix and then applied it to all

the points. The paper will introduce this method further in Background

Section. However, it is always too slow to simply adapt this direct-matrix-

applying method.

Suppose the source mesh and the target mesh have been aligned, the

problem could be set up with input: n source points p1, p2, ..., pn and the

target location of m handles/key points q1, ..., qm m ≤ n, and output: de-



formed locations of all the source points p′1, ......, p′n. The desired p′i could be

seen as the one that minimizes two terms: Ef fitting term measuring how

close the deformed source is to the target and Ed distortion term measur-

ing how the source shape is changed. While the former could be simply

written as Ef =
∑m

i=1 ||p′i − qi||2, the latter need more consideration.

To measure the degree of distortion, Tao introduces a "Laplacian" to

describe the bumpiness at each vertex. This Laplacian Coordinates is a

linear operator that maps vectors[15, 8] to vectors and is defined below:

L[pi] = pi −
1

|Ni|
∑

j∈Ni

pj (1)

where Ni are indices of neighboring vertices of pi. Let δi = L[pi], the

distortion term could be written as Ed =
∑n

i=1 ||L[p′
i] − δi||2 Thus we can

rearrange the two items into a form of min
∑k

i=1 ||aTi x− bi||2 = ||Ax−B||.
At this stage, we can easily solve it with partial derivatives, formulated

as x = (ATA)−1ATB

It is noticeable that the LC operator is invariant under translation, but

not invariant under rotation and scaling. So we need to add another trans-

forming term Ti to the original Laplacian vectors before comparing them

to the deformed Laplacians like Ed =
∑n

i=1 ||L[p′
i] − Tiδi||2. It is also no-

ticeable this Laplacian coordinator operator is a differential element of

the famous Laplacian Operator ∆ = ∇2

3 methods

This survey mainly contains articles from IEEE. The paper referenced by

this survey is firstly on the problem of mesh deformation and secondly

satisfied the 15-year limit, i.e. from 2010 till now. With a belief that every

scientific research matters, this survey paper does not restrict the impact

factor of the articles, but only concerns the relativity of the keywords e.g.

mesh deformation and vertex contracting. The paper is selected either

from the IEEE official website with Xplore or from the reference made

by the former, preferrable with a higher citation rate and excludes the

ones with deep mathematics such as Finite Element Methods(FEM), or

with Artificial Intelligence(AI), Deep Learning (DL) added to narrow the

scope. A detailed survey and summary were made from these articles,

thus selecting innovative accelerate approaches.

Based on the steps in which the methods are applied, the methods are

roughly classified into 2 categories, mesh simplifications, and deformation



Figure 1. Figure 3.3.1

representation. The process of mesh deformation could be generalized in 3

steps First, construct the mesh, second, solve the mathematical represen-

tation of the deformation based on some key points, last, apply this rep-

resentation to all the points in the mesh and therefore get the deformed

mesh. Thus a simple problem-solving structure is constructed, though

there is still space to speed. To accelerate, two main positions exist, after

the first step, simplify the mesh, and during the second step, modify the

deformation representation according to the simplified mesh.

4 Results

In this section, the paper analyses the approaches used in the 10 arti-

cles, filtered from approximately 20 articles selected via the method de-

scribed above. The approaches are categorized and organized as men-

tioned, firstly the mesh simplification and then the deformation represen-

tation. Some impressive approaches are highlighted in the correspond-

ing sections and others might be mentioned briefly. The last part of this

section will introduce the application of several approaches under their

original practical scenery, and evaluate their performance.

4.1 Mesh Simplification

Essentially mesh simplification methods are edge collapse, which elim-

inates certain edges in the original mesh and therefore simplifies the

mesh. This method was utilized in [1, 4] and successfully reduced the

computation cost. Figure 3.1.1 shows a simple model of edge collapse.

Here the edge e and the vertex u are collapsed, and therefore edges t3 and

t4 are also collapsed, resulting in a more simplified mesh. The problems

continued as to how to select the less essential edge of the mesh, since un-



der certain conditions the elimination of several critical edges would lead

to the collapse of the whole mesh. Here Shungang Hua in the paper [4]

gives an important measurement as shown below:

λu =
∑

t∈(T (u)−T (uv)

max
f∈T (uv)

{1− tn · fu}

where T (u), T (uv) is the set of triangles containing vertex u, and bothu

and v respectively, while tn, fn are the normals of triangle t, f , respec-

tively. Since 1− tn · fu denotes the degree of coplanar of two triangles, the

more coplanar the two facets are, the smaller λn is, and the more trivial

replacing these plans is. [1] uses simply Hausdorff distance of the edge to

measure the importance of this edge with the formula shown below:

∆(v) =
∑

p∈planes(v

(pTv)2

where p = [a, b, c, d]T represents the plane defined by the equation ax+by+

cz + d = 0 where a2 + b2 + c2 = 1.[2] Moreover, [1] found the simplification

process could be abstracted as a sequence shown below. Thus [1] applies

a CPM(Critical path method) algorithm with three restrictions to assure

there will be no elimination of critical edges.

M =M0
ecol(v1)−→ M1

ecol(v2)−→ ...
ecol(v1)−→ Mn =Msimplified

The restrictions of [1] are namely (a) at most two vertices can be collapsed

at once, (b) For all edge e = (v1, v2) that will be collapsed, and any vertex

w that is connected to both v1 and v2, triple (v1, v2, w) must define a valid

triangle, and (c) For all edge e1 = (v1, v2) that will be collapsed, and any

edge e2 = (w1, w2) forms a quadrilateral (v1, v2, w1, w2) e1 and e2 cannot be

collapsed at once.

Jingui Pan in [6] provides another hierarchical approach for mesh sim-

plification. Firstly, the paper constructs a dual map of the original map(the

dual map is basically changing the surface of the original map into ver-

tices and edges into lines) to store the connectivity information. Sec-

ondly, Jingui Pan in [6] defines three measurements to describe the conse-

quences of the collapse of one edge, Efit, planarity (similar to coplanarity

in [4]), Edir, orientation variety, and Eshape, overall shape regularity. The

total error is defined as E = Efit + α1Edir + α2Eshape with two user modi-

fiable parameter α1, α2. It is also noticeable that [6] also add constructed

a tree of the collapsed vertices in the simplification process. The tree

is useful for the construction of multi-Level Detailed Model, which is a



data structure storing different clustering-level meshes that is used for

the further acceleration of deformation implementation. Thus the process

is called Hierarchical Progressive Meshes (HPM) for the hierarchical, i.e.

tree-like structure.

Multiple simplification schemes can be used as shown in [14]. [14]

adapts an iterative binary space partition to obtain surface clustering.

The criterion to select the meshes forming a cluster mainly contains the

normal variation (identical to coplanar in [4]) and geometry variation.

The latter is computed with three steps: firstly, compute covariance ma-

trix C =
∑

Pi∈Ω(pi − p̄)(pi − p̄)T (Ω the partitioned region, p̄ the centroid

of Ω) secondly, do the eigenvalue of C with the greatest three eigenvalues

λ0, λ1, λ2 and lastly compute geometry variation σg = λ0
λ0+λ1+λ2

.

4.2 Deformation Representation

As Tao Ju illustrated in the Background Section, since the Laplacian co-

ordinate operator is not invariant under rotation and scalar, another op-

erator is needed to assist deformation. This assistant operator would be

plausible if it is linear, therefore it can be written as a matrix. There are

different approaches to constructing the desired matrix [4, 11]used affine

matrix, with an explicit method and an implicit method respectively. This

paper will introduce the main idea of both of them.

[4] introduced an explicit affine matrix construction, based on the un-

known rotation and translation matrix, while the whole mathematical

derivation could be slightly laborious. Suppose the unknown rotation ma-

trix Ri is a 3× 3 matrix for the ith key point, with the form of

Ri =




ri11 ri12 ri13

ri21 ri22 ri23

ri31 ri32 ri33


 = (ci1, c

i
2, c

i
3) (2)

. and the unknown translation vector for the ith key point is 3 × 1 vector

defined as Ti = (ti1, t
i
2, t

i
3). Then we can construct two terms i.e. regu-

larization term Ereg realizing smooth translation and rotation term Erot

realizing rotation, where

Ereg =

m∑

i=1

∑

k∈N(i)

||Ri(Pk −Pi) +Pi +Ti − (Pk +Tk)||22

Erot =
m∑

i=1

((ci1 · ci2)2 + (ci1 · ci3)2 + (ci2 · ci3)2

+ (ci1 · ci1 − 1)2 + (ci2 · ci2 − 1)2 + (ci3 · ci3 − 1)2)

(3)



where N(i) denote the neighbour of i. m is the total number of key points,

Pi = (pi1, p
i
2, p

i
3)

T is the position vector of the ith key point The goal is to

minimize the weighted sum of these two terms, i.e.

min
R1,T1,...,Rm,Tm

αEreg + βErot (4)

where α, β are user defined parameters. Let f(x) satisfy f(x)f(x)T =

αEreg + βErot, where x = (ri11, r
i
12, r

i
13, r

i
21, r

i
22, r

i
23, r

i
31, r

i
32, r

i
33, ..., t

i
1, t

i
2, t

i
3)

T

12m items, f(x) must be 3×∑m
i=1 |N(i)|+6m entries vector. Recombining

all quadratic terms, f(x) could be shown as below

f(x) =(ϕij1 (x), ϕ
ij
2 (x), ϕ

ij
3 (x), ...,

ψi
1(x), ψ

i
2(x), ψ

i
3(x), ψ

i
4(x), ψ

i
5(x), ψ

i
6(x), ...)

T
(5)

where i ∈ [m], j ∈ N(i), and

ϕijk (x) = Ri(Pj −Pi) + pi
k + tik − (pj

k + tjk) (6)

ψi
1(x) = ci1 · ci2,ψi

1(x) = ci1 · ci3,

ψi
3(x) = ci2 · ci3,ψi

1(x) = ci1 · ci1 − 1

ψi
1(x) = ci2 · ci2 − 1,ψi

1(x) = ci3 · ci3 − 1
(7)

synthesis of all the equations above the optimization goal is modified to

minx F (x) = f(x)T f(x), which is a non-linear least-squares problem. It

could be solved by the Gaussian-Newton algorithm, i.e. approximate with

the linear term of Taylor expansion and obtain a solution via iteration.

The approaches above introduce a feasible solution, while it is obvious

that it cost a lot in mathematical derivation and computation. [11] pro-

vides another method that calculates the affine matrix implicitly, with the

main idea to adapt the minimum properties in its definition. As we can

see in the formula introduced in the background Ẽ(V ′) =
∑n

i=1 ||L(v′
i) −

TiδAi||2 +
∑n

i∈H ||v′
i − ui||2(where H is the handle region and ui are key

points while vi all the points in ROI, L Laplace coordinate position and

δAi = L(ui), v′ denotes deformed vertices). The goal is to obtain T . Con-

sidering the T should be the smallest matrix to transform all the points

and the fact that the least square can deduce a linear function, T should

satisfy

Ti = argmin
Ti

(||v′
i −Tivi||2 +

k∑

j=1

||v′
ij −Tiv

′
ij ||2) (8)

where v′
ij

denotes the jth neighbour of vi. With the introduction of the

Laplacian Coordinates(LC) operator, the translation component could be



omitted since the LC operator is translation invariant. For the fact that

anisotropic scaling is rare and complex, the affine matrix could be written

as

Ti =




s −h3 h2 0

h3 s −h1 0

−h2 h1 s 0

0 0 0 1




(9)

. with s scaling coefficient and hi rotation coefficients. Solving optimal

Ti is equivalent to solve optimal vector (si, hi1, hi2, hi3). Get the partial

derivative of the vector, therefore, reached the solution

(si, hi1, hi2, hi3)
T = (AT

i Ai)
−1AT

i b (10)

where

Ai =




vjx 0 vjz −vjy
vjy −vjz 0 vjx

vjz vjy −vjx 0

... ... ... ...



, j ∈ {i} ∩Ni (11)

b =




v′jx

v′jy

v′jz

......



j ∈ {i} ∩Ni (12)

Similar formula as [4] are derived in [14], written

min
∑

j∈Ns(i)

wij ||Ripj + ti − pj ||2 (13)

but here the user could use Ns(i) to parameterize s-ring neighbor of ith

vertex and wij the weight of the neighbor to control the degree of the rigid-

ness of the mesh deformation. In HPM [6], the multi-Level Detail model

also adapts a weight in the mesh transformation. HPM needs to traverse

from the root to construct the multi-Level Detail model, and there are

weights related to each cluster to control the resolution. Only if encoun-

tered with those clusters with larger weights than a predefined threshold

will the algorithm go to the submesh of these nodes, otherwise the de-

formation will apply to only this simplified mesh. These two approaches

further accelerate the deformation progress.

Another simple but effective deformation method is the normal-alignment

method used in [12, 13]. In circumstances where the normal of a trian-

gle facet is known as ni and the intersection of the norm and the facet is



known as pi, one can move the extra v̂ on the boundary of facet to mini-

mize ni·(pi−v̂)
||ni||·||(pi−v̂)|| , the resulting v̂ would be perpendicular to the facet and

therefore the triangle facet would divide into two and the shape can be

deformed

4.3 Applications

Dongdong Zhou in [15] designed the experiment mainly on palm deforma-

tion. The project meshes the whole human body and focuses on the chal-

lenge of controlling the huge number of nodes/points to implement mesh

deformation. The program used the standard Laplacian Deformation dis-

cussed previously and applied dedicated data structures to store the topo-

logical information. The test scenario was designed as examining the ro-

tation of the palm. A detailed comparison between different numbers of

control points, the deformed effect, and the iteration time was recorded.

In this scheme, with a topological structure stored for each tetrahedral, 8

control point is enough to produce plausible effects.

[1, 6] adapted only the mesh simplification modification, and their re-

sult is quite impressive. Sha Chenming et. al in [1] successfully applied

their edge collapse method to simulate a deformed robot cat and a walk-

ing dinosaur, while Jingui Pan et. al in [6], as shown above, utilize the

HPM with dual map. They also designed a comparison between their

modified method with original vertices and some other deformation meth-

ods. While the challenge concerns the deformation of Horse, Armadillo,

and Dragon meshes, the original vertices methods took thousands of mil-

liseconds, and their methods 177.90 ms for the most complicated Dragon

meshes, achieving interactivity and real-time performance especially for

large-scale models.

[14, 4] used both mesh simplification and modified deformation repre-

sentation to accelerate. Yong Zhao in [14], as mentioned in section 4.2,

parameterized the stiffness/rigidness of the body by controlling the size of

the s-ring neighborhood in the formula (13). Meshed of a Bar and a House

were designed for deformation tests and the results showed the larger

the size, the more stiff the mesh. Shungang Hua et al. in [4] test their

affine matrix methods along with edge collapse methods via camel and

cat meshes, containing 48485 and 7007 vertices respectively. However,

the simplification method reduces the size to 200 key points under both

circumstances and succeeded in simulation leg-moving, head-turning and

model-stretching. This indicated the two methods can extract and express



the feature of the original shape effectively.

5 Discussion

The experiments are confined to parts of human bodies, yet the results

are plausible enough. It is easy to see that the application scenarios con-

tain mainly body parts, such as teeth, faces, and palms, and under these

circumstances, the modified deformation scheme is sufficient for real-time

situations. While in the 3D reconstruction field, the mesh deformation is

also competent in detailed 3D modeling.

The technique required for the overall movement of the human body,

such as jumping, running, playing basketball, or martial arts, is another

topic of deformation. However, these topics containing more than minor

deformation require not only pure mathematical calculation but also ap-

proaches including skeleton construction, and sometimes aided from deep

learning with neural networks as shown in projects like [10, 9] and After

an in-depth study of these articles, the future study may concern more

about the overall human body movement

6 Conclusion

This paper gives a literature review of several projects concerning meth-

ods that support accelerated mesh deformation. This paper roughly clas-

sified the approaches into two categories i.e. mesh simplifications and de-

formation representation. The former contains mainly the edge collapse

method with a brief introduction to hierarchical progressive meshed(HPM)

and bipartition clustering. The latter contains mainly explicit and im-

plicit affine matrix calculation and a brief mention of normal vector align-

ment. The application results of all of these approaches are satisfiable

enough and greatly save computation time resulting in the support of

real-time deformation. However, the scenarios are limited in minor de-

formation mainly on body parts. For more complicated deformation such

as body movement, another scheme containing skeleton construction and

deep learning may need to adapt.
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Abstract

Storing sensitive information in the cloud can pose inherent risks, making

effective secret management crucial for ensuring the security and privacy

of such data. This paper examines default secret management approaches

used by Docker and Kubernetes, two widely used containerization and

orchestration platforms. We explore their built-in security features and

discuss best practices for secret management in cloud applications. These

practices include secure storage with strong encryption, fine-grained access

control, auditing capabilities, usage monitoring, versioning, and the ability

to distribute and rotate secrets. Implementing robust security measures

and best practices can help organizations mitigate the risks of storing

sensitive data in the cloud.

KEYWORDS: cloud, secrets, secret management, Docker, Kubernetes

1 Introduction

In this rapidly progressing era, the use of cloud technologies is integral to

many businesses, and the cloud computing market is experiencing rapid

growth. The European cloud computing market growth trend [11] is in

line with the global outlook for cloud computing, as Gartner predicts



significant growth in worldwide public cloud end-user spending [10].

Efficient and cost-effective storage, processing, and access to data are

driving the growth of Cloud infrastructure usage.

As more organizations look to leverage these benefits, Venafi, a

cybersecurity company, has reported a significant increase in the number

of cloud security incidents over the past year [8]. The 2022 LastPass

breach [20], where unauthorized access was gained to customer data,

serves as a reminder of the risks associated with storing sensitive data

in the cloud. The breach resulted from a DevOps engineer’s hacked

credentials, highlighting the importance of proper security practices for

all individuals with access to sensitive data.

In the realm of Information Technology (IT), secrets act as keys

that secure resources. Such resources include passwords, API keys,

certificates, encryption keys, and other types of sensitive data. Secrets are

utilized to authenticate access to systems and applications, and safeguard

sensitive information in transit or at rest. Various methods are employed

in the cloud to safeguard secrets to ensure their confidentiality, integrity,

and availability.

In light of the growing reliance on cloud technologies and the increasing

number of cloud security incidents, it is imperative for organizations to

adopt robust security measures to protect their sensitive information.

While third-party solutions provide viable options for managing secrets,

the native capabilities of popular containerization and orchestration

platforms, such as Docker and Kubernetes, should not be overlooked.

Therefore, this paper particularly focuses on examining the default secret

management approaches employed by Docker and Kubernetes [5, 7].

This paper is organized as follows. Section 2 presents a general

discussion on managing secrets to maintain the security and privacy

of information over the cloud. Section 3 discusses Docker secret

management. Section 4 discusses Kubernetes and its key features in

secret management. Section 5 presents an analysis of the two along

with the influence of third-party resources in the context of secret

management. Finally, Section 6 presents some concluding remarks.

2 Managing Secrets

Effective management of secrets is crucial for maintaining the security

and privacy of information and systems, particularly when utilizing



cloud-based solutions. In order to safeguard data privacy and security, it

is important to consider key factors such as protecting data in transit and

addressing potential risks posed by cloud service providers. These risks

may include:

• Unauthorized access to data

• Insecure APIs

• Identity and access management issues

• Technology vulnerabilities

• Data breaches

It should be noted that cloud-based technologies such as containers,

virtual machines, and microservices can also pose risks if not configured

or managed properly. The decentralized structure of cloud-based

applications can increase the likelihood of vulnerabilities due to the

complexity of cloud environments and shared infrastructure. Provisioning

errors can result in misconfigured or insecure systems that could be

exploited by attackers. Therefore, implementing proper security measures

and strategies is essential in mitigating these risks, and protecting

data within the cloud. Secrets managers play a critical role in solving

some of these problems by securely storing credentials required for

accessing sensitive information without exposing them directly to users

or applications.

2.1 Secret Management Lifecycle

Secret management involves ensuring full protection at every stage of a

secret’s lifecycle, from creation to deletion [3, 18]. The four key phases of

a secret’s lifecycle can be seen in Figure 1.

Figure 1. Key phases of a secret’s lifecycle.

Creation: During the creation phase, secrets can be manually created

by users, such as a password, or automatically generated, such as an

encryption key for decrypting a protected database.



Storage: In the storage phase, secrets can be stored in various places in

the cloud, including designated secret management services such as AWS

Secrets Manager, HashiCorp Vault, or Kubernetes Secrets. They can also

be stored in configuration files or environment variables in the application

or container images.

Rotation: To improve overall protection, secrets can be changed or reset

on a schedule, which is required by many regulations and standards,

during the rotation phase.

Revocation: In case of a cybersecurity incident, or when an employee

leaves or no longer needs access to certain resources, secrets can be

revoked during the revocation phase to prevent unauthorized access

to critical systems and data, limit negative consequences and prevent

attackers from accessing critical resources.

Throughout each phase, unauthorized access, intervention, and

manipulation of secrets must be prevented.

2.2 Microservices

Microservices are referred to as an approach to software architecture

that organizes an application into a set of independent services [16]. These

services are designed to be loosely coupled, enabling them to be deployed

and scaled independently of one another [19]. Each service is focused on

a specific business capability and is owned by a small, dedicated team.

Characteristics of microservice architecture can be seen in Figure 2. The

microservice architecture promotes high maintainability and testability,

allowing for the rapid and reliable delivery of large, complex applications.

Figure 2. Characteristics of microservice architecture [1].



Containerization technologies, such as Docker, are used to deploy

microservices [5]. Container orchestration platforms, such as Kubernetes,

can be used to manage the deployment, scaling, and management of these

containerized microservices [7]. Docker and Kubernetes are commonly

used tools in the implementation and management of microservices-based

applications.

2.3 Docker

Docker is an open-source platform that automates the deployment,

scaling, and management of applications in containers [15]. Containers

are lightweight, isolated environments that package an application and

its dependencies together, allowing the application to run consistently on

any infrastructure. Docker simplifies the management and maintenance

of applications across various stages of development and production, by

providing a uniform and repeatable environment for building, testing, and

deploying applications. With Docker, developers can create, deploy, and

manage applications more efficiently and effectively, reducing the time

and effort required to set up and maintain the development environment.

2.4 Kubernetes

Kubernetes is an open-source container orchestration platform that

automates the deployment, scaling, and management of containerized

applications [7]. It provides a platform-agnostic way to manage

containerized workloads and services, enabling teams to run and

manage applications on any infrastructure. Organizations of various

sizes, ranging from small startups to large enterprises, commonly use

the platform to simplify application deployment and management. This

results in improved scalability, reliability, and flexibility.

3 Docker Secret Management

Docker is a widely-used platform for containerization, and security is

a critical aspect of its architecture. Docker security is based on three

components [9]:

• The isolation of processes by the Docker daemon in the user space

• The enforcement of this isolation by the kernel

• The security of network operations.



Docker has several mechanisms in place to secure secrets by default.

3.1 Encrypted Secrets

One of the key methods is through the use of encrypted secrets. Docker

allows developers to store secrets, such as passwords, API keys, and other

sensitive data, in a separate file that can be encrypted. This file can then

be mounted into the container as a read-only file system, ensuring that

secrets are not exposed in clear text within the container.

3.2 Using environment variables

While storing configuration in environment variables is a common

practice, it is also common to use .env variables for sensitive information

[5]. However, this practice has a few drawbacks, such as increased

vulnerability to accidental exposure and difficulty tracking access [14].

Debugging can also lead to the accidental printing of the entire collection

of .env variables, and secrets can be shared with subprocesses without

proper oversight. In order to overcome this problem, Docker developed

Docker Secrets.

3.3 Docker Secrets

Storing sensitive data such as private keys becomes crucial when a cluster

of containers communicate with each other or with external services.

To address this need, Docker has introduced Docker secrets [14]. With

Docker secrets, the sensitive data is encrypted and stored in a highly

secure and controlled fashion. This information is only accessible by the

services that are authorized to use it, and it is never stored in clear text

on disk or transmitted over the network unencrypted. Docker secrets can

be used to manage secrets within a swarm cluster, allowing to control

access to sensitive data across the entire application stack. This feature is

especially useful when managing a large number of containers or services,

as it simplifies the process of storing, managing, and distributing secrets

to the relevant services.

3.4 Docker Swarm

Docker Swarm provides a secure and scalable way to manage secrets

for containerized applications [5]. TLS mutual authentication and



encryption are enforced by each node in the swarm, which ensures

secure communication between nodes. Users have the choice to use

self-signed root certificates or certificates issued by a custom root CA.

In addition to using certificates for secure communication between nodes

in a Docker swarm, Raft consensus algorithm can be used to establish

a leader node in the swarm, which manages the swarm state and

ensures consistency across all nodes [12]. The use of certificates also

enables swarm locking features, which prevent conflicts and ensure data

consistency in distributed systems by allowing only one node to perform

write operations at a time. Secrets can be created, updated, and deleted

through the Docker CLI or API, and are automatically encrypted and

securely stored in the Swarm’s Raft consensus store. When a container

needs access to a secret, it is securely delivered to the container’s

runtime environment as an in-memory file system, isolated from the host

and other containers. The secrets are automatically removed from the

container’s memory when the container stops, and access to the secrets

can be restricted to specific services or nodes within the Swarm.

Docker Swarm offers a secure and scalable approach to managing

containerized applications by utilizing a combination of certificates and

Raft. It presents a convenient and reliable method for handling sensitive

data in a distributed container environment.

These mechanisms ensure that Docker containers are secure by

built-in features, without using any secret management services, whilst

protecting sensitive data from unauthorized access and breaches.

4 Kubernetes Secret Management

Kubernetes is responsible for managing confidential data utilized by a

cluster, including login credentials, access keys, and encryption keys [7]. It

enables a secure and scalable way to manage containerized applications.

Secrets can be managed independently of the pods, which are the smallest

units that can be created and deployed, and can be made available to the

pods as required.

Kubernetes secrets provide multiple mechanisms to enhance the

security of its cluster [13]. One of them is ensuring the secure exchange

of configuration data between a controller and its workers, such as the

communication between a kubelet and a pod. Additionally, Kubernetes



provides an alternative approach for storing sensitive information

within the Kubernetes cluster, such as login credentials used to access

external applications. This is done through Kubernetes secrets, which are

encrypted and only made available to the intended recipient.

By default, Kubernetes secrets are stored in an unencrypted manner in

the server of the API. Therefore, some steps need to be taken in order to

secure secrets in Kubernetes [7].

4.1 Ecryption at Rest

Kubernetes Secrets are stored in etcd, a distributed key-value database

used to store configuration data and metadata of a Kubernetes cluster, as

plain text and encoded in base64 format. However, storing Secrets in plain

text can pose a risk as attackers can easily compromise them, and gain

access to the system. Since etcd is not encrypted by default, Secret data

needs to be encrypted at rest to prevent sensitive information from being

accessed by unauthorized users. Without encryption, an attacker with file

system access can read the Secrets. To address this issue, Kubernetes

offers an encryption at rest feature that encrypts Secrets before storing

them in etcd. This can be studied in detail in the ‘Encrypting Secret Data

at Rest’ section of the Kubernetes documentation [7].

4.2 Configure RBAC rules

Kubernetes Secrets and RBAC, Role Based Access Contol, rules are

closely related [13]. To configure RBAC rules, a cluster administrator

defines roles, a set of permissions that define a user’s or group’s access,

and role bindings, which can be applied at the cluster level or the

namespace level. Roles can be customized to fit specific use cases, and

they can include a combination of permissions for different resources. It

is important to carefully manage RBAC rules to ensure that users have

the appropriate level of access to Kubernetes resources and to prevent

unauthorized access to sensitive data. RBAC controls access to creating,

modifying, and deleting Secrets and limits it to specific users only.

4.3 Types of secrets

When generating a Secret in Kubernetes, its classification can be

designated by using the "type" attribute of the Secret resource. The

Secret type is employed to enable automated processing of the Secret



data. Kubernetes comes with various pre-defined types for typical

use cases. These types differ in their validation procedures and the

restrictions that Kubernetes applies to them. Some of the types, that

are mentioned in the ‘Secrets’ section of the Kubernetes documentation

[7], include Opaque Secrets, Basic Auth Secret, TLS Secrets, Dockercfg

Secret, SSH Secrets, Bootstrap Token Secrets, and Immutable Secrets.

These methods can be used to accomplish secret management in

Kubernetes without using any third-party solutions.

5 Analysis

To have a comprehensive secret management solution, it is essential to

have features such as secure storage with strong encryption, fine-grained

access control, auditing capabilities, usage monitoring, versioning, and

the ability to distribute and rotate secrets. Docker and Kubernetes have

several built-in security features to secure secrets.

Docker Swarm enables secure management of Secrets in distributed

container environments via TLS mutual authentication and encryption.

It supports secret distribution and access control, limiting access to

authorized entities. Docker secrets lack versioning; new secrets must

be created for any changes. However, rolling updates allow updating

services and containers with new secrets. Secrets are encrypted at

rest and managed via the Docker CLI or API. While Docker lacks

built-in centralized secret management, third-party tools can provide this

functionality.

Similarly, Kubernetes uses base64 encoding to store secrets in etcd. It

also provides encryption at rest, enabling encryption of secrets before

storing them in etcd. It uses RBAC to enforce access control and

fine-grained authorization to secrets, enabling cluster administrators to

define granular policies that restrict access to secrets based on roles,

users, and groups. A secret rotation feature is provided by Kubernetes

that enables users to update the contents of a secret without changing

the secret name or breaking existing applications. Kubernetes also offers

built-in support for centralized secret management through its Secrets

API. Secrets can be created and managed at the cluster level, and accessed

by individual containers or pods as needed.

Docker and Kubernetes provide a convenient API and client SDKs



for accessing and managing secrets, making it easy for developers to

integrate secrets management into their applications. Table 1 aims to

provide an overview of the differences between secret management of

Docker, Kubernetes, and other secret managers.

Feature Docker Kubernetes (k8s) Vault by HashiCorp AWS Secrets Manager Azure Key Vault Google Cloud Secret Manager

Secret storage Docker secrets Kubernetes’ etcd storage Encrypted storage Encrypted storage Encrypted storage Encrypted storage

Encryption at rest Yes Yes Yes Yes Yes Yes

Encryption in transit Yes, with Docker swarm Yes Yes Yes Yes Yes

Access control Docker Swarm services RBAC ACLs IAM policies Azure RBAC IAM policies

Versioning No No Yes Yes Yes Yes

Rotation No Yes Yes Yes, with Lambda functions Yes, with Azure Functions Yes, with Cloud Functions

Centralized management No Partially, with central cluster Yes Yes Yes Yes

Table 1. Secrets Management: Docker vs. Kubernetes vs. Other Secret Managers [5, 7, 4,
17, 2, 6].

In comparison to other secret managers, Docker and Kubernetes offer

several advantages, such as tighter integration with containerization

platforms and support for RBAC. However, other secret management

platforms such as HashiCorp Vault and AWS Secrets Manager offer more

comprehensive features such as dynamic secrets, secret revocation, and

more advanced access control mechanisms. Choosing the right secret

management platform depends on the specific needs of the organization,

the level of integration required, and the complexity of the secret

management workflow.

6 Conclusion

In conclusion, this paper emphasizes the importance of effective secret

management in cloud applications to ensure the security and privacy of

sensitive information. The native capabilities of popular containerization

and orchestration platforms, such as Docker and Kubernetes, provide

viable options for managing secrets, each with its strengths and

limitations. However, it is also important to consider third-party solutions

in the context of secret management. By adopting robust security

measures and best practices for secret management, organizations can

mitigate the risks associated with storing sensitive data in the cloud.
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Abstract

In the traditional approach, systems and applications were developed as

a single unit, known as the monolith approach. However, this approach

resulted in complications as user demands increased with the widespread

acceptance of digitization. To address issues such as availability, fault tol-

erance, responsiveness, and consistency, various companies, such as Ama-

zon, Google, Netflix, and eBay, have shifted towards distributed cloud com-

puting. This involves migrating systems from a monolithic architecture

to a microservices-based architecture, which enables modular and inde-

pendent expansion of horizons. This paper aims to analyze both architec-

tural approaches while outlining their respective advantages and disad-

vantages. In addition, it will discuss case studies conducted on migration

methods and highlight important areas that need to be considered dur-

ing the migration of any application from a monolithic architecture to a

microservices-based architecture.

KEYWORDS: Monolithic architecture, Microservices architecture, Distributed

applications, modular approaches.



1 Introduction

In contemporary times, the widespread usage of software-based services

and applications has emphasized the importance for system designers to

anticipate future demand trends. Selecting an appropriate architecture

for the system in question is crucial to withstand high loads while si-

multaneously maintaining availability and reliability. The two prevalent

architectures being discussed currently are monolithic architecture and

microservice architecture.

In the context of software architecture, the monolithic approach refers to

the implementation of an application in which all functionality is tightly

coupled and integrated into a single unit. In contrast, microservice ar-

chitecture is based on the deployment of multiple independent services,

each representing a separate functionality in the system, with indepen-

dent business logic, data access, and database layers, as illustrated in

Figure 1. While the monolithic approach has been the traditional method

of building software systems, numerous legacy systems are now transi-

tioning towards a microservice-based architecture due to its benefits over

the monolithic approach.

The selection of an appropriate architecture for a system remains de-

pendent on the specific needs and intricacy of the implementation. Both

monolithic and microservice architectures have their respective strengths

and weaknesses. The development, deployment, and initial testing of

monolithic applications are relatively straightforward; however, their main-

tenance becomes challenging as they grow, and a single error can bring

down the entire application, thus raising concerns for scalability, main-

tainability, and reliability [1]. On the other hand, microservice architec-

ture ensures scalability, maintainability, and reliability due to its loosely

coupled nature. Additionally, dividing work among teams assigned to

each microservice is convenient. However, this approach has its own

drawbacks, including complex deployments, the complexity of communi-

cation, the need for more resource allocation for each service, and global

testing [1].

This paper aims to provide a comprehensive survey of monolithic and

microservice architectural styles, highlighting the challenges and advan-

tages of each approach. In addition, the paper investigates various ap-

proaches that legacy systems adopt to migrate from monolithic architec-

ture to microservice architecture.



The structure of the paper is organized as follows: Section 2 presents an

analysis of previous research studies, which compares the two architec-

tures. Section 3 identifies several crucial factors that must be considered

during the transition from a monolithic approach to microservices. Sec-

tion 4 provides an in-depth analysis of the survey results. Finally, Section

5 concludes the study.

Figure 1. Monolithic VS Microservice architecture

2 Architectural Comparison and Migration Methods Based on
Some Experiments

Al-Debagy and Martinek [2] compared microservices with monolithic ar-

chitecture by evaluating the performance of a development platform un-

der various scenarios and tests. The three testing scenarios were load

testing, concurrency testing, and endurance testing. The load test re-

vealed that both architectures exhibit similar performance under average

load, but, with small-scale load (i.e., less than 100 users), monolithic ap-

plication performed better than microservices-based application. On the

other hand, concurrency testing showed that the monolithic application

exhibited higher throughput (i.e., the requests were handled faster in it).

The final test scenario was conducted on two microservices applications

having different service discovery technologies (i.e., Eureka and Consul).

This test showed that the application with Consul service discovery pro-

vided better throughput than Eureka.



One of the main challenges in migrating a monolithic application to

microservice architecture is the identification of potential modular can-

didates to be converted to microservices. Mazlami et al. [3] addressed

this issue algorithmically, which consists of three formal coupling strate-

gies namely, logical, semantic, and contributor coupling strategies. These

strategies were then provided to a graph-based clustering algorithm to

generate suggestions for microservice candidates. They obtained their ob-

servations by prototyping the strategies on various open-source projects

to assess the performance (execution time) and quality of the generated

microservices. With respect to performance, their approach scaled with

the size of revision history in logical and contributor coupling. However,

the quality metric showed that the proposed model can reduce the team

size for a microservice-based implementation to a quarter of the team size

in a monolith approach.

Kazanavicius and Mažeika [4] also discussed the migration process of a

monolithic system to microservices. They discussed some infrastructure

requirements for the migration which should be considered whilst tak-

ing the decision. The requirements encompassed continuous integration

(CI) and continuous deployment (CD) (i.e., how the microservices will be

developed, tested, and deployed), execution environment (containers and

cloud technologies), monitoring, and logging. They also discussed various

migration methods, each of which had specific models based on different

parameters.

The work in [5] compared the two architectural styles, by prototyping on

a car sharing application built on Java. They tested the application under

two test cases, one with 30,000 requests made by 30 users simultaneously,

and the other one with 300,000 requests. The microservice architecture

was tested with three forms of replication, i.e., without replication, repli-

cated twice, and replicated four times. The performance metric for the

requests (HTTP GET and HTTP POST) showed that monolithic architec-

ture responded to a larger number of requests when the load was light

(30,000 requests case), but when the load increased to 300,000 requests,

the microservice (with replication of two times) performed better than the

rest. The response time metric also showed that the microservice was

relatively slower than monolithic under the first test case, but as the re-

quests increased, the microservice architecture outperformed monolithic.

Romani et al. [6] proposed a data-centric approach to migrate legacy

systems from monolithic to microservice architecture. The two-phase pro-



cess included microservice identification and refactoring of code. They

partitioned the data models from legacy system to more related and co-

hesive sub-models and packaged them along with their business logics to

corresponding number of microservices. Next steps in their work were

code refactoring, data migration, and writing Application Programming

Interfaces (APIs) to support the newly separated business logic but it was

out of the scope of current paper.

3 Considerations and Challenges during Migration to Microservice
Architecture

The following are key factors that should be carefully considered by devel-

opers before initiating the transition process from monolithic architecture

to microservices architecture. [7].

3.1 Division of services

Identification of modules that are capable of independent standalone ser-

vices is the most fundamental as well as a critical step in migration to-

wards microservice architecture. Technical teams must be sufficiently fa-

miliar with the business requirements, domain and scope of the applica-

tion, and future expectations before converting the existing monolithic ap-

plication or starting the development from scratch towards microservice-

based architecture. New features and functionalities should also be con-

sidered towards expanding the microservice-based architecture instead of

appending them together in monolithic fashion. This way, all the existing

code refactoring as well as new functionalities will promote the adoption

of a distributed and loosely coupled architecture, which is the prime goal

of microservice architecture.

3.2 Automated Testing

When an application is implemented in microservice-based architectural

style, it produces several services which are developed, maintained and

deployed independently in production environment whenever they need

to be released. This makes it difficult for manual testing approaches to

test all the services in their own scopes as well as their integrations with

other services. Hence, it is a good idea to move towards automated testing

coverage to address the role and feature-specific testing requirements of



each microservice. Therefore, practices, such as continuous integration

and continuous deployment go hand in hand to ensure frequent release

and maintenance of multiple services on their own timeline.

3.3 Integration with other Services

In a microservice-based application individual teams can opt for different

programming languages or technology stacks to implement the service

assigned to them. This makes integration of various services together

challenging. To avoid this problem, it is recommended that the services

should not be tied together through specific technology. Instead, integra-

tion should be achieved by technology-independent means of communica-

tion, such as Representational State Transfer (REST) APIs and Google

Remote Procedure Call (gRPC) APIs [8] based communication mecha-

nisms.

3.4 Automated Deployments

With microservices, multiple deployments can occur per day to the pro-

duction environment. Traditional deployment processes cannot handle

the challenges caused by such scenarios. This raises a need for the us-

age of tools to automate deployment and management of these services

in real-time, such as Gitlab CI/CD [9], Docker [10] and Kubernetes [11].

These tools can help developers in pipelining the deployment into several

jobs, as well as containerization of services by making them isolated and

free of dependency conflicts. Developers can imitate the production envi-

ronment locally in containers before releasing a deployment while these

tools can also help with load balancing, service discovery and horizontal

scaling.

3.5 Monitoring and Logging

Monitoring and logging important events and data is an important as-

pect of any application and can benefit the organization in the longer run.

When different microservices are released independently with their spe-

cific functionalities, it becomes challenging to keep their events tracking

and logging centralized in order to obtain meaningful information from

those scattered logs. The logging should also be searchable and aggre-

gated together to ease the process of fault tracking. Additionally, good,

automated tools are required to be put in place to notify exactly which



microservice is causing the failure and which team is required to fix it.

3.6 Fault Tolerance

An application whose execution depends on the proper functioning of all

the microservices involved in it must incorporate fault tolerance mecha-

nisms in its design and implementation. Under different circumstances

such as heavy load and network congestion, any of the microservice can

fail to respond timely. This is where the circuit breaker pattern comes into

use. It monitors and counts for failure events taking place in a specified

time period and allows microservices to respond according to the load. If

the count of failure events exceeds a certain threshold value, the circuit

breaker will transit into open state [12]. The circuit breaker returns ei-

ther the default data or an error to the user immediately, instead of send-

ing more requests to the service, this way, the microservice under severe

load can get time to recover. Hystrix [13] is a library commonly used these

days to provide latency and fault tolerance in order to ensure resilience in

distributed systems.

3.7 Team Structure

To proceed with the development of a microservice-based application, the

organization should also structure itself in a similar manner. This means

that, having large teams with well-defined roles work well for a mono-

lith product, but with microservices, those teams must split into smaller

teams working autonomously.

4 Analysis

This paper presents a comparative analysis of two popular approaches for

application development, namely monolithic architecture and microser-

vice architecture. While monolithic architecture has been a long-standing

choice for numerous tech companies, it has become increasingly challeng-

ing to maintain the applications in a unified monolithic way. As a result,

companies have started to migrate their systems towards a microservice-

based architecture, which involves breaking down the application into

separate, independent modules based on their respective functionalities

and feature sets.

The analysis of migration methods and experiments in Section 2 has



revealed that monolithic architecture is suitable for systems with limited

functionality and scope for growth, and also when the system is not under

constant heavy load. Additionally, it is a suitable choice for companies

whose business models are based on large teams handling the complete

application development lifecycle, from design and development to testing

and maintenance.

As the system under development grows exponentially and demands for

newer features increase, monolithic architecture can become inefficient

due to its limited scalability. On the other hand, microservice architec-

ture has been proven to be more efficient in such situations, owing to its

modular nature. In a microservice architecture-based system, the appli-

cation is divided into multiple independent microservices, which makes

development, deployment, testing, and maintenance significantly easier

than a monolithic application. This architectural style is better suited for

business models that are structured around having multiple small teams,

each responsible for delivering a particular piece of functionality in the

system, rather than the entire system.

The migration from monolithic architecture to microservice-based archi-

tecture requires careful consideration of various technical, organizational,

and infrastructure-based factors. Section 3 of this paper discusses some

of these critical factors, such as the assessment of candidacy for service

division, automated testing, integrations, deployment, logging, fault tol-

erance, and team structure. The evaluation of these factors is crucial in

determining whether a system should migrate to microservice-based ar-

chitecture or not. Additionally, modern cloud-based tools and technologies

must be used throughout the entire migration process, such as technology-

independent APIs, automated testing, continuous integration and deploy-

ment (CI/CD), version control systems, and containerization.

5 Conclusion

This paper surveyed the two popular architectural styles of developing ap-

plications: monolithic and microservice architecture. The analysis of pre-

vious migration studies led us to conclude that the selection of the appro-

priate architecture cannot be determined by a universal rule; rather, it is

highly dependent on the system’s requirements and future prospects. Be-

fore adopting a specific architecture, companies must define their expec-

tations from the application and align them with their business structure.



Additionally, this paper highlighted various crucial aspects that need to

be taken into account when migrating from monolithic to microservice-

based architecture. Nonetheless, prior to initiating the actual migration

process, several other technical and organizational factors must be care-

fully observed.
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Abstract

Containerization is an essential part of cloud software development. The

application source code with all its dependencies is packaged into a con-

tainer, and orchestrator systems, such as Kubernetes, are used to deploy

them into a cloud environment. Container Network Interface (CNI) con-

sists of a specification and a set of core plugins (programs) that provide

a standard interface for pod network configurations. There are various

plugin CNI-compliant implementations and this paper evaluates the most

widely used ones: Calico, Cilium, Flannel, Kube-router, and Weave. The

analysis concerns technical implementations, performance, and potential

use cases. The investigation shows that they provide similar networking

models, but differ in packet forwarding and filtering methods. Perfor-

mance is highly dependent on the chosen networking model, and it can

be improved by executing forwarding and filtering decisions closer to the

hardware. The analyzed plugins are suitable for general use, but once

enterprise-grade features and performance is required, Calico and Cilium

stand out. Based on the analysis, CNI plugin technologies are moving

towards eBPF implementations for routing and network policies, consider-

ing its extended developer audience, security, and flexibility.

KEYWORDS: Kubernetes, Container Network Interface, CNI, Container

networking, Containers, Calico, Flannel, Weave, Kube-router, eBPF



1 Introduction

In recent years, software development has adopted various virtualization

technologies. Hardware virtualization (i.e., virtual machine) is an effec-

tive method to create multiple fully isolated computing environments on

the same physical host by full emulation of a physical computer. However,

with the advent of microservices and function-as-a-service applications,

the need for more lightweight virtualization has emerged [10]. Contain-

ers provide virtualization on the operating system (OS) level by sharing

the kernel of the host OS. This creates a more lightweight, isolated en-

vironment with all the required dependencies encapsulated in one con-

tainer image. Containers (i.e., deployed images) serve as building blocks

of microservice-based applications, and to manage the increased number

of containers, an orchestrator system is used, e.g., Kubernetes. Such a

system automates numerous tasks, including the deployment of contain-

ers across several host machines, application scaling, load balancing, and

container self-healing. Containers implement microservices and need to

connect to each other and to external networks to form a cloud applica-

tion. This networking is provided by Container Network Interface (CNI)

plugins, such as Calico, Cilium, Flannel, Kube-router, and Weave. There

are a large number of plugins, each using different underlying technolo-

gies, and the aim of this paper is to analyze the internal design of the most

widely used ones and understand their implementation, performance, and

potential use cases.

The rest of the paper is structured as follows. Section 2 introduces CNI,

Section 3 introduces various design solutions, Section 4 presents a perfor-

mance comparison, Section 5 discusses possible use cases of the selected

plugins, and Section 6 shows the results of the document. Finally, Sec-

tion 7 concludes the paper.



2 Container Network Interface (CNI)

CNI is a Cloud Native Computing Foundation project that comprises a

specification and a set of libraries for writing plugins that offer various

solutions for Linux containers to connect to a network. In addition, it

provides a set of core reference plugins that serve as a starting point to

understand the purpose of CNI.

A CNI plugin is an executable between the container runtime and the

container itself. The runtime calls it to execute a network configuration,

such as adding a network interface to the container, connecting it to the

host network, or assigning an IP address.

The reference plugins are centered around single-host container net-

work interface configuration. For example, the bridge plugin creates a

virtual switch in the host network namespace and connects the container

to it, thus setting up a connection between the host and the container [1].

When it comes to a cluster consisting of multiple hosts, a number of

third-party plugins are available, which advance the capabilities of the

reference plugins, providing more extensive, out-of-the-box network so-

lutions for container networking across multiple nodes. The most widely

used Kubernetes container runtimes (containerd, CRI-O) make use of CNI

plugins to implement the desired container network configuration. In Ku-

bernetes, a pod is the smallest deployable unit of computation that con-

sists of one or more containers sharing the same network namespace.

The specification states directives for container runtime and plugin de-

velopers in order to provide a unified method container networking con-

figuration. The specification defines five directives as follows [2]:

1. A network configuration format

The network configuration must be specified in a JSON file where all

the necessary plugins along with their configuration are listed. The run-

time processes this file and converts it to a format that can be passed to

the plugin executable.

2. A protocol for runtimes to make requests to network plugins

It defines a protocol for the communication between the runtime and

the plugin executable. It contains protocol parameters that the runtime

passes when calling a plugin to execute a certain network configuration,

including CNI_COMMAND, CNI_CONTAINER_ID, CNI_NETNS, and



CNI_IFNAME. Furthermore, four basic operations are outlined: ADD,

DEL, CHECK, and VERSION, which are denoted by CNI_COMMAND

during plugin execution. E.g., the ADD operation means the creation of

interface CNI_IFNAME inside container CNI_CONTAINER_ID in net-

work namespace CNI_NETS.

3. A procedure for runtimes to execute plugins according to the configura-

tion

The network configuration JSON file contains a list of plugins to call.

The specification defines how the runtime should understand the file

and convert it to a form the plugin binary can process. For example, the

provided network configuration might translate to a sequence of ADD

and DEL operations, and the specification defines the order in which the

runtime should invoke these operations. Furthermore, it is forbidden to

call parallel operations for the same container.

4. A procedure for plugins to delegate functionality to another plugin

A plugin might call another already existing plugin, for instance, in

case of IP address assignment. To manage the IP address allocation of

the interface and add the corresponding routes, the IP Address Manage-

ment (IPAM) core plugin can be called. CNI specifies rules, such as the

required parameters the delegating plugin should pass to the delegatee

plugin and the way error messages should be forwarded.

5. Data types for plugins to return their results to the runtime

CNI defines the result response format the plugin should return after

executing an operation. The specification consists of three values: Suc-

cess, Error, and Version, and the respective keys to return. For example,

after ADD operation the plugin should return the CNI version, the re-

spective interfaces, IP addresses, routes, and DNS information in the

JSON formatted result message.

3 Design considerations

This section compares the technical solutions of the most common CNI

implementations.



3.1 Layer of operation

Regarding a Kubernetes cluster with several hosts containing multiple

pods, communication can be classified into two broad categories: intra-

host and inter-host communication [11]. Intra-host communication takes

place on the host level, between two or more pods on the same host,

whereas in the case of inter-host communication, a pod on one host should

be able to reach a pod on another host.

Intra-host communication is simpler since the messages do not leave

the hosts where the pods reside. However, there are multiple strategies

to achieve it, depending on the layer of operation. Fig.1 (based on [10])

depicts two widely used approaches.

Figure 1. Intra-host pod-to-pod communication approaches

The L3 (Fig.1(a)) relies solely on the routing capability of the host ma-

chine and forwards every packet based on the IP address of the pods. The

L2 (Fig.1(b)) implements L2 switching capabilities by taking advantage

of the bridge reference plugin. In this setup, multiple virtual links, "veth-

pairs", are created, where one end is connected to the respective pod, and

the other is inserted in the virtual switch. This way, all inter-pod commu-

nication traverses through the virtual switch.

Inter-host communication can also be divided into two general cate-

gories. Figures 2 and 3 (based on [10]) illustrate underlay and overlay

networking modes, respectively. In the case of underlay networking, pack-

ets transit via the underlying IP network between the hosts. The routing

protocol of choice depends on the data center. However, Border Gate-

way Protocol (BGP) is commonly used since it can route across different



autonomous systems, which can be desirable for cloud sites. The other

widely used approach is to use an overlay network, i.e., a tunnel, on top

of the physical network to create virtual connections between the hosts.

Essentially, packets are encapsulated using a protocol other than that of

the underlying network. The most commonly used tunneling protocols are

Virtual Extensible LAN (VXLAN) and IP-in-IP.

Figure 2. Inter-host pod-to-pod communication via the underlying cluster network

Figure 3. Inter-host pod-to-pod communication via an overlay tunnel



As to third-party plugins, a widely used approach, implemented by Flan-

nel and Kube-router, is to use L2 virtual switching for intra-host commu-

nication and support both underlay and overlay modes for inter-host com-

munication. Alternatively, Calico and Cilium only operate on L3, without

utilizing a virtual switch for intra-host communication, while supporting

underlay as well as overlay modes between different hosts.

3.2 Packet forwarding and filtering

In the L3 CNIs (Cilium and Calico), a widely used approach for packet for-

warding has been to rely on kernel IP functions [11]. However, recently,

Cilium and Calico have added support for extended Berkeley Packet Filter

(eBPF) datapath, which allows attaching kernel-level microprograms to

certain networking events (hooks) [4]. eBPF enables efficient and secure

execution of user-defined code in the kernel space and is applied in dif-

ferent computational areas, including networking, security, observability,

and tracing. A Just-In-Time compiler converts the eBPF microprogram to

kernel byte code, thus allowing natively compiled kernel code efficiency

during execution. For enhanced security, the program goes through a ver-

ification, which ensures that it runs to completion and does not try to

access memory out of bounds [12]. As an additional hardening step, the

verified byte code is made read-only at execution time, and any modifica-

tion attempt will result in a kernel crash [4]. These eBPF programs can be

attached to the veth-pairs to route packets inside the host or to another.

Most of the discussed plugins support the standard Kubernetes network

policy [3], based on iptables, which operates on L3 and L4 [11]. While

Flannel does not implement any network policy technologies, Calico and

Cilium utilize alternative solutions, along with the standard L3-L4 ap-

proach. These enable more fine-grained network policies covering L3-

L7. Calico achieves this by implementing its own iptables-based solution,

whilst Cilium relies on eBPF microprograms for this purpose, as well.

eBPF programs are more customizable than iptables. For instance, they

can be written using high-level programming languages, and packets can

be filtered based on the contents of the packet, rather than just the source

or destination IP address [4].



4 Performance

Container network performance can be measured by several metrics, in-

cluding the amount of data that can be transferred from one container

to another in a unit of time (i.e., throughput), and the time it takes for

a packet to travel from the source to the destination (i.e., latency). [10],

[11], [6], and [13] evaluated the performance of widely used CNIs using

various tools such as iperf, netperf, sockperf and sparkyfish. In addition,

open-source Kubernetes benchmark tools are available for this purpose,

such as knb [7].

In intra-host communication, eBPF approaches outperform the L2 bridge

and kernel IP forwarding ones in both throughput and latency [10]. While

bridging, IP forwarding kernel calls and processing iptables rules incur

overhead, eBPF consumes less CPU power by the kernel microprograms

handling both packet forwarding and filtering, thus achieving lower la-

tency and higher throughput.

For inter-host communication, overlay mode performs poorly compared

to native underlay networks [13]. In addition to the overhead of encapsu-

lation and decapsulation, the lack of hardware acceleration, (i.e. tunnel

offloading) can play a role in the underperformance [11]. Tunnel offload-

ing is a mechanism that enables more efficient handling of overlay net-

work traffic by delegating the task of encapsulation and decapsulation to

the host Network Interface Controller (NIC), thus allowing the host CPU

to perform other tasks. Not all NICs support every tunneling protocol of

the CNI, therefore some CNIs might achieve degraded performance with

a set of overlay tunneling protocols.

Numerous technical solutions can improve container network perfor-

mance, including memory sharing, Remote Direct Memory Access (RDMA),

and Data Plane Development Kit (DPDK). Sharing the host memory and

enabling Inter-Process Communication between containers on the same

host would eliminate the overhead incurred by network transmission [15].

RDMA allows direct memory-to-memory data transfer between hosts by

enabling the NIC to directly communicate with the host memory con-

troller, thus decreasing the computational burden of the CPU [9]. Note,

these approaches degrade the isolation of containers, which might be un-

desirable for certain applications. DPDK enables containers to access the

NIC directly without involving the kernel network stack, thereby achiev-

ing lower latency and higher throughput [5].



5 Use cases for different CNIs

This section compares the intended uses of the analyzed CNI implemen-

tations. It is partly based on the stated goals of the plugin developers and

partly on the technical analysis of their implementation, and performance

above.

While Flannel, Kube-router, and Weave only serve as standalone CNI

plugins, Calico [14], and Cilium [8] provide consumer-grade as well as

enterprise-scale Kubernetes networking solutions. The enterprise offer-

ings include customer support, managed clusters, and monitoring fea-

tures. Therefore, if these features are critical for the given containerized

applications, Calico and Cilium are feasible options.

As mentioned in Section 3, CNIs differ in network policy rule specificity.

Unlike the others, Flannel does not support any network policy solution.

This results in fewer configuration options, and eliminating the overhead

of rule processing can also improve performance. Thus, Flannel could be

a suitable option for a quick, basic network without extensive security

measures. Weave and Kube-router can be used if no packet filtering is

needed above the transportation layer. However, for more control, Calico

and Cilium could be suitable.

As pointed out in Section 3, most of the CNIs support both underlay

and overlay networking for intra-host communication. [13] measured

the performance of both modes based on packet size. When it comes to

small-sized packets, the overlay approaches of Flannel, Weave, and Cal-

ico demonstrated comparable performance. However, in larger-sized data

transfer, underlay Calico outperformed the overlay alternatives. As a re-

sult, for small packet traffic, e.g., message queue services, both modes

seem to be viable. In contrast, for bulk data transfer, such as file sharing,

overlay mode could be more efficient.

6 Discussion

CNI plugins fit very well in the Kubernetes ecosystem since they provide

standard, pluggable interfaces to configure inter-pod network connectiv-

ity. There are technologies moving routing and filtering decisions closer to

hardware, and CNI plugin development seems to be going towards eBPF

microprograms due to their efficiency, security, and customizability. Cil-

ium has completely adopted eBPF, and Calico has integrated it as one of



their datapath offerings. As opposed to changing the kernel source code

or writing a kernel module, these programs can be developed at a much

faster rate. Furthermore, since eBPF is not limited to networking appli-

cations, it spans a larger developer community. For basic, general use, the

analyzed plugins (Calico, Cilium, Flannel, Kube-router, and Weave) prove

to be sufficient. Most of them support both underlay and overlay networks

with multiple tunneling options, therefore users can flexibly choose de-

pending on the type of application. However, Calico and Cilium seem to

be standing out with their fine-grained network policies and enterprise

offerings.

7 Conclusion

This paper has reviewed the technical solutions of the most widely used

CNI plugins and analyzed their design, performance, and possible use

cases. The CNI specification defines rules about the network configura-

tion format, the plugin-runtime communication protocol, plugin delega-

tion and return data types. The base plugins configure essential single-

host networking and serve as a good starting point for plugin developers.

Generally, in intra-host communication, most of the plugins operate on L3

(kernel IP forwarding) or L2 (virtual switch). In addition, eBPF micropro-

grams (implemented by Cilium and Calico) are more flexible and outper-

form the other solutions. In inter-host communication, by eliminating the

overhead of encapsulation and decapsulation, underlay solutions provide

more efficient communication. Regarding packet filtering, while Flannel

does not implement network policies at all, Calico (using its own ipta-

bles implementation) and Cilium (relying on eBPF) allow rules on higher

layers than L3 and L4, therefore achieving more fine-grained network

policies.
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