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Ethics in Al: Three-Part Discussion
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Ethics of Al in Society

Recapping the 1. Bias and Fairness
Key Concepts 2. Accountability and Remediability

3. Transparency, Explainability and Trust
4. Safety and Privacy

5. Value-Alignment
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Engaging Ethical Al Principles in Practice
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Ethics in Al: Timeline of Deliberations

Foundation of Partnership on Al Human-Centered Al | joins Partnership on Al Ethics Guidelines for Trustworthy Al
Apple, Amazon, DeepMind, Google, Facebook, IBM, and Microsoft Stanford Baidu EU
September 28" 2016 May 18" 2018 October 12™ 2018 April 82019
Asilomar Al Principles Ethics & Society Principles Al Principles Beyjing's Al principles
Future of Life Institute DeepMind Google China
January 8" 2017 October 3@ 2017 June 7" 2018 May 28" 2019
99— ©
Al in the UK Tencent's Al philosophy | Principles of Al
UKs House of Lords Tencent OECD
April 16" 2018 December 32018 May 22™ 2019
OpenAl Charter Everyday Ethics for Al
OpenAl IBM
April 9% 2018 September 15" 2018
A” Markus Schmitz, Artificial Intelligence and Data Ethics I, CIONET, Nov 5, 2019.
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https://www.cionet.com/blog/2019/11/05/artificial-intelligence-and-data-ethics-ii
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What's the responsibility It matters how platforms Statement by PAl's

of the Al industry in label manipulated media. Executive Director on
ensuring that Al serves to Here are 12 principles Black Lives Matter and
create an inclusive global designers should follow. Systemic Racism
economy?
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Values Al needs to respect

i gk

Fairness Reliability & Privacy & Inclusiveness
Safety Security

©) Transparency

@ Accountability

J)
A Chart 5. www.microsoft.com/en-us/ai/responsible-ai
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http://www.microsoft.com/en-us/ai/responsible-ai

Google Al About Responsibilities Research Education Tools Blog

OUR PRINCIPLES

Artificial Intelligence at
Google: Our Principles

Google aspires to create technologies that solve
important problems and help people in their daily
lives. We are optimistic about the incredible potential
for Al and other advanced technologies to empower
people, widely benefit current and future generations,
and work for the common good.

A”
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https://blog.google/topics/ai/ai-principles/

EU Trustworthy Al
Ethics Framework

HiGH-LeveL EXPERT GROUP ON
ARTIAICIAL INTELLIGENCE
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ETHICS GUIDELINES
FOR TRUSTWORTHY Al
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INTRODUCTION

Framework for Trustworthy Al

Trustworthy Al

(not dealt with in this document)

CHAPTER |

[ Foundations of Trustworthy Al

Adhere to ethical principles based on
fundamental rights

] ——

Acknowledge and address tensions - Faimess
between them « Explicability

CHAPTER N

[ Realisation of Trustworthy Al

Implement the key requirements

) = (TR o e
+ Technical robustness and safety

Evaluate and address these continuously l:wacymddatawm
throughout the Al system's ife cycle + | ransparency
via - Diversity, non-discrimination and
faimess
« Sodietal and environmental wellbeing

Technical Non-Technical + Accountability
Methods Methods

CHAPTER It

S

Operationalise the key requirements

Tailor this to the spedific Al application
www.ec.europa.eu/futurium/en/ai-alliance-consultation
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EU Trustworthy Al
Ehics Framework

7 Key Requirements
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BENEFICENCE
Do Only Good

NON-
MALEFICENCE

Do No Harm

AUTONOMY

Whether to Decide or not to
Decide to Delegate

JUSTICE

Promote Prosperity, Preserve
Solidarity, Avoid Unfairness

EXPLICABILITY
How Does It Work and Who is
responsible for the way it works

School of Science

EU

Ethics Guidelines for
Trustworthy Al

OECD

Principles of Al

Future of Life
Asilomar Al
Principles

China
Beijing Al Principles

Google
Al Ethics Principles

Figure 2: Five organizations in alignment with Floridi’s Al principles.

The darker and larger the square, the more focus on the respective principle
Markus Schmitz, Artificial Intelligence and Data Ethics Il, CIONET, Nov 5, 2019.
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Ethics in Al

The principles published by different organizations
Comparing are not contradictory and follow similar themes.
Principles

They are all highly general and need to be more

specifically tailored to be actionable.

The principles themselves are inherently in conflict,
requiring critical tradeoffs for decision-making.

There is no enforcement mechanism for the
A” principles; none of them are legally-binding.

Al Ethics in Practice: Designing for Ecosystems 13
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Enabling Al Ethics in Practice:
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Enabling Al Ethics in Practice

1. Devising Ethical Al Principles

Action Agenda
Moving Forward 2. Ensuring Oversight & Governance of Al

3. Promoting Diversity and Inclusion in Al
4. Democratizing Al though Open Education

5. Participatory, Value-Sensitive & Speculative
Design for Al

Suggest other actions ...

Al Ethics in Practice: Designing for Ecosystems
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Devising Ethical Al Principles

Action #1:
Shaping
Ethical Al
Principles
Collectively

A”

Aalto University
School of Science

Five steps to defining the ethical
principles of artificial intelligence

Collect and share information d .
Commit and delegate\_——-) @ * Collect information

= Find out what has already been
done and how value can guide work
= Share the information to all

* Name a person who has the responsibility and
mandate
+ Find the right operators and persons to ,

participants
participate in the creating of principles 7
/
/
/
Start using and develop - @ Ideate and iterate
* Finalise, publish and share = Organise a workshop or some other
your set of principles inclusive method to ideate together
« Ensure you have answers to key questions. Based on
ownership of the principles mis vyork. draw up a set of preliminary
and continue their principles.
development
Validate
H « Validate the principles both internally
. Al Finland s

www.tekoalyaika.fi/en/background/ethics/ ~ * Mekehe necessaw changes



Statement on Al, Robotics and
Autonomous Systems

European Group on Ethics in Science and New Tech (EGE)

1)

2)

3)

4)

Human dignity:
Limits to classifications & awareness whether we are
interacting with a machine or human

Autonomy:
Human ability to choose whether to delegate
decisions and actions to Al or not

Responsibility:
Al should be developed in ways serving social good
as determined by democratic processes

Justice, equity, and solidarity:
No discriminatory bias in datasets & equal access to
Al tech & fair distribution of benefits

. Al Finland

5)

6)

7)

8)

9)

Democracy:
Key decisions on regulation and application
results of democratic and public debate

Rule of law and accountability:
Protection agains risks stemming from Al that
infringes human rights eg safety and privacy

Security, safety, bodily and mental integrity:
All safety dimensions taken into account in development and
tested before release

Data protection and privacy:
Also limit for tech influencing personal opinions

Sustainability: Priority for environmental protection

#tekoadlyaika | #aiera



Ethical guidelines for the use of Al
OP Group

1)

2)

People-oriented approach

We deploy data and Al responsibly to promote the
wellbeing of our customers. We define clearly the goals
of our Al work and refine them when necessary to
respond to changes in data, technical possibilities and
our work environment.

Openness and transparency

We operate openly in relation to our customers,
partners and stakeholders and ensure the transparency
of our Al applications and their evaluation. We are open
about the ways we use Al, and we subject our work to
review.

~ Al Finland

3)

4)

5)

Impact assessment

We examine carefully how our choices affect our
customers and their environments and strive always to
make responsible choices when we apply Al.

Ownership

We assign owners to all the principles guiding our
work and all the algorithms we develop. We ensure
that the Al we use is ethical throughout its life cycle.

Privacy protection

We safeguard the protection of privacy and personal
data in the data we use in accordance with our data
protection policies.

#tekodlyaika | #aiera



The Futurice
Principles for
Ethical Al
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Ethics is an integral part of our way of working.

We will always uphold our responsibility to identify
and raise ethical implications and concerns related
to our work and help our clients deal with ethical
questions related to autonomous systems in a
responsible way.

Autonomous systems do what they do as a result of countless
technological, economic, ethical and political decisions by human
beings. As designers and builders of autonomous systems, we

must never relinquish our responsibility for the greater good in the
pursuit of business, governmental or political outcomes by us or our
clients. We remain committed to retaining human control and the
greatest possible degree of transparency in the systems we build.

The following ethical principles are meant to support and guide our
decision-making when creating autonomous systems and dealing
with data and algorithms.

www.futurice.com/blog/introducing-the-futurice-principles-for-ethical-a

futu rice

o


http://www.futurice.com/blog/introducing-the-futurice-principles-for-ethical-ai

Futurice

@ 1 Purpose
& Impact
Focus on the purpose and impact

* Respect and be mindful about the impact on people af-
fected by the system.

+ Ensure that the systems we design and build have a
clear purpose and can be trusted to behave as expected
and anticipated.

s Consider the impact of the system beyond the user and
consider any positive and negative consequences the
system might have.

@ 3 Inclusion
& fairness

Aim for inclusion by striving to
understand whom the system we are
designing and building will impact.

tem carefully from the be
1 ople

to ensure

s to cres
impacted people.

Futurice

Futurice

Transparency
& Trust

Prioritize transparency in the
systems we design and build, and
strive to increase trust in all of them

» Go for maximum transparency and openness in the
systems whenever possible.

» Be mindful about how the system impacts people's
behavior.

* When being able to justify the system's working
principles and outcomes is paramount, make sure to
design and build in explainability from the beginning.

+ Build systems that are ready for auditing.

04 25,

Collect, store and use personal data
safely and default to high privacy

« Make it explicit to users what kind of personal data is
being used and how.

» Collect and store as little sensitive data as possible.

» Make it as easy as possible for users to exercise their
rights for data privacy (GDPR)

= Anonymise data as much as possible.



futurice

5 Don’ts

Don’t work on systems that go
against human rights

H

: Don’t manipulate Don’t harm humans or

o + Do not use private data to pro- the environment

= mote ideas or actions that im- + The systems we build should
= pacted people might consider never raise a direct threat to-
5, unwanted or harmful. wards people or the environ-
(= ment. The systems webuild

) » Do not use manipulative fea- must always guarantee the

= tures or design, or exploit hu- protection of the physical,

o man biases - instead, design psychological as well as social
§ for understanding. safety of individuals.

a

i Don’t incite violence

S * Violence is sparked by disrespect and distrust between individuals
= and groups. The systems we build should never promote the divi-
E sion of societies or social groups.



. Your reason for
using data

o What s yvur pramary purpose for coectng and

using data n P project
Wit e your snain ue Casen? Wit s your
Exranens neoxel

o Are you imakng Bengs et for sockety? How

wnt fex whonr?

“ A you replacng ancamer pHOOUET O Service a3

o 3 rosul of thes project?

Engaging with
people

Fow €2 PeOSs WG8Gw WD Yo 00 B
o)

" How can people comect  opast

o of coguast changes 10 e producUservice?

To what extert®
Are 30003 mechani Teasorabie 30 wel
o o]

Aalto University
School of Science

Open Data Institute #DataEthicsCanvas
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Limitations in
data sources
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Oversight of Al

Knowledgeable

Action #2: Establishing

Al Ethics Councils for

council

Oversight & Governance > ;
: ‘ — . g
8 4 central functions institute %
) ©
2 <
A” Figure 1: A potential setup of an Al ethics council
Asito University Markus Schmitz, Artificial Intelligence and Data Ethics IV, CIONET, January 14, 2020.
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https://www.cionet.com/blog/2020/01/14/artificial-intelligence-and-data-ethics-iv

Diversity and Inclusion in Al

Action #3: Creatin g Diversity & EthlcE L:r:5 2:1 3 Reflection Of Its
S

in itia tives fo r dive rsit.yl by Chandana Madaka on Jul 4,2019
inclusion & expanded
participation in Al

Diversity is the "what"; inclusion is
the "how.” Inclusion is a measure of
A,’ culture that enables diversity to thrive.

e https://blog.strands.com/ethics-diversity-in-ai

Aal
School of Science
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Democratizing Al

.. Elements of Al eu2019fi  Startcourse  FAQ

Action #4: Expanding
Awareness, Open

Education & Positions
in Al & Ethics

Part 1 Part 2, coming in 2020

Founder Teemu Roos, University of Introduction to Al Building Al

Helsinki — to raise awareness about the

An Introduction to Al is a free online course for Building Al is a free online course where you'll
oppor‘tunities and risl(s O‘f AI among everyone interested in learning what Al is, what learn more about the actual algorithms that
. is possible (and not possible) with Al, and how make creating Al methods possible. Some basic
people who are strangers to science, so NN S DRI M =
. - plicated math Python programming skills are recommended
that th ey can deCI de for themselves What or programming required. to get the most out of the course.
uses Of Al WOUId be beneﬁCiaI and Wh ere Sign up for our newletter to be the first to know

they want their government to invest. when the course is out.

Aalto University
School of Science

https://www.elementsofai.com
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Participatory, Value-Sensitive & Speculative
Design for Al

Action #5: e phelbie e e
Emphasizing the  tousiodemen ociodncocmors?

Design Process

Ou

] 2 rs and who participates?
What are the different int re of their participation?
Who owns outcomes?
How sustainable are outcom 380G pRRCDANS .t
pens when the project ends?
A” Frauenberger, C. et al. In pursuit of rigour and accountability in participatory
e N design. International Journal of Human Computer Studies, Feb 2015.

School of Science
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Mapping Al Ethics & Designing for Ecosystems
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Mapping
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WILDFIRES
IN PORTUGAL

- -

Design as a strategic tool in disaster prevention:
A case study of wildfires in Portugal by André
Santos, MA student in Collaborative and
Industrial Design, Aalto University, 2020.

A”
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Vladan Joler & Kate
Crawford, Al Now
Institute, 2018.

www.anatomyof.ai

Anatomy of an Al system

An anstomical case study of 2 of tuaman labor
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https://anatomyof.ai/
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Urban Al Ecosystems in Crisis

Multiple 1. Climate change, inequity, affordable housing
intersecting and inclusive employment for poor marginalized
crises in cities residents and migrant communities.

2. Unprecedented adverse health and economic
effects of the emerging COVID-19 pandemic.

3. Systemic discrimination and violence against

Blacks and other historically marginalized
groups due to structural racism.

Al Ethics in Practice: Designing for Ecosystems 32



Responsible Urban Al in Crisis

Rights-based 1. Right to the City, Right to Livelihoods:

Discourse Sustaining Urban Ecosystems in Mediating
Climate Crises.

2. Right to Information, Right to Privacy:
Contestations in the COVID 19 Pandemic.

3. Right to Equality and Non-Discrimination,
Right to Free Assembly: Racial Profiling,
Predictive Policing, and Urban Protests.

7
A Nitin Sawhney. Te Awa Tupua: Sacred Rivers and Cooperative Urban Al Ecosystems. DIS 2020.

Aalto University
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Contact Tracing

Confirmed case

A”

Aalto University
School of Science

www.cdc.

Contact tracing finds
cases quickly so they

can be isolated to
reduce spread.

gov/coronavirus

APP-BASED CONTACT TRACING

Smartphone-based contact-tracing apps come in two flavours. In both
cases, the phones broadcast transient pseudonyms, which other phones
can record. But once a person is diagnosed with COVID-19, the apps
diverge. Decentralized apps retain the list of contacts on the phone
itself, whereas centralized apps store those data on a central server.

with person B's
encounter history.

1. Contact 2. Test
When person A Person A develops
and person B symptoms and
come to close gets a test.
contact, their
phones exchange
a key code using
Bluetooth.
Person A Person B
Decentralized approach Centralized approach
3. Upload 3. Upload
A QR code from the — The app uploads its
tester authorizes g8dli || pseudonyms as well
the app to upload k£i05 as proximity and
the history of o other interaction
pseudonyms it has (L data. Some health
broadcast. No e authorities might
location data are choose to upload
dsa1j /  retained. location data as well.
0fmf9
xjf94 »  4.Compare 4. Compare
Person B's phone An algorithm
can download the analyses the
list of codes from a interaction data to
person who have =) determine who
had a positive test should be contacted,
and compare it ! and sends out alerts.

©nature



Reforming HCD in Relation to Challenges in Contact Tracing Technologies [IEElEuhnral

ey staaholders of the Pasdenic

e e mchamn o equenty ¢ putcs 0 Pastheay
P = ey - i
ot 24 gt e e S Lagrer estpes e -
ey w—— =
S =
~ s o e s =
e
e ond watan sty WHO. —— ——o—
Maderming $KCD n e € < e e corsred desige s Ny cermned e o R - A
—
W\ W e W b 1 e Db, Ve, Frasti” Ovitgn nring i veten
\\ ran muman @abensitenn
\\ n -
s

4n the Sontust of dealisg with the challengws in T tech

Values—based ecclogies

Constructed ecologies

e ksl
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. . . e~ Ecologies of Power
=

——— o o . g
Uy T OCTIT wwes  Tn 2D Beyond Contact Tracing..
== Weway TN ———-
— S mm— —m— — m— Socio-Cultural ecologies i ol v A
g « s contact tracing the ultimate way?

+ Think about larger questions of what pandemics
— means to the society
i modnarceesd + Onto building a resilient society, how to live with
virus in a long term?
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AVOICE FOR NATURE

The Whanganui River in New Zealand is a legal person. A nearby
forest is too. Soon, the government will grant a mountain legal

personhood as well. Here's how it happened, and what it may mean.

BY KENNEDY WARNE
PHOTOGRAPHS BY MATHIAS SVOLD







Responsible Urban Al in Crisis

Ways Forward 1. Anchor Ethics in Al using a rights-based discourse.

2. Conduct participatory, value-sensitive and
ethically-engaged research and design practices.

3. Develop Cooperative Urban Al Ecosystems
embracing human, Al and non-human agency.

4. Devise inclusive policies for oversight, open
access, and governance that support ecological
A’ justice (social & environmental) in urban sphere.

"33
o
o8
2
X
<
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Centre for Collective Intelligence Design
https://www.nesta.org.uk/project/centre-collective-intelligence-design/



Machine intelligence

Can
Consistent interpret Can learn
(inflexible) high- from (many)
performance dimensional examples
data

Not /
vulnerable to
social bias

Centre for Collective Intelligence Design
https://www.nesta.org.uk/project/centre-collective-intelligence-design/



LR CENTER FOR
.t COLLECTIVE
INTELLIGENCE

DESIGNING CREATING STUDYING DEVELOPING

Collectively New Examples of Collective Theories of

Intelligent Collective Intelligence in Collective

Systems Intelligence Today's Intelligence
Organizations

Designing Collectively

A Intelligent Systems

Aalto University CO”ECtIVE Inte”lgence DeSign Lab https.'//ccj.mit.edu/research/

School of Scient
MIT’s Collective Intelligence Design Lab (CIDL) helps groups design innovative new kinds of collectively intelligent systems

(superminds) to solve important problems.



Collective Intelligence

Augmented
Collective

Intelligence
Framework

A”

Aalto University
School of Science

Insights / predictions / early warning signafs Generated synthetc dota

Prediction: set-up & testing of intended behavioral cutcomes

.
K

\
o:e
Nyne

Social networks
Xnowledge / Actions

Human Agency

Civic Assets

PHYSICAL DIGITAL
CONTEXT ENVIRONMENT

° Collective Intelligence . Assot Digital Twin
° Artificial Intelligence . Personal Digital Twin
° Human Intelligence ‘ Agent-based modeling

https://provocations.darkmatterlabs.org

44



Use Case: Urban Trees

MAPPING

@ Using machine learning algorithms
to automatically identify location
& type of green infrastructure from
satellite imagery

MONITORING

‘ Distributed sensors track ground conditions:
tree health, storm runoff & air temperature

o Citizens verify data to help train learning
algorithm

’ Satellite imagery & historic weather forecasts used
to monitor impact on local temperature

MAINTAINING

Distributed sensors used to help track
soil nutrients and maintenance needs

@ Al agents prompt citizen to verify data & provide
local measurements: tree size, species biodiversity etc,

Al agents notify citizens if
nearby trees need care or if fruit is
ready to pick

MODELLING

Large-scale analysis of outcomes and impact data can
be used to provide evidence for outcomes-based investment

@ Agent based simulations used to model outcomes of
alternative greening strategies

https://provocations.darkmatterlabs.org 45



Use Case: Collective
Climate Action

SENSE-MAKING & IDENTIFYING 'ﬂ (§

Building more-than human shared understanding & list
of potential interventions

Q Machines as agents of non-human perspectives o
and civic assets helping leverage data & information

to augment shared understanding

SIMULATING POTENTIAL IMPACT

Calculating potential impact of choices to encourage

@ Citizens collect and verify data to help train the
behavioural change

learning algorithm; Al and citizens recommend
technically appropriate interventions

FEEDBACK .t

Provide feedback to sustain
behavioural change

@ Simulations used to explore what-if scenarios to
estimate the potential collective impact of choices, identify
the gap between potential impact versus targets, and provide
alternative decision pathways

& A = = ui@. Citizens explore various pathways and make informed
" s XV commitments
C et

o Edge Al is used to locally process data that reflects
@ Machine learning is applied to improve forecasting based

acitizen's lifestyle, then provides personalised

feedback and means for social influence on @" 1 oy
climate-positive actions oo} o on real:world monttoring
.
@ A dashboard is used to provide transparency 4 : }
of citizens’ collective effort
@ Community peer-to-peer learning and influence 1

ensure prolonged behavioural change

https://provocations.darkmatterlabs.org 4
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Humanitarian
@ OpenStreetMap
Team

News — 11 June, 2020

Countries

Liberia

Associated Projects

Scaling Machine-Learning
Workflows for Participatory
Mapping: Monrovia ML
Challenge

https://www.hotosm.org

WHAT WEDO  OURWORK  TOOLS & DATA  NEWS COMMUNITY & ORGANIZATION ~ PARTNER WITHUS  GET INVOLVED

HOT and iLab Liberia Exploring the Potential
of Machine Learning to Augment Human
Mappers in Monrovia
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The Future of Minds
and Machines: How
artificial intelligence
can enhance collective
intelligence
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Five ways collective
intelligence can help

developing countries
face COVID-19

As developing nations gear-up to tackle COVID-19,
these ideas for collective intelligence projects might

provide some support

Tuesday, 21 April 2020 | In H_e_q_l_th. 4 min read

Collective IntéHigence
Design Playbtok{beta):

Tools, tactics and methods to harness the power of '
people, data and teghnology, to solve global
challenges.
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as a solution to every






