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Ethics
Definitions
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Ethics is defined as the discipline dealing 
with right vs wrong, and the moral 
obligations and duties of humans.

Ethics is defined as the moral principles 
governing the behavior or actions of an 
individual or group.
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Branch of philosophy that involves systematizing, 
defending, and recommending concepts of right 
and wrong conduct.

Derived from the Greek word ethos which can 
mean custom, habit, character or disposition.

Ethics covers the following dilemmas:
• How to live a good life
• One’s rights and responsibilities
• The language of right and wrong
• Moral decisions - what is good and bad?

Ethics
Definitions



6 / 40Ethics & Politics of AI in Society

Meta-Ethics: concerns the theoretical meaning and 
reference of moral propositions, and how their truth 
values (if any) can be determined.

Normative Ethics: concerns the practical means and 
criteria for determining a moral course of action.

Applied Ethics: concerns what a person is obligated 
or allowed to do in a specific situation or domain of 
action.

Includes specialized fields like bioethics, business 
ethics, public sector ethics, political ethics, relational 
ethics, environmental ethics and Machine Ethics.

Ethics
Three Areas 
of Study



Ethics vs. 
Morals
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Moral Realism: presumes there are that there are real 
objective moral facts or truths in the universe. Moral 
statements provide factual information about those truths.

Subjectivism: moral judgments are simply statements of a 
person's feelings or attitudes, and that ethical statements do 
not contain factual truths about goodness or badness.

Emotivism is the view that moral claims are no more than 
expressions of approval or disapproval.

Prescriptivism presumes that ethical statements are 
instructions or recommendations.

Ethics
4 Ethical-
isms
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Animal Ethics
Moral Realism: “Free-roaming chickens is a 
more humane practice.”

Subjectivism: “I personally don’t like the idea of 
caging chickens.”

Emotivism: “Caging chickens is awful and 
should be banned!”

Prescriptivism: “Chickens should always be 
allowed to roam freely for several hours a day.”
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Ethics
Come up with your own 
ethical assessment for 
treatment of reindeers.  
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Animal Farm (1954), an animated film, based on the novel by 
George Orwell

Ethics
For Animals,  
For Humans & 
For AI/Robots?
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Are any ethical statements objectively true?

Ethical realists think that human beings discover
ethical truths that already have an independent 
existence.

Ethical non-realists think that human beings invent
ethical truths.

People follow many different ethical codes and 
moral beliefs in their personal, professional, social, 
cultural, and societal contexts. 

Ethical principles change over time and are often 
applied differently in different contexts of use.

Ethics
Objectivity 
of Ethics?
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Intuitionism presumes human beings have an intuitive 
moral sense that enables them to detect real moral truths.

Consequentialism bases morality on the consequences of 
human actions and not on the actions themselves.

Non-consequentialism is concerned with the actions 
themselves and not with the consequences.

Virtue ethics is concerned with the way individuals live 
their lives, and less concerned in assessing particular 
actions.

Situational ethics argues that individual ethical decisions 
should be made according to the unique situation rather 
than prescriptive rules.

Ethics
How they 
are often 
manifested?
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Ethics & Values across Ecologies in Society

Sawhney, N., and Tran, A., 2020. Ecologies of Contestation in Participatory Design. 
In Proceedings of the 16th Participatory Design Conference (PDC 2020), Manizales, Columbia. ACM.

https://nitinsawhneydotorg.files.wordpress.com/2020/06/ecologies-of-contestation-pdc2020.pdf
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Ethics Defined, Laura Anabelle, Medium, 
March 5, 2017.

Ethics: A General Introduction, BBC, 2014.

The Hitchhiker’s Guide to AI Ethics, B Nalini, 
Medium, May 1, 2019.

Ethics
Some sources

https://medium.com/the-ethical-world/ethics-defined-33a1a6cc3064
http://www.bbc.co.uk/ethics/introduction/intro_1.shtml
https://towardsdatascience.com/ethics-of-ai-a-comprehensive-primer-1bfd039124b0
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Examining Ethics in AI
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The Atlantic Re:think and Hewlett Packard Labs, June 2018
https://www.theatlantic.com/sponsored/hpe-2018/the-ethics-of-ai/1865/

https://www.theatlantic.com/sponsored/hpe-2018/the-ethics-of-ai/1865/
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Machine Learning Workflow
1. Gathering Data
2. Pre-processing Data 
3. Devising the best model
4. Training & Testing the model
5. Evaluating

Ayush Pant, Workflow of a Machine Learning project, Towards Data Science, Jan 11, 2019

https://towardsdatascience.com/workflow-of-a-machine-learning-project-ec1dba419b94


Machine Learning 
Models
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Charles Earl on Discriminatory Artificial Intelligence, October 4, 2017.

Ethics in AI
Asking the right 
Questions

https://data.blog/2017/10/04/data-speaker-series-charles-earl-on-discriminatory-artificial-intelligence/
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Ethics in AI
Quality of     
Data, Models, 
Predictions & 
Oversight

Messy real-world data with missing, inconsistent 
and noisy data (outliers) often collected due to 
human errors or poor understanding of domain.

Incomplete and ambiguous models that provide 
insufficient coverage or explainability.

Insufficient evaluation and oversight of how the 
models and predictions are used to influence action.

Quality of AI prediction and outcomes affects the 
Ethical Quality of it’s impact on humans.
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Ethics in AI
Key Concepts

1. Bias and Fairness

2. Accountability and Remediability

3. Transparency, Explainability and Trust

4. Safety and Privacy

5. Value-Alignment
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Bias and Fairness
• Cognitive biases are inherent in human decision making and 

AI can amplify these human biases (scaling them more widely).

• Sources of bias in data include incomplete, skewed and non-
representative data used to train machine learning models.

• Machine learning models can also reflect undue prejudice of 
humans and their flawed social and cultural assumptions.

• Biased algorithmic systems can lead to unfair outcomes, 
discrimination, and injustice. 
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http://gendershades.org
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Accountability and Remediability
• Accountability includes an obligation to report, explain, or 

justify algorithmic decision-making as well as mitigate any 
negative social impacts or potential harms.

• Accountability may be achieved by human audits, impact 
assessments or via governance through policy, regulation or 
“humans in the loop”.

• Remediation is the process by which unfair or discriminatory 
practices can be identified and systems modified or withdrawn.  

Principles for Accountable Algorithms and a Social Impact Statement for Algorithms.

https://www.fatml.org/resources/principles-for-accountable-algorithms
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Transparency, Explainability and Trust
• Transparency seeks to ensure that all human stakeholders can 

easily understand how an AI system arrives at a decision or 
recommendation.  

• While not all machine learning models are easily interpretable, 
the goal of explainability is to use models that are inherently 
explainable and allow humans to trace how decisions are made.

• Improved levels of transparency and explainability enhance the  
confidence and trust in AI systems.
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Safety and Privacy
• Safety indicates that AI does not cause accidents or exhibit 

unintended or harmful behavior.

• Privacy suggests that AI must be designed to protect user 
data and preserve the user’s power over access and uses.

• While privacy is a social construct evolving with time and 
cultural norms, violations can affect human dignity and control.

• In the EU, the General Data Protection Regulation (GDPR) 
seeks to ensure that systems dealing with user data comply 
with mandated privacy policies and practices.
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Ethics in AI
Potential Harms
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Value-Alignment
• Value-Alignment is a key theme supporting Safety in AI systems.

• It presumes that AI systems should be designed to align with 
the norms and values of its users.

• Value-Alignment seeks to design methods to prevent AI systems 
from inadvertently acting in ways inimical to human values.

• The challenge is how AI systems can resolve conflicting norms 
and values emerging among users; whose values should it 
privilege at any given time or context?
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Ethics in AI
Opportunities     
& Risks

Luciano Floridi et al, AI4People—An Ethical Framework for a Good AI Society: Opportunities, 
Risks, Principles, and Recommendations, Mind and Machines 28, Springer, November 2018.

https://link.springer.com/article/10.1007/s11023-018-9482-5
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Ethical Framework for AI extending Bioethics

Luciano Floridi et al, AI4People—An Ethical Framework for a Good AI Society: Opportunities, 
Risks, Principles, and Recommendations, Mind and Machines 28, Springer, November 2018.

https://link.springer.com/article/10.1007/s11023-018-9482-5
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https://miro.com/app/board/o9J_kp2tdgY=

https://miro.com/app/board/o9J_kp2tdgY=/
https://miro.com/app/board/o9J_kp2tdgY=/
https://miro.com/app/board/o9J_kp2tdgY=/
https://miro.com/app/board/o9J_kp2tdgY=/
https://miro.com/app/board/o9J_kp2tdgY=/
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