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Exercise session: Wed 24.3. at 14-16 Solutions due: Mon 29.3. at 10
In Exercises 1 and 2, let (X, o) be a metric space, & the Borel sigma algebra on X,
and (%) the set of Borel probability measures on X. For u,v € .#,(X) define
dip(p,v) = inf {5 >0 ‘ VE € B : p[E] < v[E°] + 6 and v[E] < p[E°] + 5} :

where B9 = {z € X | o(z, E) < 6} is the (open) é-thickening of E.

Recall that a coupling of probability measures u, v € .#,(X) is a probability measure
A on X x X such that for all E' € 2 we have A[E x X| = u[E] and A\[X x E] = v[E].

Exercise 1.

(a) Show that dpp is a metric on ./ (X).
(b) Assume that there exists a coupling A of  and v in which

)‘[{(1317%) €X X —/f|9<$1,$2) > 8}] <e.
Show that then dpp(p,v) <e.

Interpretation: If ¢ is very small in part (b), then in the coupling A the two components X1 and Xa of
(X1, X2) ~ X are very close with very high probability. The conclusion then says that then the measures p

and v are very close.

Exercise 2. Assume that v, € #(X), n € N, are such that for some v € (%)
we have dpp(v,,v) — 0 as n — co. Show that we then have v, — v as n — oo.

Hint: Use criterion (i1i) for weak convergence. Recall that the closure of a set E C X can be expressed in

terms of the §-thickenings E°.

Exercise 3. Let n € N, and let C' € R™ " be a symmetric and positive definite
matrix and let m € R™ be a vector. Define a function p : R* — R by

p(r) = 7 exp (—%u —m)T O (o - m>) |

where Z is a constant.

(a) Calculate [, p(z)d"z, and show that p is a (correctly normalized) probability
density on R if Z = (27)"/2/det(C).
Hint: Do first a change of variables (translation) to reduce to the case m = 0. Then do an orthogonal

change of variables to a basis in which C is diagonal.

(b) Choose Z as in part (a), and suppose that & = (£1,&s,...,&,) is a random
vector in R™, which has probability density p : R® — R as above. Calculate the
characteristic function p(f) = E[ewf], for 6 € R" where 0 - £ = Z?Zl 0;¢; denotes
the inner product.

(c) Let £ be the random vector as in (b), and let a,...,a, € R. Show that the
linear combination Z?:1 a;&; is a random number with Gaussian distribution.



a standard Brownian motion and define
w®

Exercise 4. Suppose that B = ( Bt) >0
= )ez0, k = 1,2,3, by setting

is

three other stochastic processes W®*) = (W
W = By, — B,
W = \V2B,,

(3) tBl/t R when t > 0
Wt -
0 , when t =0

where s > 0 and A\ > 0 are constants. Show that all these three stochastic processes
W) = (Wt(k))tzo, k=1,2,3, are also standard Brownian motions.

Exercise 5. Suppose that X = (X;);c[0,1) is a continuous and Gaussian process, for
which E[X;] = 0 for all ¢ € [0, 1] and Cov[X,, X;] = s(1—t) forall 0 <s <t < 1. Let
Y ~ N(0,1) be a random variable independent of X. Define a stochastic process
W = (Wi)iep,) by setting W, = X, +tY.

(a) Show that W has the same finite dimensional distributions as a standard
Brownian motion on the time interval [0, 1].

The event {W; =y} has zero probability, but it is natural to define condition-
ing on this event by the following limiting procedure. For any ¢ > 0, the event
{|W1 — y| < €} has positive probability, so we can consider the conditional distri-
bution of the process W given the event {|W; — y| < e}, and then take the (weak)
limit of this conditional distribution as € ™\, 0.

(b) Show that the conditional distribution of the process W given {W; = y} is
Gaussian, and calculate their mean and covariance functions.
Note: Interpret the distribution of the process as the collection of its finite dimensional distribu-

tions, and conditioning as defined by the limiting procedure above.

Exercise 6. Let B = (B;):c[0,00) be a standard Brownian motion. For ¢ > e define

A(t) = /tlog(log(t)).

% = /2, where the limsup is taken

(a) Show that almost surely limsup,,_,
along n € N.

Hint: Observe that the restriction to Brownian motion to integer times, (Byn)nen, is a random

walk with Gaussian steps. Recall the law of iterated logarithm proven earlier.

(b) Find a function A\: N — [0, 00) with the following properties: % — 0 as

n — 00, and almost surely max,cp, ni1) |Bs — By| < S\(n) except for finitely
many values of n € N.

Hint: You may use the fact that P[maxse[o’l] Bs > r} = e~ do forr > 0.

\/% froo _
(c) Show that almost surely we have (with lim sup taken along ¢ € [0, 00))

| By
li V2.
S

(d) Show that almost surely

lim sup |5 =/2.
t=0 \/tlog |1og(1/t)|)

Hint: Use (¢) and the last part of Ezercise 4 above.




