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POMDP

• First used by Drake (1962)

• Study of monitoring of a discrete Markov source through a memoryless 
noisy channel

• Why partial information?

• Structural systems are not identical to their designs

• Direct, accurate measurements are not possible
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POMDP

• Describes the problem when the transition laws of the core process 

under different control actions are known but the true state of the core 

process cannot be identified with certainty

• Observable states 𝑌 (state space 𝑀) and true states 𝑋 (state space 𝑆)

• Control action during time 𝑡: 𝑎𝑡

• Relationship matrix: 𝑹 𝑎𝑡−1 = 𝑟𝑖𝑗 𝑎𝑡−1 ∈ ℝ|𝑀|×|𝑆| where 𝑟𝑖𝑗 𝑎𝑡−1 =

𝑃 𝑌𝑡 = 𝑗 𝑋𝑡 = 𝑖, 𝑎𝑡−1

• Transition matrix during [𝑡, 𝑡 + 1) under control 𝑎𝑡: 𝑷 𝑎𝑡 = 𝑝𝑖𝑗 𝑎𝑡 ∈

ℝ|𝑆|×|𝑆|where 𝑝𝑖𝑗(𝑎𝑡) = 𝑃 𝑋𝑡+1 = 𝑗 𝑋𝑡 = 𝑖, 𝑎𝑡
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Information vector

• Information vector 𝒒 𝑡 = 𝑞1 𝑡 , … , 𝑞𝑁 𝑡 where 𝑞𝑖 0 = 𝑃 𝑋0 = 𝑖|𝑑𝑡 where

𝑑𝑡 is the history from 0 to 𝑡

• Information is updated: 𝒒𝑗
𝑘 𝑡 + 1 = (𝑞𝑗1

𝑘 𝑡 + 1 ,… , 𝑞𝑗𝑁
𝑘 𝑡 + 1 ) where

𝑞𝑗𝑖
𝑘 𝑡 + 1 =

σ𝑙∈𝑆 𝑞𝑙(𝑡)𝑝𝑙𝑖 𝑘 𝑟𝑖𝑗(𝑘)

σ𝑖∈𝑆 σ𝑙∈𝑆 𝑞𝑙 𝑡 𝑝𝑙𝑖 𝑘 𝑟𝑖𝑗(𝑘)
≔

𝑞 𝑡 𝑃𝑟
𝑗,𝑘

𝛾(𝑗|𝑑𝑡, 𝑘)
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POMPD into MDP

• The sequence of information vectors 𝒒 𝑡 , 𝑡 ∈ 𝑇 is a Markov process for any 

fixed sequence of actions and it is completely ”observable”.

• Terminal cost 𝑪0 = 𝐶1
0, … , 𝐶𝑁

0 𝑇

• Immediate cost 𝑪𝑘 = 𝐶1𝑘 , … , 𝐶𝑁𝑘
𝑇

• Value function for the problem

𝑉𝑛 𝒒 𝑡 = min
𝑘∈𝐴

𝒒 𝑡 𝑪𝒌 + ෍

𝑗∈𝑀

𝛾 𝑗 𝑑𝑡, 𝑘 𝑉𝑛−1 𝒒𝑗
𝑘 𝑡 + 1

• For 𝑛 = 0, 𝑉0 𝒒 𝑡 = 𝒒 𝑡 𝑪0
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Multiple inspection strategies

• Inspection method is chosen from 𝐼

• Other costs (model specific)

• Penalty cost 𝑪𝑃 = 𝐶1
𝑃, … , 𝐶𝑁

𝑃 𝑇

• Inspection strategy cost 𝑪𝑙
𝐼 = 𝐶𝑙1

𝐼 , … , 𝐶𝑙𝑁
𝐼 𝑇

• Discount factor 𝛽

• Recursive formulation

𝑉𝑛 𝒒 𝑡 = min
𝑘∈𝐴,𝑙∈𝐼

𝒒 𝑡 𝑪𝒌 + 𝛽𝒒 𝑡 𝑷(𝑘)(𝑪𝑃 + 𝑪𝑙
𝐼) + 𝛽 ෍

𝑗∈𝑀(𝑙)

𝛾 𝑗 𝑑𝑡 , 𝑘, 𝑙 𝑉𝑛−1 𝒒𝑗
𝑘,𝑙 𝑡 + 1
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Example: Bridge repair
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𝑪1
𝐼 = 0,0,0,0,0 𝑇

𝑪2
𝐼 = 4,4,4,4,4 𝑇

𝑪3
𝐼 = 18,18,18,18,18 𝑇

𝑪𝑃 = 0,0,0,0,0 𝑇

𝑪0 = 0,0,0,0,0 𝑇
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𝜶-vectors
𝑉𝑛 𝒒 𝑡 = min

𝑘∈𝐴,𝑙∈𝐼
𝒒 𝑡 𝑪𝑘 + 𝛽𝒒 𝑡 𝑷(𝑘)𝑪𝑙

𝐼 + 𝛽 ෍

𝑗∈𝑀(𝑙)

𝛾 𝑗 𝑑𝑡 , 𝑘, 𝑙 𝑉𝑛−1 𝒒𝑗
𝑘,𝑙 𝑡 + 1

• Now 𝑉0 𝒒 𝑡 = 𝒒 𝑡 𝑪0 = 0

• Then 𝑉1 can be calculated separately for each 𝑘 and 𝑙

• For example when 𝑘 = 1 and 𝑙 = 1

• 𝑉1 𝒒 𝑡 = 𝒒 𝑡 𝑪1 + 𝛽𝒒 𝑡 𝑷 1 𝑪1
𝐼 = 𝒒 𝑡 (𝑪1+𝛽𝑷 1 𝑪1

𝐼 ) ≔ 𝒒 𝑡 𝜶1
1,1

• Recursively, when 𝑘 = 2 and 𝑙 = 1

• 𝑉2 𝒒 𝑡 = 𝒒 𝑡 𝑪2 + 𝛽𝒒 𝑡 𝑷 2 𝑪1
𝐼 + 𝛽σ𝑗∈𝑀(1) 𝛾 𝑗 𝑑𝑡 , 2,1 𝑉1

𝒒 𝑡 𝑷𝑟
𝑗,2,1

𝛾 𝑗 𝑑𝑡 , 2,1
= 𝒒 𝑡 𝑪2 +

𝛽𝒒 𝑡 𝑷 2 𝑪1
𝐼 + 𝛽σ𝑗∈𝑀(1)𝒒 𝑡 𝑷𝑟

𝑗,2,1
𝜶1
2,1 = 𝒒 𝑡 (𝑪2+𝛽𝑷 2 𝑪1

𝐼 + 𝛽σ𝑗∈𝑀(1)𝑷𝑟
𝑗,2,1

𝜶1
2,1) ≔

𝒒 𝑡 𝜶2
2,1

• General recursive formulation is found in White (1993)
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Example: Optimal decisions

• Calculate the 𝛼-vectors recursively for each action and inspection possibilities 

for all the needed time steps (𝑛)

• When the information 𝒒(𝑡) is known, choose the optimal maintenance 

decision 𝑘′ and inspection strategy 𝑙′ from the corresponding 𝛼-vector giving 

smallest value of 𝒒 𝑡 𝜶𝑛
𝑘,𝑙

• Update the information according to the outcome of the inspection 𝑗.

• Choose optimal decisions based on the value of 𝒒𝑗
𝑘′,𝑙′ 𝑡 𝜶𝑛−1

𝑘,𝑙
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Conclusions

• Pros

• Solution method can answer to the difficulties which the continuous state 
space creates

• Information vector is not discrete

• Cons

• Calculations of 𝛼-vectors might take time, if many possible control actions, 
information strategies and solutions for long term are needed
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Homework

Use the slides of the presentation (notation) and the article of Corotis et. al (2005) (numeric 

values) to answer the following questions.

1. Explain what 𝒒2
1,3 𝑡 + 1 is. Calculate the 𝒒2

1,3(𝑡 + 1) when 𝒒 𝑡 = (0.85,0.10,0.05,0,0)

2. Explain what 𝜶1
3,2

is. Calculate the 𝜶1
3,2

vector when 𝛽 = 0.99.

Solutions can be calculated either by hand or with Excel, Matlab or R.

Return solutions until Friday 13th of November to jussi.leppinen@aalto.fi. 

Need help: Send email or message in Telegram (@jussi_lep)
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