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Example 1: Pizza delivery

• Recall the simple example of food delivery
• The courier must find the shortest path
• Transitions are uncertain, the courier chooses the direction
• In this example, the costs do not depend on the chosen direction

or the current state
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Example 2: Snakes and Ladders

• Recall the Snakes and
Ladders game

• Assume that you can either
throw a die with 4 or 6 sides

• Which die should you choose
in each square?

13.11.2020
4

https://medium.com/re-form/the-timelessness-of-snakes-and-ladders-4ae7d205a4e7
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Problem formulation

• States {1, … ,𝑛, 𝑡}. State 𝑡 is the destination state.
• At state 𝑖 a control 𝑢 ∈ 𝑈(𝑖) is chosen
• The expected cost of choosing control 𝑢 at state 𝑖 is 𝑔(𝑢, 𝑖)
• When control 𝑢 is chosen at state 𝑖, the probability of moving to

state 𝑗 is 𝑝𝑖𝑗 𝑢
• For convenience, 𝑝𝑡𝑡(𝑢) = 1 and 𝑔 𝑢, 𝑡 = 0 for any 𝑢 ∈ 𝑈(𝑡)
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Problem formulation

• The goal is to find a policy 𝜇 describing the optimal actions at each
state

• If the transition matrix related to the policy is 𝑃𝜇 and the costs per
stage are 𝑔𝜇 the decision maker minimizes the expected cost

𝐽𝜇 = ෍𝑃𝜇𝑘𝑔𝜇

∞

𝑘=0
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Connection to the deterministic
problem
• If the transition probabilities are all either ones or zeros, we get the

deterministic shortest path problem
• The costs 𝑔(𝑠,𝑢) correspond to the arc weights and there is an arc

between nodes 𝑖 and 𝑗 if there is an action such that 𝑝𝑖𝑗 𝑢 = 1
• Solving the problem with value iteration is equivalent to updating

labels in presentation 10 repeatedly

Insert presentation date
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Proper and improper policies

• A policy is called proper if
• The target state is reached eventually with probability 1 ⟺
• Regardless of the current state, there is a positive probability to hit

the destination state at most 𝑛 steps

• To get a well formulated problem, we assume that
• There exists at least one proper policy
• For every improper policy, the cost diverges to ∞ for some initial

state
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Stochastic shortest path problem as a
Markov Decision Process
• The problem can be viewed as a MDP as we have a state space,

action space, transition probabilities 𝑃 𝑠,𝑢, 𝑠′ and costs 𝑔 𝑠,𝑢
(Presentation 5)

• The problem can thus be solved using value iteration, policy
iteration or linear optimization as we have seen before
(Presentations 12 and 13)

Insert presentation date
10



MS-E2191 Graduate Seminar on Operations Research: “Decision-Making under Uncertainty”

Connection to infinite horizon problems

• This problem is a special case of infinite horizon problems
(Presentation 11) with a discount factor 𝛼 = 1

• Similar notation is used, and similar results hold (such as the
Bellman Equation)

• The Value iteration method is a variant of the DP algorithm

Insert presentation date
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Value iteration

The cost vector is updated until the results are satisfying

13.11.2020
12



MS-E2191 Graduate Seminar on Operations Research: “Decision-Making under Uncertainty”

References

Bertsekas, D. P. (2012). Dynamic programming and optimal control (Vol. 2,
4th ed.) Approximate Dynamic Programming. Belmont, MA: Athena
scientific. (pp. 172-189)

Earlier presentations in this course

13.11.2020
13



MS-E2191 Graduate Seminar on Operations Research: “Decision-Making under Uncertainty”

Homework

The given template solves the example problem Snakes and
Ladders. Explore how the solution changes when the game
board or the used dice are changed or do any other
experiment you want. Write a short description of your
experiment and results.

mail: alvar.kallio@aalto.fi
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