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1. What is the difference between a Semi-Markov Process and a Continuous-
time Markov Chain?

A Continuous-time Markov Chain (CTMC) and a Semi-Markov Process
(SMP) are both continuous-time stochastic processes with a discrete set of
states, where the transition times between states are continuous random vari-
ables. For a CTMC, the transition times are exponentially distributed and
as such the process is memoryless and satisfies the Markov property. (Memo-
rylessness means that the further time spent in the state does not depend on
the time already spent in the state.) For an SMP the transition times can be
arbitrarily distributed and thus the process is not necessarily memoryless. A
CTMC is therefore a kind of SMP. For both types of processes the sequence
of states Xt (without considering time) is a Markov chain.
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2. Consider the (continuous-time) stochastic process of the above figure where
the transition time T from state A to B (and B to A) has the probability
density f(t) = 1

µ
, 0 ≤ t ≤ µ and 0 otherwise. Is the process memoryless?

Prove your answer.

Let

• T = the time spent in the state (random variable),

• t = how much longer we will spend in the state,

• s = how long we have already spent in the state.

Now

P (T > t) =

∫ µ

t

1

µ
dτ = 1− t

µ

and

P (T > s+ t | T > s) =
P (T > s+ t, T > s)

P (T > s)

=
P (T > s+ t)

P (T > s)

=
1− s+t

µ

1− s
µ

= 1− t

µ− s
6= P (T > t).

Since the further time spent in the state depends on the time already spent
in the state, the process is not memoryless.

Another approach

Since the expectation of a uniform distribution is the mean of the endpoints,
we have that

• E[T | s = 0] = 1
2
µ

• E[T | s = µ
2
] = 3

4
µ

from which we see that the process has a memory.
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