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Preface

The Seminar on Network Security, Seminar on Internetworking and Sem-

inar on Software Technology and Systems Research were previously sepa-

rate Master’s level courses in computer science at Aalto University. These

seminar courses have now merged into one seminar course. These sem-

inar series have been running continuously since 1995. From the be-

ginning, the principle has been that the students take one semester to

perform individual research on an advanced technical or scientific topic,

write an article on it, and present it on the seminar day at the end of

the semester. The articles are printed as a technical report. The topics

are provided by researchers, doctoral students, and experienced IT pro-

fessionals, usually alumni of the university. The tutors take the main

responsibility of guiding each student individually through the research

and writing process.

The seminar course gives the students an opportunity to learn deeply

about one specific topic. Most of the articles are overviews of the latest

research or technology. The students can make their own contributions in

the form of a synthesis, analysis, experiments, implementation, or even

novel research results. The course gives the participants personal con-

tacts in the research groups at the university. Another goal is that the

students will form a habit of looking up the latest literature in any area

of technology that they may be working on. Every year, some of the semi-

nar articles lead to Master’s thesis projects or joint research publications

with the tutors.

Starting from the Fall 2015 semester, we have merged the three courses

into one seminar that runs on both semesters. Therefore, the theme of the

seminar is broader than before. All the articles address timely issues in

security and privacy, networking technologies and software technology.

These seminar courses have been a key part of the Master’s studies in

several computer-science major subjects at Aalto, and a formative expe-

rience for many students. We will try to do our best for this to continue.

Above all, we hope that you enjoy this semester’s seminar and find the

proceedings interesting.
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Abstract

Deep Neural Networks are increasingly incorporated into applications in

our daily lives, from virtual assistants to automatic fraud detection. With

widespread adoption comes an increased threat to human life and other

high-value assets. Deep learning designers are now expected to understand

the inherent shortcomings of deep neural nets, as a prerequisite to compre-

hending what attacks they are up against. This paper aims to serve as

a springboard for a basic understanding of security within the context of

deep learning.

We venture into some of the currently known attacks that rely on slight

perturbation of a legitimate sample with the goal of eliciting a misclassi-

fication from the deep learning model. More specifically, we explain both

white-box attacks and black-box attacks.

KEYWORDS: adversarial, machine learning, attacks



1 Introduction

The current state of Machine Learning (ML) has allowed us to automate

complex decision-making problems through what is referred to as Deep

Learning (DL). As DL methodologies are increasingly incorporated into

applications in our daily lives, from virtual assistants to automatic fraud

detection, whole new fields of threats begin to introduce themselves. Ap-

plications that impact the security of human lives or other high-value

systems are especially crucial. For example, self-driving cars rely on ML

models to decide how to behave in different situations. Consider an au-

tonomous vehicle that needs to detect a stop sign in order to yield to on-

coming traffic. If this decision can somehow be maliciously influenced, the

repercussions would prove devastatingly severe. [3]

A lot of work has gone into identifying various attacks and into intro-

ducing their respective defences. However, different modes of attack ap-

ply in different situations, and there exists no approach that will fit them

all. Therefore it is paramount for the field that a general overview be

understood by a wide range of DL designers. The aim of this paper is to

consolidate the current state of adversarial attacks on machine learning,

so as conceptualize some of the risks that designers of DL applications

should be aware of. We only introduce countermeasures to those attacks

on a superficial level, and leave the consolidation of those measures to

further work.

Throughout most of this paper we will use visual recognition to illus-

trate the various attacks on ML. It should however be noted that these

attacks may also be applicable to other DL paradigms such as Natural

Language Processing (NLP) or fraud pattern detection.

In the first section, we underline some of the currently known attacks

against Deep Neural Networks (DNNs). We go through the most no-

table white-box attacks, including the Fast Gradient Sign Method (FGSM)

and Projected Gradient Descent (PGD). Furthermore, we underline some

known black-box attacks such as the Zeroth Order Optimization (ZOO)

attack, and conclude with a brief discussion of noise-resistant attacks in

a 3D context. Finally, we discuss some of the common defensive counter-

measures against these known attacks.



7−→
classification

label confidence

zero 0.01

one 0.10

two 0.20

three 0.02

four 0.02

five 0.01

six 0.01

seven 0.60

eight 0.01

nine 0.02

Figure 1. A handwritten digit is fed to a classifier trained on the MNIST dataset. The
model returns a list of probability scores for each known label. In this case, the
model correctly guesses the digit to be a seven (the top-1 class).

2 Attacks

The main attack vector we will inspect in this document targets the way

a DNN model classifies a given input. We recall that a DL model accepts

an input vector, and gives out a vector of confidence scores for a given

set of labels. For example, a model trained on the MNIST database will

accept a bitmap of a handwritten digit. The output of that model, respec-

tively, would be a vector of each of the ten digits, each value denoting the

probability of the input belonging to that label.

Consider an MNIST classifier that gets a query of a handwritten digit

"7". The classifier would then output a list of all digits, from zero to nine,

paired with a confidence score as illustrated in Figure 1. A successful clas-

sifier will then have a high score for the label "seven", and lower scores for

all the other digits. Because of the inherent entropy in handwriting, the

other scores are almost always non-zero. Edge cases, such as ones where

even a human might be unsure about the label, will produce several high-

value scores. For example, an unclearly written "7", might sometimes

resemble a "2" instead. But as long as the score for for the label "seven" is

the highest of them all, the classifier has done its job correctly.

We consider an attacker who wants to take a legitimate input, and have

the model return some illegitimate output. To achieve this, the attacker

slightly modifies the legitimate input according to some heuristic. Cru-

cially, that modification needs to be small enough so that the adversarial

sample still somewhat resembles the legitimate one, eg. to the human



eye. A possible threat scenario against our MNIST model could then be a

case where a handwritten cheque is slightly modified to make the recog-

nition software report a larger figure on the cheque. Upon inspection, a

human might not be able tell the difference between the two. This unin-

tended phenomenon, where an almost un-noticeable modification results

in a misclassification, serves as the main attack scenario throughout this

document. Figure 2 illustrates this attack by modification, or perturba-

tion, as it is generally referred to as in the literature. [12]

Figure 2. A classifier is able to correctly decide between two labels when presented with
natural samples. However, when those samples are adversarially perturbed,
the model will misclassify some of those perturbed samples - resulting in a suc-
cessful attack (depicted as yellow triangles). A more complex decision boundary
is required to defend against those perturbations.

2.1 White-box attacks

White-box attacks assume that we have access to the model itself, includ-

ing its internal layers. [12]

The simplest of adversarial attacks against DNNs target the confidence

values for the output of a deep neural network. In our MNIST example,

an attacker would want to lower the classifier’s confidence of the label

"seven", and increase the confidence of one or several other labels. In ef-

fect, a successful attacker will have made the classifier a little less certain

of its classification. [12]

While this scenario can have real-world impacts, the more interesting

attack is one where we change the confidence scores so much, that the

highest score (the top-1 label) in fact shifts to another label. In our MNIST

example, the top-1 label would be awarded to any other label but "seven",

even though the modified input still resembled a seven. This type of at-

tack is called a source-target misclassification, or a chosen target attack.

It can be formalized as follows: [12]

arg min
δX
||δX|| such that F (X + δX) = Y ∗

where δX is the perturbation applied to the original vector X, F is the



DNN model and Y ∗ the misclassification. In other words, the attacker

hopes to minimize the perturbation applied on top of a legitimate input

X, while still achieving the desired misclassification Y ∗. Since the DNN

is inherently non-linear, this becomes complex to optimize [12].

Szegedy et al. [15] demonstrated that adversaries can be consistently

crafted using an algorithm called the Box-constrained Limited-memory

Broyden–Fletcher–Goldfarb–Shanno algorithm. Interestingly, they found

that an adversarial sample will often be misclassified on a DNN trained

on a different subset of training data or one with a completely different

architecture. This suggests that models in use today fail to fully capture

the underlying semantics of their labels, eg. what truly makes a "7" a

"seven". Instead, these models simply break down when introduced to a

sample that exists in the training set with only low probability [5].

Goodfellow et al. [5] go on to introduce the Fast Gradient Sign Method

for creating adversarial samples. The perturbation is found using the

function:

δX = ε ∗ sign(∇xJ(θ,X, Y )

where ε is the amount of perturbation applied, J is the loss function

used to train the model, and θ are the model’s parameters. The loss func-

tion’s gradient at the original image is then followed in order to reach a

misclassification. For a illustration of this, refer to Figure 3.

Figure 3. Adversarial noise is generated by following the loss function’s gradient at the
sample image. It is then applied onto the sample image ("panda") with ε =

0.007, resulting in a misclassification ("gibbon"), ie. a successful attack. [5]

Projected Gradient Descent takes this methodology even further. While

FGSM relies on a single call to the loss function’s gradient, PGD iterates

through the nearby topology of the loss function. Additionally, instead of

starting at the sample point, the algorithm chooses a random point within

the accepted perturbation space. Furthermore, to avoid getting stuck in

local maxima, the algorithm does random resets within the aforemen-



tioned space. For a simplified illustration of PGD, refer to Figure 4.

Figure 4. Visualization of the loss function, whose gradient is traversed iteratively
around the sample X. In PGD, the traversal begins from a random point (here,
Point 1) inside the allowed perturbation space (black circle). A new random
point is selected (here, Point 2) in order to get out of local maxima.

Carlini and Wagner [3] introduce an other method to optimize this at-

tack. They show that for F (X + δX) = Y ∗ to be satisfied, the following is

satisfied:

f(X + δX) ≤ 0

where f is a function better suited for the optimization problem. They

underline different candidates for f , the more successful of which use an

internal, un-normalized layer of the model [3]. This method, referred to as

the CW attack, seems to currently stand as one of the strongest white-box

attacks against DNN classifiers [9].

2.2 Black-box attacks

The reality is that many DNN applications tend to hide their internal

structure from an outside observer. For these cases, a white-box attack

would not be feasible, since it requires insight into the internal configura-

tion. Leveraging computation on the model’s gradients becomes trouble-

some.

For these cases, we recognize black-box attacks. Black-box attacks are

allowed to feed the DNN any input, and see the output vector of confi-

dence scores. However, it has no visibility into the internal structure of

the network, ie. the layers and configurations. Instead, the attacker is



assumed to have unrestricted access to an oracle which takes in the input

vector, and gives out the classification.

Some attacks use this unrestricted oracle to actually train a new, substi-

tute model. That substitute model acts as a viable approximation of the

target network. This effectively provides the attacker with a new neural

network, where they are free to apply a white-box attack. [7, 11, 13]

While a substitute model can approximate the original model, some loss

will inevitably be introduced. One black-box attack, called the Zeroth

Order Optimization attack, negates this loss in transferability. Instead

of training a new model, this attack emulates back propagation by using

the oracle for the DNN. The way that the ZOO attack is carried out is

by selecting a random pixel coordinate, and then emulating a gradient on

that coordinate according to some approximation heuristic that calls the

oracle. This is repeated until the oracle returns the desired change in the

output vector. [4]

Furthermore, there exist black-box attacks whose DNN oracle only re-

turns the top-1 label, instead of the confidence scores for all of the labels.

This is called a decision-based, as opposed to a score-based, attack. It ad-

dresses real-world cases where the network doesn’t expose the confidence

scores. One such attack is called a Boundary Attack. In this attack, we

straddle the boundary between a known adversarial sample and the orig-

inal sample, and stochastically optimize for a minimum distance between

the two. [2]

2.3 Noise-resistant attacks

In physical applications, the front line for attacks may be subject to natu-

ral noise or transformations such as camera distance or angles. In these

cases, precise perturbations of the input may not reliably succeed in yield-

ing the intended malicious result, as the random noise may well counter-

act the adversarial perturbation. [1]

Athalye et al. [1] make their white-box attack take into account a set of

transformations of the original image. For 2-dimensional objects such as

printouts, they simulate transformations that might take place in a real-

world scenario. Recognizing that the camera positioning and object setup

may vary, they programmatically apply scaling, translation, rotation, ran-

dom noise, and a change in lightness.

However, 3-dimensional objects cannot be reliably transformed from a 2-

dimensional representation. For this case, they resort to using 3D models



of everyday objects, and render them in different poses. They then apply a

texture onto the model, and perturb that texture until it fools the classifier

in a large number of different poses. To preserve generality in the real

world, they also apply some of the transformations mentioned in the 2D-

setup. [1]

Athalye et al. [1] show that a classifier will be fooled by a 3D-printed

object that has been covered with the optimized attack texture. They

take pictures of the real-world object from a variety of different angles,

and find that the attack in fact does generalize well to the real, physical

world. They point out that this finding was achieved with a low-cost com-

mercially available 3D printer, for the object body, and laser printer for

the texture. With access to higher-fidelity printers, they predict achieving

even less noticeable perturbations.

They also find that the magnitude of the required perturbation depends

on the amount and range of transformations that need to be catered to.

For example, to have a sample remain adversarial over a 360◦ rotation

will introduce a more noticeable perturbation than if the required rota-

tion were only, say, 90◦. This also explains why perturbations for 3D

samples resemble their respective adversarial labels more than their 2-

dimensional counterparts. Figure 5 illustrates this resemblance of the

adversary, as the texture has been crafted to work in a variety of camera

transformations. Had we only been interested in a 2D adversary, a far

less noticeable perturbation would likely have managed to produce the

desired, adversarial classification of an espresso cup.

Figure 5. Camera images of a 3D-printed baseball with an adversarial texture applied
to make the ball register as a cup of espresso. The classifier has been fooled in
the two cases outlined in red. The texture has humanly noticeable coffee-like
features. [1]

In cases where the adversarial label was not achieved, interestingly the

classifier was still found to have guessed semantically similar labels [1].

For example, a fifth image of the baseball in Figure 5 might not have been

classified as "espresso", but instead "coffee" or "tea."

Sharif et al. [14] present an other interesting application of 3-dimensional,

perturbed adversaries. They show that a printed set of eyeglasses can be



used to fool a state-of-the-art facial recognition system, consequently al-

lowing an attacker to impersonate another person.

3 Common defenses

Hinton et al. [6] first introduced a method called distillation, which uses

the output scores of one or more DNNs to train a new neural network.

In other words, the final model will have been trained with probabilistic

"soft" labels, instead of the conventional use of binary "hard" labels. The

method’s original motivation was to reduce the size of the DNN archi-

tecture without compromising the model’s accuracy, so that models could

more readily be deployed to devices with limited computational capability.

Papernot et al. [12] take distillation a step further, and argue that it can

be used to defend against adversarial attacks.

Defensive distillation causes the final model to learn a structural sim-

ilarity between the different predictions [12]. In our illustration in Fig-

ure 1, for example, the new model will learn that there’s some structural

similarity between the number two and the number seven. By using the

output labels’ probabilities for training, Papernot et al. [12] argue that the

new model will be less prone to decisions based off of irrelevant, adversar-

ial noise.

Madry et al. [10] suggest that defending against Projected Gradient De-

scent attacks (Figure 4) will secure the network against a wide range of

other attacks. They point out that the capacity of the network needs to be

larger in order to accommodate the more complex decision boundary. The

intuition behind this requirement is presented in Figure 2.

Another valid way to defend against perturbed adversaries is to add

correctly-labeled, perturbed samples to the training data [8]. However,

this defence does not generalize well, since annotating one type of pertur-

bation is not guaranteed to help defend against an other kind [9].

Other defences tend to either detect adversarial input or hide the gradi-

ent from attacks that leverage gradient descent. Most of these methods,

however, seem to have since been broken. [9]



4 Conclusion

In this paper we presented different ways to mount attacks on a trained

DL model, so that it fails to correctly classify an adversarially crafted

sample. Namely, we directed our attention to cases where an attacker is

able to perturb a legitimate input ever so slightly, and elicit an illegitimate

output.

We noted that the magnitude of that perturbation needs to be constrained

by some metric, as an unrestricted perturbation would be the same as al-

lowing for the whole image to simply be replaced by another. We men-

tioned that one such informal restriction is human perception; a human

should not be able to notice the perturbation.

After formalizing the perturbation attack, we introduced the following

noteworthy attacks:

• Box-constrained Limited-memory Broyden–Fletcher–Goldfarb–Shann (Box-

constrained L-BFGS) attack

• Fast Gradient Sign Method (FGSM) attack

• Projected Gradient Descent (PGD) attack

• CW attack

• Zeroth Order Optimization (ZOO) attack

• Boundary attack

• Synthesis of noise-resistant adversaries

Most of the known attacks leverage the model’s internal gradients, and

therefore require visibility into the internal workings of the DNN. How-

ever, we recognized that attackers might not always have access to this

level of information, as models will often be deployed out of public reach.

For these cases, we underlined some black-box attacks. Most of them

use the model’s oracle to emulate a white-box model, even if the approxi-

mation results in some loss. Furthermore, we discussed the ZOO attack,

which circumvented that loss in transferability.



We ventured into some of the more noteworthy defenses against these

attacks, but only at a superficial level. We leave this to be considered by

future work.

Our contribution is meant to help designers of DL models understand

the inherent imperfections within DNNs, and how those imperfections

may be leveraged by attackers.
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We are currently living in the era of the "Fourth Industrial Revolution",

in which cyber-physical systems are massively introduced into people’s ev-

eryday life to serve basic human needs. One of the key technologies in this

trend is the Internet of Things, which encounters the problem of ensuring

security and usability simultaneously.

IoT manufacturers release non-secure products in pursuit of profit and

users are often unaware of the risks associated with such devices. The

smart devices simplify some labor-intensive work and increase the comfort

and convenience of use. However, the problem of ensuring the proper level

of security and reliability still remains a serious obstacle to the develop-

ment of IoT.

The paper gives an overview of the main vulnerabilities and attacks in

IoT, and analyze security and usability paradox with a special focus on the

healthcare system.



1 Introduction

With the advent of innovative technologies, the Internet of Things (IoT)

has become an integral part of daily life. The IoT is a system of intercon-

nected computer networks and objects connected to them with embedded

sensors and software for collecting and exchanging data, with the ability

to remotely monitor and control in an automated mode, without human

intervention.

The Internet of Things is presented in many applications, such as smart

homes, transportation, military, healthcare, and others. The National In-

stitute of Standards and Technology (NIST) proposes dividing the IoT into

five functional areas [14], such as connected devices, usual consumer de-

vices, medical equipment and devices used in health care, "smart" build-

ings and "smart" production, including automated process control system.

The number of devices connected to the Internet grows each year and,

as a consequence, has become a concern of cybersecurity. However, the

implementation of security in IoT infrastructure is complicated because of

the complex infrastructure [16]. Hence, software developers should take

into consideration different hardware and software standards.

To develop devices securely, potential threats during the entire lifecy-

cle of IoT device should be considered. The lifecycle includes phases as

follows: manufacturing, operation and decommissioning. At the begin-

ning of life, devices must be configured, by establishing a stable and se-

cure communication channel with the control platform using authentica-

tion mechanisms. In addition to the main functionality, developers should

guarantee the reliability and maintainability of the future device during

its operation. At the end of the device’s life cycle, it is necessary to en-

sure that the device is easily and safely replaced or removed if it becomes

outdated or broken. Therefore, devices must remain reliable, efficient,

sustainable, and safe at every stage.

As practice has shown, software developers are primarily concerned

about functionality, design and practicality of the future smart devices.

These devices constitute small computers connected to the Internet, which

are not sufficiently secure in comparison to conventional computers. In

this regard, there are many potential threats caused by existing vulnera-

bilities.

In order to address the issue of security and usability for IoT, this paper

discusses the main vulnerabilities and potential threats of devices and



attacks on them with special focus on the medical field. In addition, this

paper summarizes recent approaches in security protection methods for

IoT and proposes solutions to solve the aforementioned problem.

2 IoT security threats and attacks

2.1 General threats and attacks

IoT devices produce large amounts of data. Different cloud platforms,

such as Amazon Web Services, Google Cloud Platform are used to process

this data. In this connection, IoT integration with cloud systems has be-

come a serious security challenge to ensure privacy, integrity, availability

and authenticity. Rajendran et al. [16] noted that presence of malware,

viruses, and zero-day attacks stands for security problems in the IoT in-

frastructure. They evolve fast and make it difficult to apply preventive

measures.

According to research [20], smart devices are usually deployed in lim-

ited spaces, which constraints the possibility of installing software up-

dates and fixing security vulnerabilities. The author of the research high-

lighted the fact that smart devices cannot stay online for a long period

of time and support intensive protocols because they need to sleep in or-

der to save energy. Therefore, these devices have severe limitations, such

as implementing firewalls or using strong cryptosystems to make secure

connections with other devices [11].

Most security concerns in IoT include weak authentication, default cre-

dentials that remained after buying the device, lack of message encryption

between devices, SQL-injections and poor handling of security updates.

Main threats for IoT devices are as follows:

• Some errors in the software of the network equipment and modules

are persistent, which allows an attacker to exploit the vulnerability.

• The use of old equipment or protocols. Due to the explosive growth

of Internet technologies, specialists are forced to create new devices

with the use of old infrastructure, which is vulnerable by its nature

in the 21st century.

• Threats that come from users. Many users have an indifferent at-

titude to computer security and they continue trying new features

and services even if they have been warned about risks.



• Natural and technical threats.

According to the Dyn analysis investigation [8], an enormous Distributed

Denial of Service (DDoS) attack was carried out on the company in Oc-

tober 2016 by botnets with a large number of IoT-infected devices. This

incident became a signal about the insufficient security of IoT devices and

systems in general, resulting in a deeper study to ensure security of IoT.

Another DDoS attack on the IoT devices was the Mirai Botnet Attack

in September 2016. The attackers targeted IP cameras and routers with

weak passwords in the login page by exploiting smart devices with ARC

processors and using them as botnets. The created botnet launched a

massive DDoS attack on the Internet.

Based on the above examples, it can be clearly seen that security plays

a vital role in the IoT design and implementation.

According to research [19], during the initializing stage of a smart de-

vice an attacker may intercept and obtain security parameters or initial

settings. In addition, an adversary can force device authentication since

smart objects usually do not have prior knowledge of each other and can-

not always distinguish between malicious and non-malicious networks.

Main attacks on the IoT are as follows:

• Network attacks both on the network itself and its elements: net-

work communication devices, end terminals and on modules.

• Spoofing the network: listening to traffic, influencing information

and conduction activities destabilizing production processes.

• Spoofing, analysis and changes in traffic, manipulation of confiden-

tial information, code injection and unauthorized access, certificate

substitution and firmware update on devices.

• Use of social engineering to influence personnel in order to obtain

confidential information that will expand the capabilities of the at-

tacker.

2.2 Threats and risks in healthcare

According to statistics in [9], the nature of cyber security violations in the

medical field has changed in recent years. From 2009 to 2015, a majority

of the violations were presented by theft and loss of patient data and elec-

tronic health information. In early 2016, the growth of cybercrime with

the help of ransomware increased to 320% compared to 2015 [17]. In re-

cent years, the largest number of violations were related to hacker actions



and incidents in computer systems. From 2017 to 2020, the number of at-

tacks on medical devices using ransomware has quadrupled. According

to forecasts, by 2021 their number will increase five-fold compared with

previous years, which will lead to an increasing demand from the medi-

cal institution for information security products. Based on the statistics,

it can be clearly seen that there is an increasing demand for information

security products in the healthcare system.

One of the main problems in the healthcare system relates to ensuring

data privacy. Medical records contain all personal data of the patients and

their health conditions, thus, represents valuable data for attackers. An-

other issue is the shutdown of vital and necessary systems for the patients

through the control of the captured device, which can lead to unpleasant

consequences for patients and doctors. For example, insulin pumps and

implantable devices can be remotely controlled, therefore, they pose huge

security and privacy risks.

Inadequate information security methods, outdated systems and pro-

grams, weak passwords and vulnerabilities open up a path for attackers

to manipulate data from healthcare institutions. As stated by FDA, many

vulnerabilities exist in drug vending machines and drug infusion pumps.

In addition, with the use of cloud technologies and the Internet of things

in healthcare, the number of vulnerabilities is growing, as shown in (Ta-

ble 1). According to [18], the smart healthcare was a leading way for the

cybercriminals in 2019 year.

Type of breach PHI breaches records affected %

Hacking/IT incidents 109 13,383,846 80,6

Unauthorized access 130 1,641,006 9,9

Theft/loss 78 1,462,403 8,8

Improper disposal 7 125,730 0,7

Not categorized 1 unknown N/A

Totals 325 16,612,985 100%

Table 1. Healthcare data breaches in 2016

Many institutions world wide have paid attention to the protection of

medical data and medical equipment. The cost of one medical card on the

black market can be 10-20 times more than credit card information. The

high value of the data stored and used by medical institutions explains

why in 2019, health care was subjected to more cyber attacks than other



industries [12].

Statistics and research have shown that the existing protection mea-

sures for medical institutions and medical devices are not enough to pro-

tect them properly from cybercriminals. Hence, a change of strategies for

ensuring information security in the healthcare sector is required. With

the implementation of “smart medicine”, it is necessary to foresee all pos-

sible risks in advance, using the experience of countries who successfully

implemented it.

Healthcare is an element of critical infrastructure that is attractive to

attackers. With the transition to the format of Industry 4.0 and Medicine

4.0, with the development of the “Internet of medical things”, the indus-

try’s vulnerabilities to cyber attacks grows and requires new standards,

approaches and methods for ensuring the information security of devices

throughout the entire lifecycle, in order to protect any person in a country.

2.3 Consequences of security attacks on the healthcare

There are growing number of advertisements appearing on the darknet

for the sale of medical records and insurance policies, as such information

is considered a valuable resource for cybercriminals. This data can be

used for social engineering to deceive patients or their relatives and sell

them non-existent products. Hackers can also modify data to carry out

targeted attacks and deliberately complicate diagnostics.

Device problems, such as buggy applications, poor interaction of appli-

cations, and periodical device crashes can cause dangerous and unsafe

states of the system. Currently, there are a considerable number of de-

vices for changing motor activity, pressure, pulse that transmit data on-

line. Karie et al. [10] consider that attacks lead to devastating effects

on the system and its users. Intruders could bring significant security

threats to a network with viruses or malware and cause patient’s death.

For example, life-sustaining devices can be easily disrupted by exploiting

the connectivity capabilities that link together medicines delivery systems

and medical records. Obviously, some of the patients may mistakenly take

the wrong pills, or not receive them at all, if an attacker successfully com-

promised the device.

In October 2018, the FDA informed patients and their doctors about the

cybersecurity vulnerabilities connected to Medtronic’s cardiac implantable

device programmers. Potential attackers could connect the wireless de-

vice to a nearby MiniMed insulin pump and change its settings that could



lead to over-deliver insulin to a patient, resulting in hypoglycemia, or to

stop insulin delivery, leading to diabetes [7]. The issue was solved with

the software update released by Medtronic, however, it was not the first

vulnerability that was discovered by FDA. There were another four safety

communications from FDA regarding vulnerabilities in cardiac devices.

As a rule, IoT medical devices are mostly used to diagnose a patient’s

condition on a regular basis, which forces users to take devices with them.

For example, fitness trackers are usually geo-tagged and keep track of the

user’s location. If the device is not well secured, then the attacker can use

the location data of the target group and abuse it afterward. In November

2017, there was an incident [2] with the fitness trackers recording the

movements of runners and cyclists by mobile application Strava, which

revealed the location of American military bases in the area of military

conflicts in the Middle East.

3 Usability and security of IoT

The IoT technologies provide convenience in daily activities, safety and

comfort. IoT solutions increase production efficiency several times, and

the payback period of such projects in most cases does not exceed several

months. For instance, the equipment of a Philips razor factory in Holland

operates in an unlit room with 128 robots while the entire staff of the

plant consists of nine employees [13].

To increase efficiency many smart devices typically implement special-

ized protocols and data formats. Although it reduces the load on resource-

constrained devices, it limits the usability for users [22]. N. Karie et al.

[10] consider some requirements that improve user interactions of con-

strained devices: the impact on the constrained devices should be at min-

imum value, interfaces should be easy in use, devices should interact with

other devices, and devices should contain minimum configuration.

In the context of medicine, the usability of smart devices has become

highly important. With IoT networks storing equipment data, healthcare

professionals can quickly find available devices. Therefore, doctors will be

able to direct patients to the right clinics to avoid queues and to receive

medical care efficiently. In addition, monitoring sensors can be installed

on the equipment, which will monitor the proper operation of the devices.

In the event of a breakdown or poor-quality operation, the devices will be

able to inform the staff about the problems themselves, which will help to



quickly eliminate them.

GE Healthcare [4] developed an AutoBed System, which helps nurses

quickly and efficiently assign patients to beds, controls the number of pa-

tients and tracks their movements. The solution reduces waiting times in

emergency situations that allows patients to obtain help and treatment

faster.

Harsh V Thakkar et al. [21] proposed a usable system MED-IoT (Medi-

cal Confirmation System with Internet of Things) that analyzes the weight

of the dosage that should be taken by the patient for a particular illness

based on the prescription given by the user from the web page. The sys-

tem is able to control consumption of medicines and to send notifications

to the user when the weight is changed.

Littman and Kortchmar [1] adhere to an opinion that using IoT should

be user-friendly both for user interface and for technology itself. By that

authors meant that interfaces of the devices should be not only user-

friendly but also better integrated. “If users need to learn different in-

terfaces for their vacuums, their locks, their sprinkles, their lights, and

their coffeemakers, it is tough to say that their lives have been made any

easier”.

While IoT devices improve the quality of life, by enabling access to data

anytime and anywhere, the potential threat level when using these de-

vices is still remaining. Obviously, designing information security solu-

tions that could be user-friendly at the same time is extremely challeng-

ing. A secure but inconvenient device will not provide security if not used.

Software developers suggest approaches to ensure the security of user’s

devices and whether or not to follow this process is up to the user. There-

fore, it is essential to enforce IoT production to provide secure solutions

regardless of the endorsements from users who often have no understand-

ing of possible risks and threats caused by poor security solutions.

Information security and usability is an ever-growing problem, due to

the small amount of research in this area, and the small number of imple-

mented standards that could solve the urgent problems of device security.

The lack of standards that would set up rules for secure device develop-

ment open up opportunities for sophisticated attacks to be undetected in

IoT networks [10].



4 Mitigation techniques

Potential threats in the domain have grown dramatically, and, at the same

time, a great number of threats mitigation measures have also been re-

searched on significantly [10]. Currently, many IoT frameworks and stan-

dards are being developed to support the developers to design the products

for different consumer needs.

Chung et al. [5] proposed a new method for configuring security on-

demand, with which the old security modules can be replaced with new

ones without regenerating the device image. Another study [3] developed

a Consumer Safety Index (CSI) with consumers and security experts to

help consumers make decisions and drive better security measures for

IoT development.

Producers of smart devices must provide support for software updates

or security certifications, even after development and sale phases. This

can be done by encrypting data, creating different levels of access to infor-

mation, and controlling access from the particular device.

Local and external network connections should be tested for a Man-In-

The-Middle Attack. For mobile and stationary devices, the communica-

tion protocol should be analyzed and after that the scheme should be sup-

plemented. The website should be checked for forced encryption (https)

and for common web vulnerabilities proposed in OWASP Top-10 [15].

At the legislative level, it is necessary to establish a standard between

the type of data collected and the security of the Internet connection. For

example, if the device collects only data on the patient’s pulse and heart

rate and has no technologies such as Bluetooth and Wi-Fi, then the device

may release to the market without security standardization. However, if

the device collects information about the user’s location, then it must have

additional security, such as the SSL certificate. Thus, the law ensures

information security by allowing manufacturers to produce secure devices

and prohibiting unsafe ones.

Another, not less important aspect for reducing potential information se-

curity risks, is that developers must adhere to the separation of hardware

and computing part or an interface. The device should be divided into

two, independent from each other, parts, one of which saves the settings

and performs basic functions, and the other collects data and displays it

on the Internet. The Internet-related part must have a proper security

mechanism.



The research on striking a balance between usability and security of

IoT [6] proposed a System Security Guidance for the IoT development on

how to mitigate some of the security concerns, which are presented in the

Figure 1.

Figure 1. System Security Guidance



5 Conclusion

IoT has tremendous potential for widespread usage that will improve ev-

eryday life only in the case if the smart user-friendly devices fully meet

the requirements of security and privacy. Therefore, it is essential to im-

plement proper security frameworks and standards in order to ensure the

resistance of IoT things to various cyber attacks.

The paper states that by setting required practices, patterns, and prin-

ciples, security and usability could be improved synergistically.
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Abstract

Orchestration is a important topic in fog computing research. This pa-

per provides a review of the special requirements fog computing places on

orchestration tools and the current state of fog computing orchestration.
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1 Introduction

The internet of things (IoT) has caused massive growth in the number

of connected devices. The cloud computing paradigm pairs well with IoT,

providing the horsepower to process the data gathered from IoT devices

[1]. However, the shortcomings of cloud computing in demanding IoT ap-

plications with e.g. real-time requirements have given rise to new com-

puting paradigms like edge computing and fog computing, that are more

suitable for these demanding scenarios [2].

One of the hot topics for research in fog computing is orchestration. We

would like to enjoy the ease and flexibility of orchestration techniques

and tools used in the cloud, but without taking too big of a hit in perfor-

mance. This paper is a survey of orchestration techniques fog computing.



We see what are the special requirements and limitations of orchestrating

fog computing for IoT applications. Additionally, we review research that

evaluates how well do currently popular orchestration tools like Kuber-

netes fit into this use case.

The remainder of this paper is structured as follows. In section 2, we

introduce fog computing and compare it to cloud computing. Section 3 in-

troduces orchestration by the example of Kubernetes. Next in section 4,

we take a look at issues and special requirements that arise from orches-

trating fog computing. In section 5 we see how well does Kubernetes fare

for this use case. Finally, section 6 concludes this paper.

2 Fog Computing

The OpenFog Consortium defines fog computing as “A horizontal, system-

level architecture that distributes computing, storage, control, and net-

working functions closer to the users along a cloud-to-thing continuum."

[3] Fog computing sits in the gap between IoT devices and the cloud. Like

cloud computing, it aims to provide computing, storage, networking, and

data management for applications. [4]. Fog computing has developed from

the inability of cloud computing to satisfy the needs of some demanding

IoT applications [5]. The term was initially coined in 2012 by Bonomi et

al [6].

It is often technologically challenging to get data from IoT devices to the

cloud. IoT devices are often on unreliable internet connections. A massive

amount of devices can generate data at volumes that would require ludi-

crous bandwidth. In some applications, the latency requirements are so

strict that the additional latency from going to the cloud and back is un-

acceptable. There might also be privacy concerns related to sending data

to the cloud. [2]

On the other hand, processing the data on the IoT devices themselves

is also often unfeasible. They simply do not have the required processing

power. To overcome these limitations a different paradigm for computing

is required. [5]

In fog computing, the nodes can be located anywhere between the IoT

devices and the cloud, providing a more flexible platform for applications

compared to the cloud. It tackles the above-mentioned issues with cloud

computing and IoT [7]. There are 2 major differences between cloud and

fog computing:



• The geographical spread of the nodes. Fog computing is decentralized,

nodes can be spread geographically and are available in large numbers.

Cloud computing resources are centralized in large data centers. This

means that fog computing resources can be accessed through the net-

work from the edge to the core whereas cloud computing must be ac-

cessed through the network core. This means that continuous internet

connectivity is often not essential for fog computing applications. [2]

• The scale of available computing resources. In practice, fog computing

nodes could be e.g. small servers, routers, or switches. Fog computing

offers less computing power than the cloud. On the other hand, fog

computing nodes do not require lots of power and have a small form

factor. This enables the previous point, which is the main advantage of

fog computing. [7]

Fog computing is intended to complement computation in the cloud [3].

Fog nodes can be used to implement functions that require less computing

power and possibly benefit from reduced latency. Figure 1 shows the fog

layer positioned between the edge and the cloud in the context of an IoT

data processing application. Fog nodes can be used i.e. for preprocessing

data before sending it on to the cloud for more processing.

Figure 1. IoT data processing stack [8]

It is important to note that there is no universally accepted definition



for fog computing and the term is sometimes used interchangeably with

similar concepts such as edge computing or cloudlets [2].

3 Orchestration and Kubernetes

Redhat defines orchestration as "the automated configuration, manage-

ment, and coordination of computer systems, applications, and services"

[9]. There are several orchestration tools out there based on different

virtualization technologies. Traditional virtual machines are too resource

hungry for some fog nodes, so lightweight virtualization is preferred. Uniker-

nels are a promising new lightweight virtualization method that has also

been proposed for use in fog applications [2]. But in this paper, we will

concentrate on container-based virtualization, since it is the most widely

used and researched method. Specifically from now on, we will focus

mostly on Kubernetes, again as it is the most popular container orches-

tration tool currently, and there have already been some efforts to use it

for fog orchestration [2].

With the mass adoption of container-based virtualization, Kubernetes

has become the most widely used orchestration tool out there [10]. Ku-

bernetes was developed at Google and was initially released in 2014 [11].

Kubernetes provides developers with [12]

• Service discovery and load balancing.

• Storage orchestration.

• Automated rollouts and rollbacks.

• Automatic bin packing.

• Self-healing.

• Secret and configuration management.

A Kubernetes deployment is called a cluster. A Kubernetes cluster is

made up of worker machines, called nodes. The nodes run containerized

applications in pods. A Pod represents a set of running containers [12]. A

service in Kubernetes is an abstraction of an application running on a set



of pods as a network service. [13] Fig. 2 represents a Kubernetes cluster.

The part in Kubernetes which manages pods and nodes is called the

control plane. The control plane is responsible for example, for scheduling,

as well as detecting and responding to cluster events like starting up a

new pod when there are not enough replicas of a deployment. [12]

Figure 2. A Kubernetes cluster [14]

Even though Kubernetes was originally developed for orchestration in

pure cloud environments it has also been adopted for fog and edge com-

puting.

4 Fog orchestration

IoT applications have diverse requirements in terms of scalability, secu-

rity, and reliability. The key issue in fog orchestration is the diversity

among the fog nodes. Diversity in location, configuration, and served

functionalities increase dramatically compared to the cloud. The issue

is then to configure the system so that it fulfills all the requirements and

preferably in an efficient manner. This is especially challenging since in

fog computing applications one has to often consider non-functional re-

quirements like security, quality of service (QoS), and latency. [15]

Fog nodes can be very low power devices, and the orchestrator needs to

run the worker nodes on these devices. It might even be required to run

the master node on a low power device. Thus, the orchestrator applica-

tion needs to be lightweight and preferably modular and configurable, so

unnecessary features can be disabled to improve performance.

In IoT systems that comprise of heterogeneous devices, selecting opti-

mal components becomes increasingly complicated. Some applications



can only operate on a specific architecture. In some cases, the applica-

tion might even require specific hardware accelerators to function. The

orchestrator needs not only to cater to such functional requirements, it

must be able to perform adequately for increasingly complex systems that

change dynamically. The orchestrator assembles systems from cloud re-

sources, fog nodes, and sensors. It needs to take into account geographic

distributions and constraints to provision complex services correctly and

efficiently. [15]

Particularly challenging in the fog environments is predicting, detect-

ing, and resolving issues related to the dynamicity of the available re-

sources. Fog nodes can frequently join or leave the network changing

the available resources from which the orchestrator builds the applica-

tion flows. This means that application performance can change very dy-

namically owing to this transient behavior of the system. This leads to

a strong requirement for automatic and intelligent reconfiguration of the

topological structure and assigned resources within the workflow. [15]

5 Kubernetes for fog orchestration

As mentioned earlier, Kubernetes originates from the cloud orchestration

world, but due to its popularity and attractive feature set, it has also been

adopted for fog orchestration. However, since it has been developed with

the cloud in mind, Kubernetes is not perfectly suitable for fog applications.

Even though Kubernetes system requirements are not too steep, more

lightweight distributions of Kubernetes have emerged. They allow one to

run Kubernetes on low power devices. This is beneficial and sometimes

even necessary to utilize some fog nodes. The most prevalent of these

distributions is K3s. K3s is a lightweight fully compliant Kubernetes dis-

tribution by Rancher. K3s has a small memory footprint and a binary

size of less than 100MB [16]. This is achieved by removing some legacy

and cloud-centric features from the main distribution. Instead, they are

provided as addons if needed [17].

The authors of [18] define 3 basic requirements for a fog orchestrator.

Their 3 requirements are:

• The orchestrator needs to support low power nodes. When a new node is

added to the cluster it needs to join the cluster seamlessly. Only minimal

required software should be installed on the node.



• As the fog nodes can be physically widely spread, the orchestrator should

support scheduling containers to specific nodes. E.g. in an industrial

setting, for a manufacturing machine that is connected to a fog node,

the node is ideally the closest one to the machine to minimize latency.

• The orchestrator needs to be aware of the capabilities of the nodes when

making scheduling decisions. This can mean e.g. the orchestrator needs

to consider factors like CPU power, available memory, or even what CPU

architecture the node has. Additionally, sometimes the containers might

need to access IO devices i.e. serial ports. Thus, the containers need to

support mapping other resources than just the CPU and networking.

They also evaluate Kubernetes based on their 3 criteria. They state that

Kubernetes meets requirements 1 and 2, but fails on 3. According to them,

in Kubernetes, it is impossible to access the resources of the node since the

containers are running inside the sandbox of the pod. However, it seems

that they are not entirely correct there. According to the discussion in [19]

it is possible to give containers running inside pod access to the node’s

resources, but that requires running the containers in a privileged mode

which has security implications.

5.1 Scalability of the control layer

In fog computing applications, the control layer has to coordinate a mas-

sive amount of nodes. The authors of [20] argue that a conventional cen-

tral controller in an orchestrator does not scale well to massive fog appli-

cations.

They take methods discussed in cloud computing research as a starting

point for tackling the problem in fog computing. The main two approaches

in the cloud world can be classified as hierarchical controllers and flat con-

trollers. They both employ a distributed controller infrastructure and a

divide and conquer method, where the nodes are divided into multiple

domains and each domain has its own internal main controller that man-

ages the domain. The controllers use periodic synchronizations to commu-

nicate the global view of the system to all the local controllers. Compared

to the flat controller approach, the hierarchical controller employs addi-

tional higher-level controllers in addition to the local domain controllers

to take advantage of multi-level processing to reduce the workload on the

lower layers.



They argue that the two above mentioned methods could be also applied

to fog computing. The hierarchical system is usable when the fog is a

single operator system e.g. an LTE-based mobile network. However, in a

larger scale fog network the domains can be owned by different parties e.g.

homeowners, universities, factories, etc. It may then be impossible to find

a jointly trusted higher level authority for the higher-level controllers. In

these cases, the flat option is more suitable.

Still, they state that it is not practical for a massive fog network to be

treated as completely flat. Since each controller maintains the view of the

system via periodic updates from other controllers the volume of the inter-

controller messaging of the network can be huge and adding new domains

leads to exponential growth in this volume.

The design of inter-controller communications becomes a critical issue

that arises from fog computing orchestration. They conclude that a good

trade-off between sharing necessary information to conduct fog computing

and the privacy of domains needs to be achieved for a solution to be viable.

Kubernetes currently supports 5000 nodes per cluster and multiple clus-

ters so on paper the control layer should at least scale to meet the needs

of current fog applications [21]. However, the author was unable to find

research evaluating the suitability of the Kubernetes control layer for fog

applications.

5.2 Orchestrating latency sensitive applications

Kubernetes has been developed with the assumption of orchestrating cloud

systems, where the nodes are heterogeneous e.g. in terms of processing

power [22]. Kubernetes is designed to balance the load evenly across the

nodes, but it does not take into account the implications this might have

to e.g. latency in a fog environment. Kubernetes is not aware of network

topology or the latencies between nodes [13]. Even though it is possi-

ble to force Kubernetes to schedule containers to specific nodes, it is not

ideal. As stated earlier one key challenge is the dynamicity of the fog

environment and hardcoded scheduling to specific nodes does not sit well

with that. In complex scenarios, this method might be too cumbersome

or unreliable [18]. Thus using plain Kubernetes is not feasible in some

real-time systems. Several papers have proposed modified versions of Ku-

bernetes that complement its feature set to make it suitable for systems

with latency requirements.

The authors of [22] research three approaches to using Kubernetes for



fog orchestration. First, they introduce the fog application allocation prob-

lem (FAA) which formalizes the job of a scheduler that takes into account

latencies. They also introduce the greedy border allocation (GBA) algo-

rithm originally defined in [23] by the same group. The GBA algorithm

was shown to perform well compared to other algorithms [23]. Then, they

compare three different approaches to implementing the GBA algorithm

in a Kubernetes based orchestration system.

They first introduce a decoupled solution. It features a separate sched-

uler module that implements the GBA algorithm and communicates with

Kubernetes to make resource allocation decisions. They state that the ma-

jor advantage of this approach is the decoupling from Kubernetes. This

prevents a lock into Kubernetes. This approach could be relatively easily

adapted to some other orchestrator e.g. Docker Swarm. The major down-

side is also due to decoupling. The decoupling causes situations where

features available in the orchestrator need to be re-implemented in the

FAA module. This requires extra development and maintenance effort.

They give node resource capacity and fault tolerance as examples of this.

Interestingly, the authors of [24] don’t mention this downside in a simi-

lar implementation where they add an external scheduler to Kubernetes.

They first use Kubernetes to pre-schedule and finally, the suitable nodes

are sent for the scheduler module for the final scheduling decision. They

seem to be able to utilize all the features of Kubernetes and yet have a

separate custom scheduling module.

The second option is called native. It relies on pre-existing Kubernetes

features for resource allocation. Since Kubernetes is not aware of the net-

work topology an adapted version of the GBA algorithm, that is usable in

Kubernetes, K8S-GBA is introduced. Compared to the decoupled option,

native avoids the need to implement redundant functionality. The main

drawback is also the opposite of the decoupled option. Native means com-

plete lock into Kubernetes. Also if in the future a better alternative to

the GBA algorithm emerges, it may or may not be possible to implement

a similar performing alternative to it in Kubernetes. However, regardless

of the negatives, they consider this to be the best option since it offers a

good balance between development effort and features.

They call the third option modified. It relies on a modified version of

the Kubernetes scheduler. The authors did not try this version in prac-

tice, since according to them it would require significant modifications to

the Kubernetes source code to make it aware of network topology. Com-



pared to the two other options, modified has the best potential to support

advanced features. However, as stated earlier would require significant

development efforts to realize.

6 Conclusion

This paper covered orchestration techniques for fog computing applica-

tions. The objective was to conduct a review of recent research and offer a

look into the current state of fog orchestration.

The background sections 2 and 3 briefly covered fog computing and or-

chestration. Fog computing was compared to cloud computing and it was

shown how fog computing complements cloud computing. Orchestration

was covered from the point of view of Kubernetes. The features of Kuber-

netes and the structure of a Kubernetes cluster were discussed.

The special requirements that fog computing applications place on or-

chestrators were discussed in section 4. The main challenge that fog com-

puting applications introduce is their dynamic nature. Many orchestra-

tion tools are designed for cloud applications where the nodes are often

homogenous. In fog computing applications, nodes are often very hetero-

geneous in terms of performance, location, and functionality. In addition,

nodes often dynamically leave and join the network. It was also noted

that in some fog computing applications the orchestrator needs to also

consider non-functional requirements like QoS and latency.

In section 5, Kubernetes was analyzed in terms of suitability for fog or-

chestration. Kubernetes was deemed suitable for a basic setup, however,

it might not perform well in more demanding applications. Two possible

issues for using Kubernetes as a fog orchestration tool were introduced:

scalability of the control layer and the Kubernetes scheduler being un-

aware of network topology. Papers discussing these topics were briefly

covered.

From the review, we can conclude that fog computing orchestration and

the whole fog computing field are still taking baby steps. There are sev-

eral papers discussing the topic on a theoretical level covering formal def-

initions, requirements, and specifications for fog computing and fog or-

chestration tools. However, actual implementations of said tools are rare

and still in a very experimental state. That being said, so are many of the

fog applications. There is still a long way to go to achieve the grandiose vi-

sions of some researchers, where autonomous vehicle cruise around cities



lending their computing capabilities to different fog networks as they go.

To realize this vision the development of orchestration tools is crucial and

will continue to be a major focus of fog computing research and develop-

ment.
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Abstract

Molecular graph generation with the desired chemical properties based

on deep structured data generation provides a promising way for the drug

discovery process accelerating. State-of-the-art generating molecules meth-

ods contain normalizing flows that allow to achieve precise high validity

in molecular designing. However, these methods require an oracle to ver-

ify at each subsequent stage whether the proposed action in the molecular

graph will lead to a real molecule. Since the process of verifying the oracle

is a rather slow process, in this paper we want to explore the importance

of the oracle and normalizing flows in the molecular generation methods.

Specifically, we compare state-of-the-art flow-based models and not flow-

based models and their metrics with and without the oracle. This paper

presents that the oracle helps to generate molecules with higher validity,

and flow-based models show better metrics in molecular graph generation.

KEYWORDS: normalizing flow, oracle, validity, uniqueness, molecular

graph generation.



1 Introduction

Creation of new molecules with desired properties is a fundamental chal-

lenge in various fields such as drug discovery or material science. Find-

ing molecules with the essential chemical properties demands several

years of development [1], since the entire chemical search space is huge.

Currently, deep learning in drug discovery has gained significant atten-

tion. Generative deep graph models automate molecular development.

State-of-the-art generating molecules methods contain flows in the mod-

els. Flow-based methods allow to achieve precise likelihood maximization

in molecular designing.

However, state-of-the-art methods of generating molecules [17, 19] re-

quire an oracle for graph structured generation. These methods are usu-

ally slow since the oracle verifies at each subsequent stage whether the

proposed action on the molecular graph will lead to a real molecule. The

state-of-the-art methods discard invalid actions by checking with clut-

tered if-else blocks in the code. Slow execution of cluttered code is a major

problem of these methods.

In this paper, we explore the importance of normalizing flows and the or-

acle in the state-of-the-art graph generating methods. We compare met-

rics of different flow-based and not flow-based models with and without

the oracle. This paper presents that flow-based models show better per-

formance metrics in molecular graph generation, and the oracle helps to

generate molecules with higher validity.

This paper is organized as follows. Section 2 reviews the main princi-

ples for molecular generation and flow-based models. Section 3 discusses

the concept for the oracle, autoregressive flows, graph neural networks

and state-of-the-art graph generation methods. Section 4 shows the im-

portance of normalizing flows and the oracle in graph generation. Section

5 visualises molecule generation by implementation of property optimiza-

tion experiment. Finally, section 6 presents some concluding remarks.

2 Related work

Molecular generation. Early works for molecular generation are based

on a simplified molecular-input line-entry system (SMILES), which rep-

resents molecular graphs in human-readable strings. Recently, recurrent

neural networks (RNNs) have evolved into impressive generative models



in chemistry. Segler [15] combined SMILES and RNNs to demonstrate

a molecular graph generation model based on retraining small sets of al-

ready known active components.

Variational autoencoder (VAE) models generate molecular graphs in-

stead of linear SMILES strings. Junction Tree VAE (JT-VAE) [5] forms a

framework over chemical substructures and integrates them into a molec-

ular graph. GraphVAE [17] predetermines the maximum graph size and

outputs the result as a fully connected graph.

Generative adversarial network (GAN) [1] models achieved great progress

in chemical property scores and reduced training time regarding to the

SMILES. De Cao [2] proposed the MolGAN model, which predicts the

structure of the molecular graph at once, rather than sequentially.

Autoregressive (AR) models generate molecules sequentially and addi-

tionally check the accuracy at each stage of generation. This algorithm

is represented in the Graph Convolutional Policy Network (GCPN) [19].

Flow-based models.

Unlike GANs ans VAEs, flow-based models achieve precise likelihood

maximization. Due to the reversibility of flow models, new graphs are

generated by feeding a latent vector into the same model in reverse order.

To our best knowledge, currently, there are only four flow-based models

for generating molecular graphs.

To provide precise likelihood maximization, the deep flow model Graph-

NVP [10] divides the creation of a graph into two steps. First, this model

generates a graph structure using an adjacency tensor. Secondly, Graph-

NVP generates node attributes based on the graph structure.

Graph residual flow (GRF) [4] represents the generation of a molecular

graph in a one-shot manner. GRF does not demand splitting the latent

vector and updating all node attributes at every level.

The molecular graph generation model GraphAF [16] simultaneously in-

corporates the benefits of both autoregressive and flow-based approaches.

GraphAF dynamically generates nodes and edges based on existent struc-

tures of subgraph.

One of the most recently developed flow-based graph generative mod-

els was presented by Zang [21] and called MoFlow. To create molecular

graphs, this model first generates bonds (edges), and secondly, a Moflow

model forms atoms (nodes) specified by a recent graph conditional flow.

Finally, the Moflow model assembles bonds and atoms into a chemically

valid molecular graph, adjusted for validity.



Figure 1. The oracle represents a black box system.

3 Preliminaries

3.1 Oracle

State-of-the-art methods of generating molecules require an oracle to ver-

ify at each subsequent stage whether the proposed action on the molecular

graph will lead to a real molecule . The oracle represents a black box sys-

tem that receives the output of a generative model and accepts or rejects

a sample based on chemical rules [11]. If the oracle rejects, the genera-

tive model is re-run to draw new samples. The oracle helps to improve

the molecular predictions. It checks the state of the molecular graph after

each step and only accepts the correct validity. The oracle is demonstrated

in Figure 1.

3.2 Autoregressive Flows

Kingma [7] represented autoregressive models as a form of a normaliz-

ing flow. The normalizing flow [9] determines a parameterized invertible

deterministic transformation from a simple distribution E (e.g. Gaussian

distribution) into real-world observational space X (e.g. speech) using

the sequence of invertible and differentiable mappings. Let f : E → X
be an invertible transformation where ε ∼ pE(ε) is the base distribution.

Normalizing flows as a generative model involves two key processes: com-

puting data likelihood and sampling. The first process calculates the ex-

act density px(x) in a given a datapoint x, by inverting transformation

f , ε = f−1θ (x). The second process chooses x from the distribution pX(x)

by the first sample ε ∼ pE(ε) and then performs a direct transformation

x = fθ(ε). The density function of real-world data x, i.e., pX(x), can be

calculated via the change-of-variables formula [16]:



pX(x) = pE
(
f−1θ (x)

) ∣∣∣∣∣det
∂f−1θ (x)

∂x

∣∣∣∣∣ . (1)

To perform these processes more efficiently, the function fθ needs to be

invertible using a simply computable Jacobian determinant. Autoregres-

sive flows (AF) comprise a triangular Jacobi matrix where determinant

is calculated linearly [12]. Let gµ and gα be unconstrained and positive

scalar functions of x1:d−1 respectively for calculating the mean and devi-

ation. The given x ∈ RD, where D is the dimension of observation data,

autoregressive conditional probabilities can be represented as Gaussian

distributions:

p(xd|x1:d−1) = N (xd|µd, (αd)2), where µd = gµ(x1:d−1; θ), αd = gα(x1:d−1; θ),

(2)

Considering that ∂xi
∂εj

is non-zero only for j ≤ i, the Jacobian matrix is tri-

angular in AF. Consequently, we can effectively compute the determinant

via
∏D
d=1 αd. In particular, all individual scalar affine transformations can

be applied in parallel to calculate the base density, each of them depends

on previous variables x1:d−1. In practice, these transformations can be re-

alized in the form of neural networks. Then the affine transformation of

AF implemented as:

fθ(εd) = xd = µd + αd · εd; f−1θ (xd) = εd =
xd − µd
αd

. (3)

3.3 Graph Neural Networks

Currently, there are many graph neural network (GNN) architectures

that are used for learning graph representations [6, 14]. Kipf [8] proposed

the graph convolutional network (GCN) that linearly scales according to

the number of graph edges and explores hidden layers which encode the

nodes features and the structure of the local graph. Velickovic [18] intro-

duced graph attention networks (GATs). Architectures of GATs leverage

masked layers and overcome the prior methods shortcomings based on

graph convolutions.

Each of the architectures described above represents a molecule in the

form of a graph G = (A,X), in which A is an adjacency tensor and X is a

matrix of node feature. Supposing n is the number of nodes in the graph,

b and d are the quantity of different types of edges and nodes, respectively,
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Figure 2. MoFlow model [21].

then A ∈ {0, 1}n×n×b and X ∈ {0, 1}n×d. Provided that a bond of type k

exists between the nodes ith and jth, then Aijk = 1 [16].

3.4 State-of-the-art graph generation

Recently, Zang [21] represented the most state-of-the-art flow model for

molecular graphs generation called MoFlow (Molecular Flow). This model

generates molecular graphs in three steps. First, MoFlow creates bonds

(edges) using the glow based model. Secondly, atoms (nodes) are gen-

erated, using a recent conditional graph flow. Finally, MoFlow collects

bonds and atoms into a chemically valid molecular graph. The proposed

MoFlow scheme is represented in Figure 2 [21].

A molecular graph M (e.g. Metformin) includes a feature matrix A for

the atoms and adjacency tensors B for the bonds. Inference: the condi-

tional flow of graph fA|B for atoms converts A given B into conditional

latent vector ZA|B, and at the same time the glow fB for bonds transform

B into latent vector ZB. The latent space shows a spherical Gaussian dis-

tribution. Generation: this process reverses previous operations, followed

by a procedure of the validation correction that provides chemical confi-

dence. Regression and optimization: the y(Z) mapping between molecular

properties and latent space optimizes molecular graph and predicts prop-

erties.



4 The importance of normalizing flows and oracles in graph
generation

To evaluate the importance of the oracle and normalizing flows in graph

generation, we compare different flow-based models (GraphNVP, GraphAF,

MoFlow) and not flow-based models (MolGAN, GCPN) and their metrics

with and without the oracle. Furthermore, MolGAN and GraphNVP mod-

els do not contain oracle. Three widely-used metrics were approved for

method comparison, including validity, validity without (w/o) check and

uniqueness. The first metric represents the percentage of chemically valid

molecules for all generated molecules. The second metric, validity w/o

check, shows validity of ablation models provided that not using validity

correction or validity check, i.e., without the oracle. Finally, uniqueness

specifies the percentage of unique valid molecules among the total num-

ber of generated molecules.

Table 1 shows that the percentage validity among all the represented

above methods is more than the percentage validity without the oracle.

This proves the importance of the oracle in the graph generation meth-

ods for both flow and non-flow methods. As for non-flow models, Mol-

GAN achieves 100% validity, but only 2% uniqueness, indicating that the

GAN is flawed due to the mode collapse [1]. For GCPN, the reliability

is similarly reduced from 100% to 20% without the oracle. In contrast,

flow-based models show better performance than non-flow methods, both

for validity without the oracle metric and uniqueness metric. Specifically,

the validity without the oracle metric of MoFlow and GraphAF is 4 and

3.5 times large respectively than the validity without the oracle metric

of GCPN in Table 1. Therefore, the oracle increase in times the percent-

age of validity without check for flow-based models. Furthermore, each

of flow models generate high unique molecules. In conclusion, the oracle

helps to generate molecules with higher validity, and flow-based models

show better metrics in molecular graph generation.

5 Molecular generation visualisation

Currently, the state-of-the-art MoFlow method shows the best metrics for

generating molecules [21], therefore we decided to implement the prop-

erty optimization experiment for this method. The property optimiza-

tion practice directs at generating new molecules with the best Quantita-



Table 1. Comparison of different graph generation models with and without the oracle.

Method % Validity % Validity w/o check % Uniqueness

MolGAN [2] 100 n/a 2

GCPN [19] 100 20 99.97

GraphNVP [10] 42.60 n/a 94.80

GraphAF [16] 100 68 99.1

MoFlow [21] 100 81.76 99.99

Figure 3. Molecular generation visualisation.

tive Estimate of Druglikeness (QED) metrics [13], [20]. QED determines

the similarity to a drug for generated molecules. We use the pre-trained

MoFlow method to generate molecules [3]. Figure 3 represents the gener-

ated result with the high QED metric.

6 Conclusion

In this paper, we have explored the importance of normalizing flows and

the oracle in the molecular graph generating methods. First of all, we

have considered the features of the structure of the oracle and normaliz-

ing flows. Furthermore, the principle of operation of state-of-the-art graph

generation method has been considered in detail. To evaluate the impor-

tance of the oracle and normalizing flows in graph generation, we have

compared three flow-based models and two not flow-based models and

their metrics with and without the oracle. This paper presents that the



oracle contributes to generate molecules with higher validity, and flow-

based models show better metrics in molecular graph generation. As a

result, the property optimization experiment was realized to visualize the

molecule generation.
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[18] Petar Veličković, Guillem Cucurull, Arantxa Casanova, Adriana Romero,
Pietro Liò, and Yoshua Bengio. Graph attention networks, Oct 2017.

[19] Jiaxuan You, Bowen Liu, Rex Ying, Vijay S. Pande, and Jure Leskovec.
Graph convolutional policy network for goal-directed molecular graph gen-
eration, Jun 2018.

[20] Jiaxuan You, Bowen Liu, Rex Ying, Vijay S. Pande, and Jure Leskovec.
Graph convolutional policy network for goal-directed molecular graph gen-
eration. Jun 2018.

[21] Chengxi Zang and Fei Wang. Moflow: An invertible flow model for generat-
ing molecular graphs, Aug 2020.



Games for elderly people

Youqie Li
Youqie.li@aalto.fi

Tutor: Sanna Suoranta

Abstract

This article introduces the psychology of the elderly at the beginning, then

it explains the development of elderly games and the impact of e-games on

the health of the elderly, this paper describes how electronic games improve

the health of the elderly from the two parts: physiology and psychology.

Finally, it summarises some design tips and principles of elderly games.
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1 Introduction

Games have always been regarded as a way of entertainment for young

people, and the main user groups of games are young people. In League

of Legends, the world’s most popular game, only 10% of players are over

40, people over 50 are less than 1%[20]. Research on the mobile game

usually ignores the elderly people, and there are few studies on elderly

game players. At the same time, we are facing an ageing society. People

aged 60 and above had reached 185 million, 13.7 per cent of the total pop-

ulation in China in 2021. The situation is the same in both Europe and



America. In 2021, the elderly population will reach 248 million, 17.17% of

the total population[14].With the aggravation of the ageing rate, society

is faced with tremendous pressure of providing for the aged. The advent

of ageing society promotes the development of the "silver hair market“.

People need to accelerate the pace to adapt to a greying society and meet

the needs of the elderly. As a result, it is necessary to study game de-

sign for the elderly.With age growing, people’s cognitive abilities, reac-

tion time, hearing and touch are declining when compared with younger

people. Therefore, games for elderly people need a unique design. On

the other hand, games may also help older adults maintain their mental

health; by playing games, the elderly can improve their cognitive ability

and learning ability[11]. This paper reviews the latest approaches used

for gaming design and interaction for elderly people.This paper is organ-

ised as follows. Section 2 introduces previous research on the game for

elderly people. Section 3 introduces the characteristics of elderly people,

and Section 4 discussed some games specially designed for elderly peo-

ple. Section 5 describes why older adults need to play games. Section

6 discusses some interaction methods that can be used for game design.

Finally, Section 7 is the conclusion for the whole paper.

2 Existing game research for elderly

There have been many years of research history on computer game de-

sign for the elderly. In the 1980s, Weisman figured out the importance

of adaptability by using Apple II games among older adults[15]. Gen-

erally, the research on older adults mainly focuses on game interaction

and mental health while playing games. Sanches Lam used some exper-

iments to confirm that the elderly can play smartphones games to ful-

fill their learning needs [8].Wijnand Ijsselsteijn attempted to find out the

benefit that older adults get by playing Nintendo Wii[19].Jan-Henk An-

nema have proven that video games can help to motivate patients, de-

velop skills and serve as a distractor in pain management[6]. Minzhu

Jin proposed the design norms of games for the elderly, and summarised

the following interaction norms[12]: “Multi-channel interaction optimisa-

tion for information transfer. The flat design promotes logical guidance.

The consistency principle lightens the burden of memory. The natural in-

terface improves mental model matching. Simplify gestures to improve

performance.” Based on these norms, she has designed a new chess game



specifically for the elderly. To sum up, at present, Research on games

has focused on its benefits to older adults, such as its positive physical or

mental effects on old people. However, there is relatively little research on

the games themselves. What kind of games do the elderly like and what

changes can smartphones bring to the games of the elderly? Based on the

characteristics of elderly people, what kind of unique design do we need

to do?

3 Characteristics of elderly people

3.1 Physiological decline

Games usually start the interaction with users through text, audio, video

and other display methods. With the growth of age, users’ visual and

auditory abilities decline, which directly leads to the loss of perception

function.

Visual System: Because of the age and insufficient processing of screen

brightness and small text characters[7]; The lens of the eye loses its elas-

ticity and becomes thickened and yellowish, resulting in presbyopia which

cannot see patterns and textures. With the growth of age, the static and

dynamic visual acuity of the elderly will decline and contrast, colour sen-

sitivity will decline. On the other hand, their ability to adapt to the dark

will weaken, and the sensitivity to glare will increase[10]. Such visual

impairments may make it harder for older people to perceive small ele-

ments on a monitor (for example, small details in a game map)[19], read

tiny instructions or locate information on a complicated screen.

Auditory System: Hearing loss, which requires a higher decibel level to

achieve the same hearing as in younger people; High-frequency sound can

cause severe hearing impairment in the elderly. It is more challenging to

maintain listening attention in noisy environments than young people.

Older people may find it challenging to understand synthetic speech be-

cause it tends to be somewhat distorted. For non-verbal audio signals,

older adults are more likely to hear lower frequencies (in the 500-1000 Hz

range) than higher tones[23].



3.2 Psychological change

Thinking ability: The decline of older adults’ thinking ability mainly

reflected on the degeneration of generality, logical thinking and creative

thinking ability. The decline of general thinking is reflected in the lim-

itation of the elderly’s inductive cognition of games. When playing, it

is difficult for the elderly to summarise the functions and attributes of

game elements and apply them to other interfaces by comparing and

summarising[22]. The decline in logical thinking is reflected in difficulty

in understanding and deriving the hierarchical relationship of games. El-

derly users tend to hold tentative, timid intentions when the operation is

not smooth; once the operation fails, the elderly will reduce the enthusi-

asm of exploration. The decline of creative thinking is reflected that the

elderly tend to be more familiar with conventional thinking, and it is dif-

ficult to reorganise the new thinking mode of game with new knowledge

and experience.

Memorising ability:According to the memory system model, the mem-

ory of information can be divided into three degrees. The first one is sen-

sory memory, where information enters the memory system through the

sensory organs in different ways. The second one is working memory, the

initial perception of information and the conscious processing of informa-

tion stored in the brain’s memory. The third one is long-term memory,

which is made up of what was learned. Short-term memory is used for in-

formation processing, and the short-term memory capacity of the elderly

tends to decline with the growth of age. The short-term memory capacity

of the elderly is generally 5-9 units, while the memory capacity of the el-

derly over 60 years old is only 3-7 units[1].

Risk aversion:It is not easy to take risks for elderly people. With the

increase of age, the memory and learning ability of the elderly deterio-

rate. At the same time, decision-making relies on emotional and cognitive

processing[17], so the degeneration of cognitive neural of the elderly will

also have a particular impact on risk decision-making. When cognitive

function declines, the elderly are more inclined to use simple decision-

making strategies with less information processing and easier integra-

tion. As a result, older people are risk-averse, so they rarely try riskier

things, and tend to be conservative[21]. Most older people prefer to go to

the park rather than to travel over mountains and rivers. In the psycho-

logical experiment about expectations[3], the elderly group has a stronger



tendency of irrational decision making as opposed to the young group.

The elderly are more willing to choose the low-risk stable return com-

pared with the high-risk and unstable return.

Anaclisis and Nostalgia:Old people usually have strong dependent psy-

chology(Anaclisis), because as cognitive ability decline, the elderly are un-

able to understand the new information very well. The frustration will

make older adults tend to seek for help, that is why dependent psychol-

ogy generates, especially on electronic products or video games for the

elderly, the advanced electronic products are very unfamiliar for them[5].

Because of the fear of failure, they do not dare to experience and try these

new things. Elderly people will hope that someone could teach them be-

fore using. So in the game design, we can design the teaching part more

detailed.

Older people tend to be nostalgic and have a strong sense of nostalgia

for places where they lived or people they loved Games for the elderly

should focus more on the past rather than the future. For the nostalgia

complex of the elderly, when designing games, attention should be paid to

the emotional changes of the elderly.

4 Elderly game situation

In the past, the public believed that the elderly’s preference for digital

games might be traditional chess and card games. However, with the

deepening of research, people began to realise that the elderly also have

various understandings of games. Bob De Schutter made a questionnaire

among 239 individuals, and 124 people completed the questionnaire[2].Bob

De Schutter divided these people into three groups: “young ” (33.1%,

age ,45–54), “old ” (50.8%, age, 55–64), and “senior” (16.1%, age, 65 and

above). Over one-third of the people(34.9%) received the highest educa-

tion, less than one-third people (31.5%) were trained at the middle level,

while only 27.4% had primary education. In the survey, the elderly peo-

ple play quite limited games in their daily life, The main types of games

for the elderly are puzzle games and traditional chess and card games,

which spread widely among the elderly. More than 80 per cent of elderly

people played only those two types of games, while the remaining 20 per

cent played a variety of games. For the remaining 20 per cent of older

people, they played first-person shooters (FPS) games like Half-life;Role

play games(RPG) like Devil May Cry 5; Simulation games like Minecraft;



Car racing games like Need For Speed; Sports games like FIFA. For older

core gamers, Call of Duty is the most frequently mentioned game. For

casual games, Tetris, Spider Solitaire and Zuma are the most mentioned

games. In terms of the choice of game platforms, more than 80% of the

elderly play games on desktop. Mobile phones, consoles are relatively

unpopular platforms. Moreover, the ARPU(average revenue per user) of

the elderly players is generally not high; over, over 76% of the players

never spending money on any games. In terms of playing time, the av-

erage time of the elderly was 1.45 hours per day. Heavy gamers (16.1%)

averaged 2.5 hours in the gaming playing, moderate gamers (39.5%) av-

eraged 1 hour and 25 minutes, and light gamers (44.4%) averaged less

than an hour in gaming. Bob De Schutter’s survey was done in 2011,

nearly ten years passed, and we have entered the mobile era, with the

development of smartphones, mobile games also get rapid growth. There

is a noticeable change on the game platform, in the past computers were

the primary way of playing games, but now it gradually turns to the dou-

ble platform: mobile phones and computers. Because of its good porta-

bility and convenience, more and more old people start playing mobile

games.In a Chinese survey[9], more than 60% of the elderly people play

mobile phone games every week. Angry birds(Casual game), PUBG Mo-

bile(Battle game), Honor of King(MOBA) and candy crush(Casual game),

those four games are their favourite games. The traditional chess and

card game market is gradually shrinking; the elderly are gradually chang-

ing their game interest to young people.

5 What do the elderly get from playing e-game?

Bob De Schutter divided the old players into six groups based on their

motivation[2],In tabel 1 The most popular motive to play digital games is

the challenge, and the least popular motive is Social Interaction. From

the research above, we can get the conclusion that most old people play

games to get a challenge.

5.1 Physiological demands

With the growth of age, the human body will have specific changes, such

as the decline of senses, memory, and other problems. Therefore, the

games should make up for the physiological problems of the elderly and



Motivation Explanation

Competition To be the best in games

Challenge To beat the game or to get to the next highest level

Social Interaction To play as a social experience with friends

Diversion To pass the time or to alleviate boredom

Fantasy To do things that cannot do in real life

Arousal To play because the game is exciting

Table 1. Game Motivation For Elderly People

help elderly people keep cognitive abilities. Studies have shown that

games have a specific therapeutic effect on mild cognitive impairment[21].

Researchers gave ten elderly people who scored 16-24 in the MINI-mental

State Examination (MMSE) a 10-week game training. The MMSE is a 30

points questionnaire to measure cognitive impairment and 16- 24 points

means a mild cognitive impairment.The game included chess and card

game, word games, action games, casual games and memory games. The

average MMSE score increased from 21 points to 23.2 points, proving that

games can indeed improve the cognitive level of the elderly. Attention

and memory were significantly improved. West GL asked elderly peo-

ple to play the super Mario 64 game 2 hours per day and three times a

week. After 90 hours of playing, the hippocampus grey matter increased

compared to control group[18]. The hippocampus is widely credited with

memory and direction positioning function is also the damaged area in

Alzheimer’s disease. Although researchers emphasise the result does not

prove that super Mario 64 can help keep the hippocampus grey matter.

A growing body of research shows that the fair game would be helpful

to improve the cognitive ability,in an experiment,the Portal2(an FPS and

decryption game) improves players in basic cognitive test scores[16].

5.2 Psychological demands

The psychology of the elderly will be more sensitive than young people.

Designers should actively integrate The elderly into modern technology

through some interactive means. First, the elderly need to accompany. In

modern society, there are more and more empty-nesters who are eager to

communicate and want to be noticed. Therefore, there are a lot of remote

interactive apps which can let their offspring know the living conditions

of the elderly in time and provide a good communication platform for the



Figure 1. Brain CT of Hippocampus

elderly and their offspring. Second, the elderly desire to live a longer

and healthier life, and they begin to pay attention to health care, so more

and more medical apps come into people’s sight. Finally, the elderly have

needed to realise their self-worth, which is the highest level of Massno’s

demand theory. The elderly need more affirmation of their self-worth to

guarantee their self-confidence. The excellent product is designed to fulfil

people’s demands. The elderly have much time after retirement. As a

result, the real demands of the elderly must be taken into account when

designing an APP.

6 Interaction Suggestion

6.1 Elderly people-centred design

User-centred design is to focus on users themselves,user is the centre. It

breaks through the traditional mode that function determines the form,

but by using the user’s psychological feelings and behaviour to determine

the product performance. The elderly-centred design concept focuses on

the needs and goals of the elderly and solves the problem of the applica-

tion environment for the elderly. At this time, the elderly are not only the

objects to be designed, they can also guide the design, giving their advice

in the game design process. The task for designers is to transform the



needs into design language and try to design a more suitable game for the

elderly. In the design of smartphone games, they should first identify the

needs of the elderly, locate the goals of games, analyse competing prod-

ucts in the market. Secondly, they should study the needs of the elderly,

including their physiological characteristics, psychological characteristics

and behavioural habits. Specific research methods include qualitative re-

search (observation method, user interview method, focus group.) and

quantitative research (questionnaire survey method). The functional and

content needs of games are defined according to the research results. And

then they should design the elderly game interaction model, and build

a mobile game prototype according to the previous research. This part

including low-fidelity prototypes and high-fidelity prototypes, after that

they need to test the target group to evaluate the game, whether it meets

the needs of the users, whether the task flow is reasonable, whether there

are still some needs have not been fulfilled; After the usability testing,

they can do some small changes and release the game; After the product

launch, designers can collect feedback from the elderly players, maintain

and improve the games in the next version.

6.2 Usability Principle

As a universal principle, the usability principle has been widely used in

Internet products. It is a necessary standard to test whether a product is

successful or not. In the game design of the elderly, we still need to follow

this design principle. Nielsen, a well-known usability expert, has come up

with a definition of usability that he believes should include the following

ten things[13]:

1. Visibility of system status.Keep the status of the interface visible; every

change should be visible; any content should also be visible.

2. Matching ideal system and the real: Use the user’s language, rather

than use system language that are hard to understand.

3. User control and redo function. For stand-alone games, designers can

set the pause button and archive buttons.

4. Consistency and standards:The operation of the game should be con-

sistent with other mainstream games.



5. Error prevention principle: Remind the elderly people when they may

make mistakes, such as the possible result of deleting the game archive.

6. Recognition: Actions and options should be visible. The instructions

for the system should be clear and visible, such as giving older people

more game cues during the game to help them remember the game play

rules.

7. Flexibility and efficiency

8. Aesthetic and minimalist design .Getting older people to focus more on

the game itself

9. Help users recognise from errors: When the game cannot open due to

network failure, Users can be told some possible solutions.

10. Help and documentation: It is necessary to provide help and docu-

mentation.

6.3 Emotional Design

When it comes to the emotionalisation principle of old people, Donald

A.Norman put the emotional design into three layers: viscera layers, be-

haviour layer and reflection layer, viscera layer mainly focused on the

product appearance design, behaviour layer mainly focused on the prod-

uct interaction, reflection layer the combine of the first two levels, and

cause more in-depth emotional experience. For elderly emotional expres-

sion in the game, we mainly concentrated on the interface of the game;

Norman divided emotional factors into five aspects: the connotation, graph-

ical interface, interface colour, interface layout and interface text[4].

1. Graphical factors of emotion in the game interface. In terms of game

graphic design, the elderly are a particular group. As they are not as expe-

rienced as the young in using mobile apps, they will inevitably encounter

some problems. They cannot understand something strange, so designers

need to satisfy the mental model of the elderly in graphic design. Due to

the general loss of vision in the elderly, graphic design should take this

into account. In the interface design, designers should put more effort

into solving these problems.



2. Emotional colour factors in the game interface of the elderly. In the

design of the game interface, the use of colour need be mentioned. Colour

plays a vital role in interface design. Colour can set the emotional tone

for the whole game. Meanwhile, it can distinguish information modules,

suggest functions and highlight essential information. The elderly have

dropped to the resolution of the colour, and their vision decreased, and

the study found that older people can distinguish the induction of light-

ness colour best because the colour looks more relaxed and comfortable,

3. Text factors of emotion in the game interface of the elderly. Font and

size of text are two main factors influence the experience of the elderly. At

present, the most commonly used fonts on mobile phones are sans serif

fonts, and the right font equals a mature design. A good font is easy for

users to read, but it also conveys what the designer wants to highlight.

On the contrary, if the font is not appropriately chosen, it will be difficult

for gamers to read, then their inner emotions will turn into negative emo-

tions, and the whole game will be a failure. At a visual distance of 50cm,

the minimum text size that the elderly can see easily is 15PT.

4 The layout of the emotional factors. The life of older adults is simple;

the game in the aspect of layout should also meet the demand of the el-

derly simple. In the interface design of the game, we can try to delete

the interface which has many the chaos elements, at the same time we

can hide the non-important function to cause the user interference to a

minimum level, in order to give players a clean game experience. After

removing unwanted elements, we can re-layout the interface. The loca-

tion of each element is arranged primarily through hierarchy, alignment,

grouping, and spacing.

5. Connotation factors of emotion in-game interface for the elderly. The

design with connotation is good. The involved concept is visualised and

materialised using metaphor and symbol. The connotation factors of game

interface mainly include symbol, metaphor and story.

7 Conclusion

This paper mainly analyses the design elements and methods of phone
games for elderly people, what are the psychological and physiological
characteristics of the elderly, the current situation of the elderly games
and the elderly’s game needs. Finally, it gives some Suggestions for the
elderly game design. For the elderly, There are significant differences
compared with young people in-game habits and goals, So, for game de-
sign, game, goals and rules of the game will be made to fulfil the needs of



elderly, and due to the physical and psychological conditions of the elderly,
we need to simplify the game interaction as easy as possible, in order to
suit the operation habit of the elderly. Among these design elements of
games for the elderly, usability, emotionalisation and elderly-centred de-
sign are needed.
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Abstract

This study performs a survey on methods for training machine learning

models at the network edge. The goal is to form a picture of the problems

posed by edge learning when compared to cloud computing and distributed

learning, and the current technologies that attempt to solve these problems.

The study is performed by studying current literature, using a set of ex-

isting surveys as a guideline. The problems posed by edge learning are

skewed and varying amounts of training data, communication overhead,

heterogenous device capability and privacy. A set of solutions is identi-

fied to comprise federated learning (FL), accumulating or compressing sent

gradients, varying the communication topology, relaxing the synchroniza-

tion requirement of FL, using lower numeric precision in the network and

in communication, and a secure aggregation protocol and a differential

privacy mechanism. As a conclusion we note that a wide range of solu-

tions exist that may be applicable to edge learning, many of them being

improvements over FL. However, the applicability of some solutions to the

edge context is left ambiguous since the solutions are studied in the context

of more general distributed training.

KEYWORDS: machine learning, deep learning, edge computing, distributed

learning



1 Introduction

The growth of the Internet of things (IoT) paradigm [21] has created many

applications for Internet-connected smart devices, such as autonomous

vehicles, smart cities and smart healthcare. In turn, this trend has brought

along the need for moving computation away from the cloud closer to the

devices on the network edge, a paradigm called edge computing [24].

The field of machine learning (ML), and deep learning (DL) in particu-

lar, has shown great progress in a wide range of tasks from image classi-

fication to text analysis, accelerated by the IoT trend and the increasing

amount of data that IoT devices are generating [12]. DL is an active re-

search area in both academia and the industry, as well as a highly useful

technology in a wide range of applications.

However, while Internet-connected smart devices are an important plat-

form for DL applications, the edge network paradigm poses some novel

challenges for DL computation. Issues that need to be resolved include

communication overhead and privacy [28]. Different approaches are needed

for both learning and inference, two key components that comprise deep

learning computation.

This paper examines and categorizes the existing approaches for per-

forming the learning phase of a DL model on the network edge. Some

earlier surveys exist on the topic [28, 26, 25, 18], but the taxonomies are

created from different perspectives, and thus the relation of different ap-

proaches may remain ambiguous. The goal of this study is to identify a

set of problems that differentiate learning on the edge from different con-

texts, and to analyze which of the problems are alleviated by each of the

examined solutions.

This paper is organized as follows. Section 2 examines the background

technologies of both deep learning and edge computing. Section 3 pro-

vides an overview of the main ideas of performing DL computation in a

distributed manner. Section 4 examines and categorizes the main ap-

proaches to distributed learning in the edge computing context. Section 5

analyzes the approaches. Finally, section 6 presents a conclusion.



Figure 1. An example of a simple neural network. en:User:Cburnett, CC BY-SA 3.0, via
Wikimedia Commons

2 Background technologies

Training ML models on the edge is achieved as a combination of two

distinct technologies: machine learning and edge computing. Thus, an

overview is provided on these technologies. In machine learning, a large

amount of attention is focused on the branch of deep learning, which is

focused on here.

2.1 Deep learning

Deep learning refers to the approach of using deep neural networks (DNN)

for solving ML problems. While the widespread interest in DNNs has

been a recent development, research related to neural networks has a

longer history. For instance, the perceptron, a fundamental building block

of neural networks, was developed in the 1950s [22]. More recently, AlexNet

[16], a convolutional neural network, started the recent trend of widespread

attention and rapid improvements in deep learning.

At their core, neural networks consists of several layers of intercon-

nected nodes, or neurons, with adjustable weights. The first layer forms

the inputs of the network, the last layer forms the outputs, and in be-

tween, a number of hidden layers provide a complex set of connections

that map from the inputs towards the outputs. These layers have ad-

justable weights that can be adjusted algorithmically to yield desired

functionality for the network.

Depending on the application area, different types of neural networks

may be used. A simple architecture, the multilayer perceptron is com-

prised of a set of fully connected layers, where the value of a node is com-



puted as a linear combination of its inputs, mapped through some activa-

tion function. An example of a fully connected neural network is shown

in Figure 1.

Some architectures incorporate different types of layers. A convolutional

neural network (CNN) [16] includes convolutional layers that can recog-

nize local features from e.g. image based inputs, and pooling layers, that

reduce the amount of data to compute in the network. Recurrent net-

works compute data in a sequential manner, using recurrent units such

as the long short-term memory (LSTM) [13] or the gated recurrent unit

(GRU) [7] to control how to handle previous parts of a sequence in rela-

tion to latter parts. These networks are particularly suitable to language

processing tasks, such as translation.

Some additional network architectures are achieved by different con-

figurations of networks, such as autoencoders [3] which try to compress

and codify given information, and generative adversarial networks (GAN)

[11], which are a two-part generative model where a second network at-

tempts to identify samples that came from a generative network instead

of the training data.

Typically, the weights of the network are initialized arbitrarily. Then, in

a training stage, inputs are mapped to outputs, and using some loss func-

tion and backpropagation, the weights are adjusted towards producing

more correct outputs using their gradients.

The approach of using gradients to adjust weights is referred to as gra-

dient descent. Typically, some variant of gradient descent is used, such

as mini-batch stochastic gradient descent, that computes gradients only

based on a small set of samples, called a mini-batch.

After learning, the network can be used for inference, where the output

values of the network are interpreted as the desired result, such as a clas-

sification of an object to a set of given categories. Thus, DL computation

comprises two distinct stages: learning, and inference.

2.2 Edge computing

Edge computing (EC) is defined as a model of computation where comput-

ing is performed in network-connected devices close to the edge of the

network [24]. The edge is viewed in contrast to the cloud computing

paradigm, where computation takes place in large, centralized servers.

Edge networks are comprised of a wide variety of devices, comprising

data-producing IoT devices, data-consuming end-user devices, and servers



Figure 2. An illustration of the edge network, according to Caprolu et al. [5], c⃝ 2019
IEEE

providing other functionalities [5].

Edge computing is closely related to a similar term: fog computing (FC).

FC describes a more network-heavy approach, where the fog may be viewed

as a variant of the edge but where computation is performed more in the

network itself [9]. However, in some cases, FC may be viewed as a syn-

onym for EC [9]. A typical interpretation of the cloud, fog and edge is

presented in Figure 2.

Edge computation performs computation closer to the devices in an at-

tempt to increase efficiency from the point of view of the network-connected

devices. More precisely, a shift towards edge computation is motivated

by issues over latency, bandwidth, and privacy [24]. The reduced la-

tency would be useful for real-time applications, such as autonomous ve-

hicles. Bandwidth becomes an issue, since IoT devices produce ever larger

amounts of data, making transmitting the data over the network imprac-

tical. Privacy is a concern, since IoT devices may generate private data,

e.g. health monitoring, which would be preferable not to be sent over the

network to the cloud.

Some key challenges of edge computing are related to communication

and distribution of computing: network communication needs to be effi-

cient enough to not produce new bottlenecks and allow for smart vehicles

to quickly move around the network, and the computation needs to be

orchestrated such that neither the edge devices nor edge servers get over-

loaded [9].



3 Distributed learning

This section examines distributed learning in general, without consider-

ing the practical issues that might arise at the network edge. First, the

difference is explained between data and model parallelism. Then, the

algorithms of distributed stochastic gradient descent and federated learn-

ing are explained.

3.1 Data and model parallelism

The parallelization in distributed learning can be roughly divided into two

types: data parallelism and model parallelism [26, p. 9]. In data paral-

lelism, several copies of a DNN are made, which are trained on different

data in parallel. On the other hand, in model parallelism, a model is par-

titioned into several parts, which only handle their own communication

and communicate the data coming to/from other parts of the model. Even

a combination of these types of parallelization could be used in model

training.

Currently, the main type of parallelism in training on the edge is data

parallelism, whereas combining the two approaches is seen as an open

challenge [26, pp. 27–28].

3.2 Distributed stochastic gradient descent

Since learning algorithms are based on gradient descent, implementing

distributed training can be viewed as a problem in how to implement gra-

dient descent in a distributed context. SGD by itself approximates gradi-

ent descent by replacing the gradient over the entire training set with the

gradient of a single training sample. In practise, SGD can be modified to

be a hybrid that computes the gradient over a mini-batch, a small subset

of the training samples.

A distributed, asynchronous implementation of SGD is presented in [8].

The approach uses a combination of data and model parallelism, where

the former aspect can be interpreted as a modification to SGD. The algo-

rithm consists of a central parameter server and multiple workers. The

parameter server holds the model weights, and is able to update the

weights based on gradients received from a worker. The workers asyn-

chronously fetch up-to-date weights from the parameter server, then com-

pute new gradients based on a mini-batch, then asynchronously send the



gradients back to the parameter server. That is, the workers are not syn-

chronized, but they fetch new weights and send back gradients without

knowledge of the other workers.

Distributed SGD can also be implemented synchronously [6]. In a syn-

chronous implementation, the central server coordinates the computation

of individual workers. First, the server sends new weights to all workers.

Then, the workers compute gradients based on mini-batches and send the

gradients to the server. The server waits until it has received gradients

from all workers. Then, it updates new weights based on all of the re-

ceived gradients, and sends the updated weights to all workers for a new

round of computation.

The advantage of a synchronous approach is that workers run on up-to-

date weights, in contrast to an asynchronous approach where the weights

on a central server are likely to have changed between a worker fetch-

ing new weights and sending back its updates [6]. However, a synchro-

nized iteration must wait for the slowest worker to finish its computation.

Therefore, modifications are required for a synchronous approach to be

practical [6].

However, these data-center based approaches face problems when used

in a less controlled setting, such as on edge devices connected over a net-

work. These problems can be alleviated by the use of federated learning.

3.3 Federated learning

Federated learning (FL) [20] is a distributed synchronous variant of SGD

where only a subset of available devices are used for a single round of

computation. It is based on an algorithm called FederatedAveraging [20],

and it is run on a central parameter server and a large number of partic-

ipating devices. It is controlled by three parameters, producing different

variants of the algorithm: the number of devices selected each round, the

number of training passes a client performs over its local data, and the

mini-batch size.

FederatedAveraging [20] works as follows. First, a central parameter

server selects a subset of clients and sends to them the new weights. Then,

the clients locally run iterations of SGD, i.e. instead of computing only

gradients, the clients have local weights that are updated with gradients.

The clients iterate over their local data a given number of times, with

some mini-batch size, updating local weights on each mini-batch. Once

the clients have completed their iterations, they send the updated local



weights back to the parameter server, where the global weights are up-

dated as a weighted sum of the client updates, adjusting for the variable

amount of training data per client.

4 Distributed learning on the edge

Performing various AI related tasks can be classified into a wide hierarchy

of categories depending on which parts of the computation are performed

on the edge and which parts are performed in the cloud [28]. Here we con-

sider the training of ML models on the edge, thus, we require most of the

training-related computation to be performed on edge devices. However,

storing model data and combining results of individual devices may still

be done in the cloud on a centralized parameter server.

In practice, surveys would indicate that performing learning on the edge

is often studied in the context of FL [26, 18]. Thus, many related tech-

nologies are modifications or improvements of FL. However, while other

studies focus on distributed learning more generally or leave their context

ambiguous, their techniques may still be applicable in an edge learning

context.

While learning on the edge alleviates communication and privacy issues

when compared to cloud training [26, p. 18], additional challenges still re-

main in edge learning, some of which are not present in a distributed data

center context. In particular, communication still creates high network

load [25]. The devices used for training may have varying amounts and

different types of data [20]. Additionally, some privacy concerns remain,

and the wide distribution of device capability needs to be addressed [18].

This section gives an overview of some of the technologies that focus on

these issues in distributed learning, in particular at the network edge.

4.1 Federated learning on the edge

Federated learning by itself alleviates several problems that arise in a

real-world distributed context [20]. The main issue that FL solves is non-

independent and identically distributed (non-i.i.d.) data. In practice, this

means different devices can be skewed towards certain types of training

data. For example, if smart phone messages are used for training, the

data are likely to be comprised of different languages depending on ge-

ographical location of the device. McMahan et al. find that federated



learning is robust against non-i.i.d. data.

FL is suitable for a setting with a large number of devices, since only a

subset is used at a given time. The selection process may also circumvent

the issue of device availability if only network-connected devices can be

chosen for a training round. FL improves privacy, when compared to cloud

training, since the training data is not sent outside the devices, e.g. to the

cloud.

4.2 Communication improvements

If model updates are communicated with a central server, such as in FL

or some other distributed SGD variants, the sent data can be reduced to

reduce network load.

One method to reduce the bandwidth use is to send only important up-

dates from the clients to the central server. Lin et al. [19] implement

a scheme where only sufficiently large gradient updates are sent, and

smaller updates are accumulated on device and only sent once the local

gradients have accumulated to a sufficient size.

Communication overhead can also be reduced using lossy compression.

For example, Caldas et al. [4] use lossy compression for server-to-client

communication, and in conjunction with other optimizations, achieve large

reductions in communication costs.

A key observation by Lin et al. [19] is that a large number of conven-

tional sent updates would be redundant, indicating that without specific

consideration to network bandwidth, edge training could have an unnec-

essarily large bandwidth use.

4.3 Alternate communication topologies

In many SGD variants, including FL, the used algorithms assume the

existence of a central server, which holds the current parameters and con-

trols their updates. However, distributed communication schemes have

been implemented which do not require a central server.

Gossip algorithms are algorithms where individual nodes communicate

only with their neighbors, possibly chosen randomly. A set of these algo-

rithms has been developed to compute aggregate operations in a decen-

tralized manner, and Šajina et al. [23] show that this idea can be suitably

combined with distributed SGD.

The algorithm in [23] works as follows. First, a step of learning is per-



formed. Then, nodes are able to send their weights to one other node. A

node receiving weights can decide whether it uses the new weights. If

the received weights are similar enough to the node’s own weights, the

weights are combined. The combination is weighted based on loss compu-

tations.

The communication can be extended further in an approach where all

nodes communicate with each other. This is shown to be efficient in a data

center context [15], and avoids problems of all nodes reaching consensus.

However, the communication overhead may be too large for network edge

communication.

4.4 Synchronization of model updates

Central server based models may be modified in how the updates are sent

to the server. FL requires these updates to be synchronized. However, in

an edge network, devices are heterogenous in terms of their processing

power, and as a result, some devices may take much longer for training

iterations than others. As discussed in section 3, distributed SGD can be

implemented asynchronously. Similarly, an asynchronous variant for FL

has been developed [27], where workers can both start training and send

results to the parameter server at any time. This is more efficient in a

case where some workers are slow to respond with their computations,

since the algorithm may proceed without having to drop devices from the

computation.

4.5 Low precision networks

Networks and their related data may be encoded with a low amount of nu-

meric precision, while still allowing training and inference with a reason-

able amount of accuracy [14]. This would make the learning more suitable

for mobile devices with low processing power and battery life constraints.

Li et al. [17] show that low precision gradients can be used for distributed

training.

4.6 Privacy improvements

Due to the edge computing paradigm, real user data may be used for train-

ing, raising privacy and security concerns. Since FL performs training lo-

cally, it does not require sending training data to the network, thus mak-

ing plain FL more secure than performing training in the cloud. However,



FL still sends the model weight updates to the server. To mediate the risk

of an adversary being able to infer sensitive information, a secure aggre-

gation protocol may be used [2] such that only the sum of several updates

is sent to a server at once.

Another privacy concern is that based on the final model and possible

additional knowledge, information of the training data could be inferred

backwards. Differential privacy based mechanisms have been developed

for both plain SGD [1] and in a FL context [10] to mitigate these threats.

5 Analysis

A key problem in learning on the edge is non i.i.d. data [20], against which

FL is robust. Thus, if other approaches are to be used on the network edge,

their performance, particularly training convergence, needs to be verified

on skewed training data.

Devices having varying amounts of data is similarly a problem against

which FL works well in practice [20]. If the varying amount of data causes

some devices to be significantly slower than others, an asynchronous vari-

ant [27] might be preferable.

Another problem on the network edge is communication overhead. A

large body of research focuses on this problem from a wide range of dif-

ferent angles. Since communication overhead is a problem in distributed

learning in general, not all research explicitly considers the FL angle;

however, the proposed techniques, such as only sending sufficiently large

updates [19], or applying lossy compression [4], would seem generaliz-

able to different contexts. Varying the communication topology may be

experimented with, but the applicability remains ambiguous for FL or

other approaches at the network edge. Low precision gradients can also

be used in distributed training [17], which could entail sending less data

over the network, but again the edge perspective needs to be studied. An

asynchronous variant of FL [27] may reduce load if updates are more dis-

tributed over time.

The wide range of device capabilities might be alleviated by using an

approach where a central parameter server, if used, needs not to wait for

all updates to proceed. For example, an asynchronous variant of FL may

be used. Alternatively, using a network with lower numeric precision [14]

may alleviate device load, which could make training more accessible for

a wide range of participating devices.



Privacy is handled effectively in plain FL when compared to cloud train-

ing, since the training data can stay on the participating devices. Some

threats remain, e.g. the possibility to infer information about the training

data based on weight updates, which can be mitigated by aggregating the

weights in a certain way [2]. Additionally, the effects of different commu-

nication topologies, such as [23], could be further investigated from the

privacy perspective.

6 Conclusion

This paper has conducted a survey on distributed learning on the edge

network. Training at the network edge is separated from more generic

distributed training by a number of practical concerns, such as communi-

cation overhead. We find that a wide variety of research addresses these

novel problems. In particular, many of the proposed solutions are modifi-

cations of FL. However, some techniques, such as compressing sent data,

may be applicable in a wider range of scenarios. More distinct alterna-

tives, such as decentralized topologies, could be further studied in the

edge network context.

Future research may attempt to bridge the gap between the paradigms

of distributed learning and federated learning, since current research is

partitioned into these paradigms. Determining which techniques trans-

late from one context to another would be fruitful for both application

areas.

References

[1] M. Abadi, A. Chu, I. Goodfellow, H. B. McMahan, I. Mironov, K. Talwar,
and L. Zhang. Deep learning with differential privacy. In Proceedings
of the 2016 ACM SIGSAC Conference on Computer and Communications
Security, CCS ’16, pages 308–318, 2016.

[2] K. Bonawitz, V. Ivanov, B. Kreuter, A. Marcedone, H. McMahan, S. Patel,
D. Ramage, A. Segal, and K. Seth. Practical secure aggregation for privacy-
preserving machine learning. In Proceedings of the 2017 ACM SIGSAC Con-
ference on Computer and Communications Security, CCS ’17, pages 1175–
1191, 2017.

[3] H. Bourlard and Y. Kamp. Auto-association by multilayer perceptrons and
singular value decomposition. Biological cybernetics, 59(4):291–294, 1988.

[4] S. Caldas, J. Koneny, H. B. McMahan, and A. Talwalkar. Expanding the
reach of federated learning by reducing client resource requirements, 2019.



arXiv:1812.07210.

[5] M. Caprolu, R. Di Pietro, F. Lombardi, and S. Raponi. Edge computing per-
spectives: Architectures, technologies, and open security issues. In 2019
IEEE International Conference on Edge Computing (EDGE), pages 116–
123, 2019.

[6] J. Chen, X. Pan, R. Monga, S. Bengio, and R. Jozefowicz. Revisiting dis-
tributed synchronous sgd, 2017. arXiv:1604.00981.

[7] K. Cho, B. van Merrienboer, C. Gulcehre, D. Bahdanau, F. Bougares, H. Schwenk,
and Y. Bengio. Learning phrase representations using rnn encoder-decoder
for statistical machine translation, 2014. arXiv:1406.1078.

[8] J. Dean, G. Corrado, R. Monga, K. Chen, M. Devin, M. Mao, M. Ranzato,
A. Senior, P. Tucker, K. Yang, Q. V. Le, and A. Y. Ng. Large scale distributed
deep networks. In Advances in Neural Information Processing Systems 25,
pages 1223–1231. Curran Associates, Inc., 2012.

[9] H. El-Sayed, S. Sankar, M. Prasad, D. Puthal, A. Gupta, M. Mohanty, and
C. Lin. Edge of things: The big picture on the integration of edge, iot and the
cloud in a distributed computing environment. IEEE Access, 6:1706–1717,
2018.

[10] R. C. Geyer, T. Klein, and M. Nabi. Differentially private federated learning:
A client level perspective, 2018. arXiv:1712.07557.

[11] I. J. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley, S. Ozair,
A. Courville, and Y. Bengio. Generative adversarial networks, 2014. arXiv:1406.2661.

[12] W. G. Hatcher and W. Yu. A survey of deep learning: Platforms, applications
and emerging research trends. IEEE Access, 6:24411–24432, 2018.

[13] S. Hochreiter and J. Schmidhuber. Long short-term memory. Neural Com-
putation, 9(8):1735–1780, 1997.

[14] I. Hubara, M. Courbariaux, D. Soudry, R. El-Yaniv, and Y. Bengio. Quan-
tized neural networks: Training neural networks with low precision weights
and activations, 2016. arXiv:1609.07061.

[15] X. Jia, S. Song, W. He, Y. Wang, H. Rong, F. Zhou, L. Xie, Z. Guo, Y. Yang,
L. Yu, T. Chen, G. Hu, S. Shi, and X. Chu. Highly scalable deep learning
training system with mixed-precision: Training imagenet in four minutes,
2018. arXiv:1807.11205.

[16] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E. Hinton. Imagenet classi-
fication with deep convolutional neural networks. In Advances in Neural
Information Processing Systems 25, 2012.

[17] B. Li, W. Wen, J. Mao, S. Li, Y. Chen, and H. Li. Running sparse and low-
precision neural network: When algorithm meets hardware. In 2018 23rd
Asia and South Pacific Design Automation Conference (ASP-DAC), pages
534–539, 2018.

[18] W. Y. B. Lim, N. C. Luong, D. T. Hoang, Y. Jiao, Y. C. Liang, Q. Yang, D. Niy-
ato, and C. Miao. Federated learning in mobile edge networks: A compre-
hensive survey. IEEE Communications Surveys & Tutorials, 22(3):2031–
2063, 2020.



[19] Y. Lin, S. Han, H. Mao, Y. Wang, and W. J. Dally. Deep gradient com-
pression: Reducing the communication bandwidth for distributed training,
2020. arXiv:1712.01887.

[20] H. B. McMahan, E. Moore, D. Ramage, S. Hampson, and B. Aguera y Ar-
cas. Communication-efficient learning of deep networks from decentralized
data. In Proceedings of the 20th International Conference on Artificial In-
telligence and Statistics (AISTATS), 2017.

[21] A. H. Mohd Aman, E. Yadegaridehkordi, Z. S. Attarbashi, R. Hassan, and
Y. Park. A survey on trend and classification of internet of things reviews.
IEEE Access, 8:111763–111782, 2020.

[22] F. Rosenblatt. The perceptron: A perceiving and recognizion automaton.
Report 85-460-1, Cornell Aeronautical Laboratory, January 1957.

[23] R. Šajina, N. Tankovi, and D. Etinger. Decentralized trustless gossip train-
ing of deep neural networks. In 2020 43rd International Convention on
Information, Communication and Electronic Technology (MIPRO), pages
1080–1084, 2020.

[24] W. Shi, J. Cao, Q. Zhang, Y. Li, and L. Xu. Edge computing: Vision and
challenges. IEEE Internet of Things Journal, 3(5):637–646, 2016.

[25] Z. Tang, S. Shi, X. Chu, W. Wang, and B. Li. Communication-efficient dis-
tributed deep learning: A comprehensive survey, 2020. arXiv:2003.06307.

[26] X. Wang, Y. Han, V. C. M. Leung, D. Niyato, X. Yan, and X. Chen. Conver-
gence of edge computing and deep learning: A comprehensive survey. IEEE
Communications Surveys & Tutorials, 22(2):869–904, 2020.

[27] C. Xie, S. Koyejo, and I. Gupta. Asynchronous federated optimization, 2019.
arXiv:1903.03934.

[28] Z. Zhou, X. Chen, E. Li, L. Zeng, K. Luo, and J. Zhang. Edge intelligence:
Paving the last mile of artificial intelligence with edge computing. Proceed-
ings of the IEEE, 107(8):1738–1762, 2019.



Defenses in adversarial machine
learning

Tuomas Väisänen
tuomas.m.vaisanen@aalto.fi

Tutor: Blerta Linqvist

Abstract

Machine learning has been adapted into various tasks in several different

domains. The existence of adversarial examples, however, is a threat to ma-

chine learning models that are being used in safety-critical areas. A lot of

research is being done on attacks against machine learning models but the

defenses research is lacking. To understand the threat facing these mod-

els it is important to understand how they are being guarded. This paper

provides a review on types of defenses used against adversarial examples.

KEYWORDS: adversarial machine learning, defenses

1 Introduction

In recent years, machine learning (ML) systems, especially deep neural

networks (DNN), have been applied successfully in a range of tasks. Deep

neural networks have been used in domains such as: image and speech

recognition and natural language processing. DNNs have also been used

for playing games, where OpenAI trained an AI in the video game Dota

2 and beat a world champion team [?]. Because of ML based systems

achievements in domains like these, they are being increasingly used in



safety-critical tasks. Auto manufacturers like Tesla are using ML sys-

tems as part of their autonomous vehicles to recognize road signs and

objects. Some other safety-critical fields where ML has been applied are

facial recognition, malware detection and medicine. The critical nature of

these fields would require the ML models to be resistant against attacks

but while great machine learning algorithms have been designed, their

security and robustness is not good.

As with any security-critical fields there are adversaries, such as hack-

ers, organized crime and rogue states looking to cause harm to these sys-

tems. If an adversary managed to get a classifier used in autonomous

vehicles to misclassify stop signs or objects on the street it could be dan-

gerous. Scenarios like these are the reason why the security aspect of

machine learning has become a concern recently. A field devoted to this

subject is adversarial machine learning (AML) and a lot of research on

this has been published over recent years. Szagedy at al. [17] first learned

that neural networks will misclassify an image if an imperceptible pertur-

bation is applied to the image. This means that two images can look like

a cat to a human but the image with perturbation applied to it will make

the classifier classify it, for example, as an airplane. This same pertur-

bation can also work on different networks to misclassify the same input.

Such adversarial examples exist in all application domains.

This paper reviews types of defenses used in adversarial machine learn-

ing and their effectiveness. Section 2 shortly presents the types of attacks,

so it is easier to understand how the defenses in the following sections

work. Section 3 reviews the types of defenses used. Lastly, section 4 dis-

cusses the current state of defenses in adversarial machine learning and

provides concluding remarks.

2 Types of Attacks

To understand how defenses, work in adversarial attacks, you should un-

derstand what they are defending against. In this section, we give a basic

overview of the current forms of attacks.

2.1 Evasion Attacks

The idea of evasion attacks is that the inputs to the model are modified

by the attacker in a way as to make the model generate false predictions



and evade detection. A real-world example of evasion attacks can be for

example putting stickers on different objects or road-signs to cause the

model to misclassify them. In the case of the stop sign Eykholt at al.

[7] attack managed to fool the classifier into believing the Stop sign is a

Speed Limit 80 sign. Evasion attacks are currently the most common type

of attack against machine learning systems [5]

Figure 1. A physical perturbation on a stop sign. [7]

2.2 Poisoning Attacks

In poisoning attacks, the inputs are modified during training and the

model is trained on these poisoned inputs. This type of attack can happen

when the attacker has access to the database the model is being trained

on. The poisoning of the inputs would then be the attacker inserting or

modifying samples to the database. [18] An example of a specific poison-

ing attack is the boiling frog attack. In a boiling frog attack the model is

poisoned incrementally over a period of time. The model fails to identify

the poisoning as it has been slowly built up. [6]

2.3 White-Box Attacks

White-Box refers to the setting the attack takes place in. In a white-box

setting the attacker has full knowledge of all of the aspects of the ma-

chine learning model used for classification. This means that the attacker

has knowledge of the algorithm used for training, training data distribu-

tion and the parameters of the trained model. With this knowledge the

attacker is can create sophisticated attacks to target weaknesses in the

model. [5] A goal of adversarial defenses is to secure machine learning

models against white-box attacks [?] .



2.4 Black-Box Attacks

A Black-Box setting is the opposite of a white-box one. In black-box set-

ting the adversary has no knowledge of the machine learning model used

for classification. In a black-box attack the adversary uses inputs and out-

puts to the model to find out its weaknesses. Black-box attacks are more

pragmatic in applications as usually models are not open source. [18]

3 Proposed defenses

Different strategies have been proposed for protecting machine learning

models. Barreno at al. [11] proposed three different ways of categoriz-

ing defenses. These categories are regularization, information hiding and

randomization. Defenses have also been classified into two proactive and

reactive strategies [19]. Overall, three different main categories for coun-

termeasures exist [18]. Gradient masking or obfuscation, robust opti-

mization, and adversarial examples detection.

Adversarial examples show how modern machine learning models are

easily broken. In this section we investigate the proposed countermea-

sures against adversarial attacks. In recent years hundreds of papers

have been written about proposed techniques for securing these models

but almost all these methods have been broken. Most of the defense meth-

ods in this section have been broken but there are valuable lessons to

be learned from the way these methods were broken and evaluated. [2]

These lessons are discussed in the section after this one. The defense

strategies in this section are split into the three different main categories.

3.1 Why are machine learning models hard to secure?

OpenAI et al. [13] proposed two reasons for why adversarial examples are

hard to defend against. The first reason is because it is difficult to con-

struct theoretical models about the adversarial example crafting process.

This crafting process is a complex optimization process and because there

are no suitable theoretical tools to describe this process it is even harder

to make theoretical arguments about possible defenses. The second rea-

son OpenAI outlined is because adversarial examples require ML models

to create good outputs for all possible inputs.



3.2 Gradient Masking

The gradient is an important part of many machine learning algortihms

and it is used for finding the optimal solution.

Since most attacks are based on the classifier’s gradient information,

the gradient masking defense strategy tries to hide the gradient informa-

tion to prevent adversaries from exploiting it. [18] The way the attackers

utilize the gradient is that they look for example a picture of a cat and

then test which direction in the picture space makes the probability of a

different class increase. After a direction is found the attackers perturb

the input in a direction that would make the model misclassify it. [13]

Defensive Distillation

Distillation is a technique used to reduce the size of DNN architectures

[18]. Papernot et al. [15] first introduced a defensive distillation method

based on the distillation technique. The point of defensive distillation is

to produce a model with a smoother output surface and one that is less

sensitive to perturbations.

Figure 2 shows an overview of the defense. How the defense works is

described by Papernot et al. [15] with "We first train an initial network F

on data X with a softmax temperature of T. We then use the probability

vector F(X), which includes additional knowledge about classes compared

to a class label, predicted by network F to train a distilled network F d at

temperature T on the same data X."

In the paper authors demonstrated that using defensive distillation the

success rates of attacks drop from 95% to 0.5%. As with many defensive

strategies, later works on black-box attacks demonstrated that the defen-

sive distillation method can be easily broken [14].

Figure 2. An overview of the defensive distillation defense. [15]



Defense-GAN

Samangouei et al. [16] proposed a method of utilizing Generative Adver-

sarial Networks (GAN) [8] trained on legitimate training samples to "de-

noise" adversarial examples. The basic idea of Defense-GAN is to project

a potential adversarial example onto the benign data manifold, before

feeding the image to the classifier. [18] An overview of how the Defense-

GAN algorithm works is shown below in the figure 3. This method works

against both white-box and black-box attacks.

Samangouei et al. [16] noted that Defense-GAN is a feasible defense

method against attacks, but the success of this method is heavily influ-

enced by the GAN. If the GAN is not trained properly the performance of

Defense-GAN will decline.

The reasoning as to why this method would work in defending the model

is that by adding a GAN before the classifier DNN the final classification

model ends up being an extremely deep neural network. This causes a

cumulative effect on the gradient which makes it either extremely small

or large. This would prevent the adversary from estimating the directions

of adversarial examples. [18]

As with many defense methods, even though early results looked promis-

ing and paper authors said the method works, defense-gan was proven to

not reliably as a defense method. Athalye et al. created an attack that

evaded Defense-Gan at a 45% success rate. [1]

Figure 3. An overview of the Defense-GAN al. aIgorithm. [16]

Shattered Gradient

The idea of shattered gradients as a defense is to create a non-existent

or incorrect gradient. This is done by non-differentiable operations. This

way the connection between the models input and output is blocked so it

is harder for the adversary to find the gradient to attack. Athalye et al. [1]

created an attack technique called Backward Pass Differentiable Approx-

imation that approximates the derivatives to circumvent the defenses.



3.3 Robust Optimization

The idea of robust optimization as a defense is to change how the DNN

model learns to make the classifier more robust. This is done by learn-

ing model parameters that give good predictions on adversarial examples.

The classifier trained this way would then classify the subsequent adver-

sarial examples correctly. The downfall of this method is that for it to

work the typically, the algorithm should know what the attack is. Then a

defense is built against this specific known attack. [18]

Adversarial training

Carlini et al. [2] and OpenAI et al. [13] both described Adversarial train-

ing as one of the only strategies for securing machine learning models

that seem to work. The basic idea of this strategy is to increase model ro-

bustness by generating a lot of adversarial examples and train the model

so that it is not fooled by them. [13] The downfalls of using adversar-

ial training as a defence is that it is a brute force solution. Goodfellow

et al. [9] first introduced the idea of inputting the adversarial examples

to the training process. The problem with adversarial training is that it

only works on adversarial examples that are constructed on the original

model.

As with many defense strategies adversarial training does not work

against all adversarial examples. [5, 14] Narodytska et al. [12] devised

a black-box attack where they treated the network as an oracle and only

added perturbations to a single pixel or a small set of them. Against this

attack adversarial training only improved the ability to resist the attack

by 1-2%.

Zhang et al. [20] observed that the success rate of adversarial training

is correlated with the attributes of the dataset. They found out that a

model that is defended by adversarial training is still vulnerable because

data points that are far enough from the manifold of training data are

still prone to adversarial attacks. Based on this information they created

an attack called the "blind-spot attack". In this attack the input images

are in the "blind-spots" of the training data.

3.4 Detection

One method of safeguarding machine learning models is detection of ad-

versarial examples. Detection works by trying to detect adversarial exam-



ples from benign ones before the model’s input is predicted. If the defense

detects an input as adversarial it refuses to predict its label. This method

of defense however has been shown to not work well and when it does it

has a high false positive rate, meaning it rejects many benign inputs. [10]

Statistical Detection

Some of the early defense methods utilizing detection used statistics to

predict which inputs were adversarial and which were benign. Hendrycks

and Gimpel proposed a detection method that found out that adversarial

images place a higher weight on later principal components and benign

images place a higher weight on the early principal components. Based

on this they could split the images to benign and adversarial ones.

Prediction Consistency

One proposed way of detecting adversarial examples is by checking the

consistency of the model’s prediction. This defense method changes the

model parameters or input examples and then checks if the outputs have

changes. This method works based on the belief that adversarial exam-

ples would have unstable predictions when the parameters are changed

whereas benign examples would make the classifier behave stable. So, if

the model makes a prediction on X and then the parameters are random-

ized and the model predicts again and the result is vastly different from

the previous, X would likely be an adversarial example. [18]

4 Provable Defenses

The defenses presented in the previous section are heuristic defenses.

This means that they have been proven experimentally but not theoreti-

cally. While some of the defenses might work now there is no guarantee

that they will not be broken in the future with more sophisticated attacks.

Therefore, developing theoretically proven defenses is a key research di-

rection and many researchers have put efforts into developing these. [19]

The basic idea of provable defenses is that the classifiers should have

robustness guarantees. Carlini et al. introduced a Reluplex algorithm to

verify the robustness of models. This Reluplex algorithm can be used to

both verify attacks and defenses. This method was the first to be used to

formally prove a defense that was at first only designed with emperical

results. The method of defense proven by this method was adversarial



training. [4]

5 Conclusion

Machine learning models are vulnerable to adversarial examples. These

adversarial examples can have bad consequences if they are used to at-

tacks machine learning models used in safety-critical areas. As a result, a

research field has developed to try and understand these adversarial ex-

amples and to create attacks and defenses for machine learning models.

This field is adversarial machine learning.

Adversarial machine learning is rapidly developing at least on the at-

tack research side. As for the defense research side the progress has

been comparatively slow. Not only is the defense research progress slow,

most of the proposed defenses are quickly broken or are shown to have

been only partly evaluated by the researchers. Even the models that re-

searchers think now might be broken when more computational power is

applied. Because of this assessing progress of the field and reading papers

on defenses is somewhat difficult. As a result of this a focus of the field

is now to try and unify how defenses are evaluated. The purpose of this

unification is to help people build better defenses and to help researchers

and readers to identify downfalls of defense papers. [3] Carlini suggested

in a keynote speech in 2019 that the state of adversarial defenses is the

same as cryptography was in 1920s. The field has a long way to go but

slow progress is being made. [2]

There have been hundreds of papers written on adversarial machine

learning defenses and the subset of those papers that get re-analysed by

others the only defense method that seems to work is adversarial train-

ing. Even adversarial training does not work for every possible attack,

but it is currently the best defense available. Everything else that gets

analysed gets broken. If you want secure machine learning today the rec-

ommendation is to use adversarial training. [2]
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Abstract

Recently, semantic segmentation on point clouds has been attracting a

wide range of attention, due to its applications in many areas, such as

computer vision, 3D reconstruction, and autonomous driving. In the past

few years, deep learning has shown its great performance on many vision

tasks, and numerous deep learning methods on point clouds have been

proposed. However, as a consequence of the irregularity and sparsity of

point clouds, researchers have met a lot of challenges of how to processing

the point cloud data efficiently and precisely. Therefore, different types of

approaches have been proposed to achieve an accurate and efficient perfor-

mance on the 3D point cloud semantic segmentation. This paper presents

a comprehensive review of point-based methods on 3D semantic segmenta-

tion. Detailed ablation studies of existing methods on publicly available

datasets will be given later.

KEYWORDS: deep learning, 3D point clouds, semantic segmentation



1 Introduction

With the rapid development of 3D techniques like self-driving cars and

3D reconstruction, an accurate and efficient way of 3D semantic segmen-

tation is very much needed.

Benefitting from various types of 3D sensors, such as LiDARs, RGB-D

cameras, and 3D scanners, different types of datasets have been collected

and proposed, including point clouds, meshes, depth images, and volu-

metric grids. Among all the data formats, point cloud representation has

the advantage of preserving original 3D geometric information compared

with others. Therefore, 3D point clouds are very suitable for semantic

tasks, and many related datasets have been proposed, including KITTI

Benchmark Suite[9, 2], Semantic3D[11], ShapeNet[3], etc.

However, due to its data format is unstructured and sparse, there are

challenges of applying deep learning methods on it. To overcome these

problems, many methods have been proposed to try to solve them from

different perspectives.

This paper is organized as follows. Section 2 describes 3D point cloud

segmentation of different fine types, including semantic segmentation,

instance segmentation and part segmentation. Section 3 analyzes the

challenges of point-based methods for semantic segmentation. Section 4

presents a comprehensive review of point-based methods on 3D semantic

segmentation and compares the pros and cons of existing methods, and

ablation studies of these methods on publicly available datasets will be

given later. Finally, Section 5 provides future research points and the

concluding remarks.

2 Background

In the area of Computer Vision, there are three basic and important tasks,

which are image classification, object detection and semantic segmenta-

tion. Each of them has its own specific applications.

2.1 Image Classification

In 2012, AlexNet won the first place of ImageNet easily, which is an image

classification competition. Then more and more network architectures,

like ResNet[12], DenseNet[14] have been proposed, and also algorithms



on more advanced pipelines have been proposed, such as self-supervised

learning and knowledge distillation. By now, the top-1 accuracy on the

validation set of ImageNet has been over 80%[30], which is a very good

result.

2.2 Object Detection

In the field of object detection, traditional image processing methods often

use hand-crafted features and sliding windows to detect the pattern of the

local regions[21].

Figure 1. Local Binary Pattern

Then in the era of deep-learning, many end-to-end methods have been

proposed and shown much greater performance over the hand-crafted

ones. Those methods mainly consist of one-stage ones like YOLO, Reti-

naNe and two-stage ones like Faster-RCNN.

2.3 Semantic Segmentation

Different from image classification and object detection, which are scene-

level task and object-level tasks, semantic segmentation is a both scene-

level and pixel-level tasks, which need higher precision. Semantic seg-

mentation is a bit different from image segmentation which is a long

lasting task in the field of image processing, where many great works

on it have been proposed, like SLIC Superpixels[1]. Image segmentation

doesn’t aim at getting the label of regions, which means that classification

is not necessary here. Instead, it focuses more on the texture. The out-

line of the semantic segmentation is to give labels to all the pixels in an

image, whether the pixel is in the region of trees, cars or the background.

One thing needs mentioning is that semantic segmentation doesn’t need

to discriminate the different independent objects which have the same

category.

In the past few years, many great deep-learning methods on the se-

mantic segmentation have been proposed, such as FCN[19], U-Net[25],

DeepLabV3[4]. Most of the semantic segmentation networks follow the



Figure 2. image classification / object detection / semantic segmentation / instance seg-
mentation

encoder-decoder design priciple, in order to get the high resolution results

and multi-scale information, the U-Net is a typical example:

Figure 3. Architecture of U-Net

By the achievements in semantic segmentation, deep-learning have made

much contribution in many fields such as autonomous driving, medical

image diagnosis, as the figure below shows.

Apart from the improvement of algorithms or computation power, dataset

is a key to the performance of learning-based methods. In 2D semantic

segmentation tasks, there are many such dataset, such as MS-COCO[18],

Cityscapes[6].



Figure 4. Applications of semantic segmentation

2.4 Point Cloud Data

Most of the computer vision tasks use images captured by 2D cameras,

which are oftern in the format of 2D matrices.

Although many researchers have been using images from binocular cam-

eras or the depth-aware cameras and made some achievements, some-

times 2D images are still not enough for many 3D tasks, such as precise

autonomous driving, 3D reconstructions, and then the point cloud data

shows its indipensability.

The 3D point cloud data mainly consists of 3+N elements for each unit:

(x, y, z, color, category, intensity, ...).

We often use LiDAR to get the point cloud data, drones, laser scanners

and car MMS are the good devices to do the collection task.

However, it’s difficult for previous algorithms like deep neural networks

to directly use the point cloud data, so many intermediate representations

of point cloud have been proposed to help make better use of the data:

There are also publicly available datasets for 3D semantic segmenta-

tion, such as KITTI Benchmark Suite[9, 2], Semantic3D[11].

3 3d Semantic Segmentation

Semantic segmentation is a basic challenge in the field of computer vision,

many great methods have been proposed, in terms of precision [20, 5],

and speed [26, 22]. However, they are all designed to use 2D image as

the input, which cannot be directly used for point cloud data. Therefore,

network architectures which are specially designed for processing point

cloud data have been proposed in the past years, such as PointNet[23],

PointNet++[24], SqueezeSeg[29].

Based on these networks, we can get great performance on 3D shape

classification, 3D object detection and tracking, and 3D point cloud seg-

mentation, which are also the tasks we commonly do on 2D image data.



Figure 5. Intermediate representations of point cloud data

Moreover, we can divide the segmentation into three branches, semantic

segmentation[23, 28], instance segmentation[13, 16] and part segmentation[27].

Figure 6. 3D Instance / part / semantic segmentation

In this paper, we will focus on the 3D semantic segmentation task later,

where the methods can be concluded into four main categories: projection-

based methods, discretization-based methods, hybrid methods, and point-

based methods, which we will talk about further in Section 4.

Figure 7. Overview of the deep learning-based 3D semantic segmentation methods



3.1 projection-based Methods

Since there have been much success in the area of 2D semantic segmen-

tation, some researchers try to use adapted 2D data for representing 3D

data. Among these methods, multi-view representation and spherical rep-

resentation are the most commonly used two representations, which are

shown in fig.6.

Multi-view Representation

By projecting the 3D point cloud data onto 2D planes from different views,

Lawin et al.[17] designed a multi-stream Fully Convolutional Network to

do the predictions of pixel-wise scores on 2D images. After predictions

from all views, the reprojected scores of different views will be fused to-

gether to obtain the final semantic label of each point.

Figure 8. Multi-stream CNN for semantic segmentation with multi-view input[17].



Spherical Representation

Compared to the project from single view, spherical projection can retain

more information, which is better as the labels.

However, all the intermediate representations inevitably lead to the loss

of information, which would further cause the discretization and occlu-

sions.

3.2 Discretization-based Methods

These methods make discretization on the point cloud to convert it into

sparse or dense discrete representations, in the formats of volumetric or

sparse permutohedral lattices, which is easier for 3D convolutions to com-

pute.

Sparse Discretization Representation

Since the ratio of non-zero values is very small, volumetric representa-

tion is very suitable here. Due to the sparsity, dense convolutional neural

networks are difficult to handle this data. Therefore, submanifold sparse

convolutional network[10] was proposed. By restricting the output of con-

volutions to be only related occupied voxels, it managed to reduce the

computation requirements a lot and solve this problem.

Dense Discretization Representation

Dense discretization methods usually divide the point clouds into dense

grids, and design a 3D CNN architecture to handle the data. Huang et

al.[15] divide the point cloud data into many voxels, and view all points

within a voxel as a unit, where all points have the same label.

Figure 9. The labeling system pipeline of dense discretization representation[15].



3.3 Hybrid Methods

To obtain more information as much as possible to help models learn,

3D point clouds and 2D images are sometimes taken together to give the

model more semantic information. These methods often apply point-based

networks to do the extraction of features from sparse point sets without

voxelization[7].

Figure 10. The hybrid architecture[15].

3.4 Point-based Methods

Suffering from the disorder and sparsity of 3D data, it is infeasible to

apply standard CNNs on point clouds. To overcome this, Qi et al. pro-

posed PointNet[23] and made the first success. The PointNet consists of

shared MLPs and symmetrical poolings, which are designed for learning

per-point features and global feature extraction, and achieved satisfying

results.

Based on the PoinNnet, many point-based networks have been proposed

in the following years. In general, these methods establish their networks

on four main tools: pointwise MLP, point convolution, RNN and graph. In

the following sections, we will focus on the methods based on the former

two tools.

Pointwise MLP Methods

The basic unit of these networks is the shared MLP, which is used for ef-

ficient feature extraction. However, the features extracted by its shared

MLPs cannot learn the information of local geometry and the mutual in-

teractions between points.



Figure 11. Point-based methods.

To overcome this problem, attention mechanism, local-global feature

concatenation and other methods that can help the context understanding

are applied here.

In terms of the attention-based methods, Yang et al. presented the group

shuffle attention which helps establish the relations between points[31],

and proposed the differentiable Gumbel Subset Sampling (GSS). This mod-

ule can replace the former FPS approach with less sensitivity to outliers.

Based on the local-global concatenation, Zhao et al. proposed the PS2 −
Net to make the mixture of local structures and global context, which is

permutation-invariant[31]. It is obvious that the fusion of local and global

information is important in almost all computer vision tasks, including

the point clouds tasks too.

Point Convolution Methods

Considering the problem of point-based methods from the side the big

computation cost caused by the sparsity of point clouds, many methods try

to complete the convolutions in a faster way. In these methods, effective

convolution operators is often the key point.

Wang et al.[31] proposed a network named PCCN which is made of para-

metric continous convolution layers. In these layers, the kernel function is

parameterized by MLPs. Similarly, Thomas et al. proposed a Kernel Point

Fully Convolutional Network called KP-FCNN, based on Kernel Point

Convolution (KPConv). The weights of KPConv are determined by the

Euclidean distances to kernel points, while how many the kernel points

is unfixed. as an optimization problem, the positions of the kernel points

would be formulated in a sphere space after convergence. To improve the

robustness and the comprehensiveness of fusing the information, the ra-

dius neighbourhood makes a consistent field and the grid subsampling is

used for a varying densities of point clouds.

Similar to the methods used in 2D semantic segmentation, in [8], En-



gelmann et al. proposed a Dilated Point Convolution (DPC) operation to

aggregate features from wider context, instead of the K nearest neigh-

bours. This operation is confirmed to be very effective in expanding the

receptive field and easily integrated into existing networks.

4 Conclusion

In the past years, based on the success of deep learning, many methods

3D semantic segmentation have been proposed and achieved great perfor-

mances. However, how to overcome the sparsity and disorder of the 3D

point clouds is still the main points in this area. In order to establish the

relation between points with different scales, many new methods will be

proposed.

Apart from the original methods on point clouds, many wonderful meth-

ods in other areas can be used into point clouds. For instance, transformer

has been proved to be very effective on building the relations, not only in

words, but also in images.

Besides, Graph Network has also achieved great results in many other

areas, which is usually applied on point clouds.

Last but not least, the computing power. 20 years ago, many deep learn-

ing algorithms have been proposed, but cannot be verfied due to the lim-

ited computing power. Due to the sparsity of point clouds, the current

computing power is not enough for applying simple and common CNNs

on it. But if there is a way to improve the computing power for point

clouds, instead of trying to reduce the computation of 3D algorithms in

many complex ways, it would be much easier.
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Abstract

QR code popularity has increased significantly over the last few years.

Emergent use cases that involve sensitive data, such as mobile payment,

have increased the need for QR code cybersecurity. Various security vul-

nerabilities exploit the QR code property of being only machine-readable.

As such, discerning a malicious QR code from a benign one is an insur-

mountable task for humans. However, focusing on security alone is insuf-

ficient whenever usability is involved. This paper presents the results of a

literature survey that we conducted on the subject of QR code security and

usability tradeoffs. We examined promising solutions that employ digital

signatures for integrity, methods to increase the security of QR code reader

applications, and other security measures suggested by researchers. Our

results indicate that further research is necessary in order to establish best

practices for QR code security.
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1 Introduction

QR (Quick Response) codes are two-dimensional matrix barcodes used to

encode data [16]. As opposed to traditional one-dimensional barcodes,

QR codes offer larger amounts of data storage along with a robust error-

correction mechanism that enables scanning in spite of minor physical

damage [23]. Their popularity has increased with the recent ubiquity

of smartphones. The smartphone camera offers an accessible device to

decode the machine-readable barcode, which typically contains a URL.

However, QR codes are susceptible to tampering by an attacker. This can

result in the URL changing to a malicious phishing site that threatens

to steal sensitive information from the user, such as passwords or credit

card information. Therefore, implementing security measures is essen-

tial. Unfortunately, increasing security in Information Technology (IT)

often results in compromises in usability. As such, an ideal solution in-

volves balancing between security and usability.

This paper aims to review existing research on QR code security vulner-

abilities. These are viewed through the lens of common use cases. Subse-

quently, security solutions are analyzed based on their effectiveness and

detriment to usability. Finally, potential topics for further research are

suggested.

The paper is structured as follows: Section 2 examines the structure

and common use cases of QR codes. Section 3 reviews security vulnerabil-

ities and usability challenges. Section 4 analyzes the measures for secu-

rity vulnerability mitigation while simultaneously considering usability

aspects. Section 5 discusses ideas for further research. Section 6 summa-

rizes the paper.

2 QR Code Technology

Quick Response (QR) codes are machine-readable 2-dimensional barcodes

that are most commonly accessed via smartphone cameras and subse-

quently decoded by a QR code reader software [16]. They have a visual

appearance consisting of black square dots, containing encoded informa-

tion, on a white square grid [3]. There are forty different QR code ver-

sions, each with a different amount of storage capability: version 1 being

the smallest and version 40 the largest [16]. Notably, version 2 is the most

frequently used [15]. Typically, alphanumeric characters are encoded for



URLs. However, QR codes can also encode other structures, such as con-

trol codes and binaries [16]. The latter enables virtually any computer

data to be stored inside the barcode. This can range from simple games to

SQL injections if they fit within the size limitations.

The use of QR codes was initially employed by the automotive indus-

try in Japan. Eventually, other fields discovered their benefits, including

high encoding capacity, robustness, low manufacturing costs, and ease of

deployment. Its robustness is reflected in an error correction mechanism

based on Reed-Solomon codes, which has four levels with increasing num-

bers of error correction bytes [16]. As a result, QR codes are highly flexible

to scanning from different angles and possess resistance against dirt and

physical damage.

Figure 1. An example of a version 2 QR code. Generated using
"https://www.nayuki.io/page/qr-code-generator-library", 24th of November

2020.

2.1 QR Code Use Cases

In the past, the most common use case for QR codes was serving as an

attachment to billboard advertisements, where the barcode has the web-

site URL of the company encoded. However, several other use cases have

been discovered recently. This section provides a brief overview of such

use cases.

Authentication

WebTicket [13] is an account management tool that uses QR codes for au-

thentication. The process begins with a computer creating a ticket with

a QR code on it. The QR code contains a script for authentication facil-

itated by a URL for a website, a user ID, and a password generated by

WebTicket. The user can then choose to either print the ticket or scan it

into a mobile device using an app. Subsequently, when authentication is

required, the user displays the ticket for the computer webcam. The data

that is transferred via the QR code is encrypted using a key stored on the

computer. Therefore, an attacker has to compromise the user’s computer

in addition to the ticket.



Mobile Payment

In the context of mobile payments, reading a QR code can redirect the user

to an intermediate payment agent. This functionality has been adopted

by PayPal in some countries [16]. It is also widely used in China [11].

Video Games

QR codes are used in video games to enhance the playing experience.

These either exist in-game or outside the game, for instance, printed in

a real-world location [2]. Games that utilize printed QR codes often track

the user’s geolocation.

Product Tracing and Counterfeit Detection

Based on the initial use case of tracking vehicles during manufacture, QR

code usage has since been adopted to track the supply chain of products.

According to a study conducted in South Korea [12], consumers generally

appreciated the additional information provided by QR codes to aid them

in their purchasing decisions. QR codes have also been used by govern-

ments [1] to differentiate counterfeit products from legitimate ones.

3 Security and Usability

The QR code technology offers no inherent security measures to differ-

entiate safe codes from malicious ones. Unfortunately, because they are

only machine-readable, humans can not differentiate them visually either.

Most security vulnerabilities exploit this property. This section discusses

known vulnerabilities and associated usability challenges.

3.1 Security Vulnerabilities and Threats

According to the media, the most common attack against QR codes in-

volves the concept of social engineering [16]. The attacker’s approach can

be divided into two categories: modifying an existing QR code or replacing

it with a new one. Modifying, commonly referred to as tampering, involves

changing the color of specific square dots, referred to as modules, on the

white grid [3]. Replacing requires arguably less effort, as often covering

the old code with a new one is sufficient. Furthermore, the attack vec-

tors can be categorized as either automated attacks or attacks on human



interactions [21]. The former capitalizes on the lack of proper sanitation

of input. Examples include SQL injections and command injections. The

latter relies on the QR code being non-human-readable. Social engineer-

ing attacks, such as phishing, fall into this category. Once an attack is

successful, the attacker can, for instance, install malware or redirect the

user to a malicious phishing website [9].

Borgaonkar [4] demonstrated an attack in which Man-Machine-Interface

(MMI) codes were used to delete all data from a Samsung mobile phone.

A QR code was encoded with MMI instructions that the phone would then

execute upon scanning. QR codes can also serve as vectors for Cross-Site-

Scripting (XSS) attacks [8]. Furthermore, attacks targeting the reader

software have been demonstrated [6]. These attacks aim to gain access

to the sensitive permissions granted to a reader application during its

installation, such as device location or the contact list. In addition to at-

tacks initiated by an adversary, QR codes have been shown to possess

security threats caused by chance. According to Dabrowski et al. [6], QR

code reader software may sometimes mistakenly interpret bits of the bar-

code as a standalone barcode. The probability of this happening increases

when QR code density increases.

Threats against the physical device, such as theft and otherwise unau-

thorized access, necessitate QR codes to have additional authorization

mechanisms, especially when considering mobile payment systems [20].

This is also crucial when QR codes contain sensitive information intended

only for authorized access. QR codes involving payment are particularly

dangerous because they are typically reused multiple times during their

lifetime by the same users. This enables complicated attacks that require

multiple instances of exposure.

Physical QR codes associated with video games are highly dangerous if

they are modified or replaced by an attacker. This is due to the play-

ers having expectations of gaining benefits upon scanning. These can

range from advancing in the storyline to obtaining other rewards inside

the game.

3.2 Usability Challenges

According to its name, QR codes are supposed to be able to provide a quick

response. However, adding layers of security checks often slows down the

process. While increasing security, this increase in time impacts other ar-

eas of usability, such as performance and user satisfaction, negatively. In



the worst case, increased time may drive away impatient users altogether.

Vidas et al. [24] performed two experiments where they posted flyers in

public places across Philadelphia. These flyers had QR codes embedded

with URLs following the "URL shortener" convention. They found with

their experiments that users often scan QR codes with unknown URL

addresses merely out of curiosity or fun. As a result, human curiosity is a

major factor that has to be considered when QR codes are designed.

The curiosity caused by observing a QR code can serve as an initial mo-

tivator for a user to approach and examine a code more closely. Other

factors, such as the visual design of the QR code, may also affect user de-

cision making. Upon scanning, the reading software will typically display

the URL address and prompt the user for permission to open a browser.

Several studies have examined this interaction. According to Lo et al.

[17], users preferred to have shortened versions of the URL displayed

alongside the longer version. They also found instructions on how to scan

a QR code to be useful for those with no prior experience. Wahsheh and

Luccio [25] evaluated current QR code reader applications and found their

malicious URL detection features lacking. They propose a solution with

improved detection rates and visual security warnings for the user. Al-

though security warnings are often ignored when users form a habit, they

increase the user-perceived security of the process, which is important for

usability.

One of the methods of improving QR code integrity is through the use of

digital signature schemes. Focardi et al. [9] conclude that using cryptog-

raphy with large keys increases the physical size of the QR code, which

in turn increases the rate of failures in scans. As such, proper key size

selection is crucial for usability.

4 Security Solutions

4.1 Secure QR Code Reader Software

Since users have no practical way of distinguishing a malicious QR code,

QR code reader applications should perform this role. However, studies

[25, 26] show that currently prevalent reader applications lack sufficient

malicious URL detection tools. Choi et al. [5] propose several such tools

ranging from simple blacklists to more sophisticated machine-learning-



based approaches. Blacklists are accessible as several websites provide

them. However, new malicious URLs are their largest weakness. This can

be remedied to some extent using a "predictive blacklist", which employs

a proactive approach to identifying potentially malicious URLs. Initial

attempts at predictive blacklists date back to 2008 in the work by Zhang

et al. [27]. More recently, Husák et al. [14] achieved a 65% prediction

accuracy after applying their sequential rule mining based approach on

12 million alerts from network-based IDS.

Suppose that we assume a theoretically perfect malicious URL detec-

tion capability for reader software. In spite of this, according to Wahsheh

and Luccio [25], reader software still have security and usability issues

to consider. Security-wise, malicious URL detection fails to consider of-

fline attacks, such as SQL injections. Usability-wise, detection techniques

consume time and additionally require constant access to an Internet con-

nection, which may not always be available. Furthermore, Wahsheh and

Luccio [25] also demonstrate reader applications that inherently threaten

their user’s privacy. These applications request more permissions from

the user than what is required. Typically, such applications only require

access to the camera and the Internet. However, the user’s privacy may

be severely compromised when potentially sensitive information, such as

contacts and call history, is exposed.

4.2 Digital Signatures and Certificates

Digital signatures and certificates can be implemented inside the QR code

to aid in preserving integrity and authenticity. When suitable algorithms

are utilized, such as ECDSA (elliptic curve digital signature algorithm)

or RSA (Rivest-Shamir-Adleman) 1,024 with no certificates, usability is

not negatively impacted in a noticeable manner [9]. ECDSA can even be

combined with a certificate and still maintain acceptable usability. How-

ever, larger key sizes, such as RSA 3,072 with one certificate, start to

demand physically larger QR codes. The increase in size might be un-

practical given the size limitations of a poster. Larger codes also increase

the rate of failed scans. Mavroeidis and Nicho [19] propose a solution

called the QRCS (secure QR code solution). QRCS uses a secure hash

function (SHA-2 or SHA-3) to encrypt a plaintext of arbitrary length into

a fixed-length hash. This property is especially useful given the size limi-

tations of QR codes. A digital signature is then added with ECDSA, which

is light-weighted compared to other algorithms making it ideal for compu-



tationally limited smartphones. The combination of a hash function and a

digital signature covers the basic components of security. Encryption pro-

vides confidentiality while a signature offers integrity and authenticity.

Table 1 illustrates the results of the work done by Focardi et al. [9].

Cryptographic solutions for digital signatures are listed with varying key

lengths. Each pairing has a security rating ranging from low to high based

on the suggestions of the European Union Agency for Network and Infor-

mation Security (ENISA) [10]. Likewise, we can observe a usability rating

ranging similarly from low to high based on the experiments conducted by

Focardi et al. [9]. They recommend the use of ECDSA. However, they ad-

vise against the use of certificates due to the increased overhead resulting

in a detriment to usability. Certificates also require one-time access to an

Internet connection after which they can be cached by the reader applica-

tion. Suitable alternatives to ECDSA include AES (Advanced Encryption

Standard) and HMAC (Hash-Based Message Authentication Code). The

former can function well in all of its modes of operation. The latter re-

quires suitable mechanisms for shared secret key management.

Solution Key Length (bits) Security Usability

ECDSA 256 High High

ECDSA 1024 High High

ECDSA (cert.) 256 High Medium

ECDSA (cert.) 1024 High Medium

RSA 1024 Low High

RSA 2048 Medium Medium

RSA 3072 High Medium

RSA (cert.) 1024 Medium Medium

RSA (cert.) 2048 High Low

RSA (cert.) 3072 High Low

HMAC 128 High High

HMAC 256 High High

AES 128 High High

AES 256 High High

Table 1. Possible cryptographic solutions along with their security and usability
tradeoffs. [9]



4.3 Other Suggestions

Figure 2 depicts a safety measure suggested by Lu et al. [18] that involves

splitting the QR code into two parts called shadows. This is performed us-

ing a VCS (visual cryptography scheme). These shadows are consequently

combined with the original code using XOR. The result is two new QR

codes, one of which is stored in a cloud server and the other in an arbitrary

physical location. When the latter is scanned, the user’s device downloads

the former code from the server and proceeds to stack them together, thus

recreating the original QR code. As a result, the original QR code is never

exposed to the attacker to tamper with. Lu et al. recommend implement-

ing this method in mobile payment QR codes, where an attacker could

otherwise modify the code to transfer the monetary payment to their bank

account instead. This study, however, does not consider the implications

of increased scanning times introduced by their methodology. Conversely,

Krombholz et al. [16] suggest using complex color schemes in the QR code

to support users in distinguishing tampered codes. While replacement is

still possible, they hypothesize that a color thematically matching back-

ground might increase replacement costs, thus discouraging them.

Figure 2. The steps in the solution proposed by Lu et al. [18]



5 Discussion

Perhaps the most comprehensive security solution with regards to QR

codes, which manages to remain practical, involves a secure reader ap-

plication along with digital signatures provided by cryptographic algo-

rithms. This manages to thwart the most prevalent types of attacks,

namely phishing attempts involving malicious URLs [16]. However, the

human factor is a major factor to consider. Indeed, the design of usable

security warnings has been the subject of several studies [7, 22]. With

regards to security warnings involving QR codes, however, only Yao and

Shin [26] have explored this niche to the best of our knowledge. Therefore,

considering the differences in the context of the warnings (QR codes as op-

posed to other situations), we recommend further research on this subject.

Furthermore, less popular digital signature schemes remain unexplored

for now. Further research could potentially reveal alternatives to cur-

rently established options, such as ECDSA and AES. Moreover, we sug-

gest investigating the effects on usability when multiple security methods

are employed at the same time. As for the reader applications, we suggest

investigating the possibility of a review system that enables users to leave

reviews on QR codes they have scanned. When a user scans a given code

for the first time, recent reviews are shown to them, which can potentially

serve as indicators of the trustworthiness of the code.

6 Conclusion

To combat the security vulnerabilities found in QR codes, researchers

have suggested methods, such as digital signatures and improving the

security levels of QR code reader applications. Results have been promis-

ing but the potential ramifications on usability present us with another

simultaneous issue to consider. While QR codes are generally known for

their ease of use, the introduction of multiple layers of security can nega-

tively impact usability by introducing longer scanning times.

In this paper, we performed a literature review to assess the current

knowledge of QR code security and usability tradeoffs. Since we only

found limited amounts of research on this subject, we conclude that fur-

ther research is necessary in order to establish widely accepted security

standards that manage to maintain high levels of usability.
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Abstract

Nuclear energy could play an important role in containing global warm-

ing. However, it is a controversial topic. Public opinion has an impact

on technological potential and policy. While there has been prior research

on the public opinion on nuclear energy before, there has been no research

of this kind using Twitter yet. The use of social media platforms as data

sources for research has increased recently; however, as a whole, it is still

fairly new. The goal of this paper is to use data gathered from Twitter to

characterize nuclear energy conversations. The data is gathered through

the Twitter API and pre-processed. Using topic-modelling the most preva-

lent topics are gathered. Sentiment analysis is performed to analyse the

sentiment of the conversations. 5 topics were extracted from the tweets, ’En-

ergy production and climate’ was the largest topic. Sentiment was slightly

positive and slightly objective.

KEYWORDS: nuclear energy, public opinion, Topic Modelling, Sentiment

Analysis, NLP, Twitter



1 Introduction

With 188 parties currently partaking in the Paris Climate Agreement,

showing their commitment to containing global warming, nuclear energy

could come to play a significant role in the future [1]. Nuclear energy is a

clean energy source, meaning it has low CO2 emissions [2]. In 2018, nu-

clear energy produced 5% of global energy, more than hydro, wind and so-

lar combined, making it the largest clean energy source available [3]. This

could make it an ideal candidate for countries attempting to shift their

energy productions towards lower carbon emission alternatives. Never-

theless, nuclear energy has been a polarizing topic since its conception

[4]. From safety concerns, its link with nuclear weapons and the issue of

radioactive waste, to its high energy returned on investment (EROI) and

environmental impact, nuclear energy has been a point of discussion for

decades now.

Furthermore, it is not only experts having these discussions, regular

people often do too. Unfortunately, common knowledge about nuclear

energy is not always accurate. When asked, around 70% of students in

a British survey responded that they thought less use of nuclear power

would reduce global warming [5]. Nuclear energy is also generally seen

as risky and dangerous, referring to major accidents such as the ones

in Chernobyl and Fukushima [6]. However, when inspecting deaths per

Terawatt-hour, a metric to measure safety of energy production, nuclear

energy accounts for a death rate of only 0.07, compared to , e.g., the 24.6

death rate of coal [7]. For reference, 1 Terawatt-hour is the annual energy

consumption of 27.000 people in the EU. This makes nuclear energy one

of the safest methods of energy production [8]. Other studies show that

people worry about developing cancer due to their proximity to a nuclear

power plant, or that nuclear scientists do not have enough knowledge to

handle nuclear waste, while both claims have been disproved [9]. There

is also no evidence that countries with nuclear energy programs are more

likely to seek or acquire nuclear weapons [10].

Researching the public opinion on nuclear energy has been done before;

however, this research was based on polling and surveys. These surveys

usually gather the opinions of a few thousand people at most. The rise of

social media in the last decade has opened up opportunities for research

on a totally different scale. With its 330 million users worldwide, and

an average of 500 million tweets, short messages which are limited to



280 characters, being published every day, Twitter serves as the perfect

medium for research into conversations [11]. Due to this considerable

amount of users, Twitter has become a very powerful tool to gain real-

world insight. In recent years, much research has been done leveraging

the large amount of data twitter provides as a tool to examine how people

in general discuss certain topics [12, 13, 14, 15, 16, 17, 18]. This large

amount of data can be automatically analysed effectively using natural

language processing (NLP) techniques, which will be discussed later on in

the paper. The machine learning techniques are perfect for these applica-

tions as they grow more accurate with more data input.

The goal of this research is to analyze the current public discourse on

nuclear energy by defining the most prevalent topics being discussed in

nuclear energy conversations and evaluating the sentiment polarity and

subjectivity for each of these topics.

2 Methods

2.1 Data collection

In this phase, tweets were collected using Twitter’s Application Program-

ming Interface (API), Developer [19]. We used Python version 3.8.3 for

both the data gathering as well as processing and analyzing [20]. We em-

ployed Tweepy, a library from Python, to interact with the API [21]. There

are multiple methods to extract tweets from twitter, the API provides op-

tions to either collect historic tweets, that are already on the platform,

or stream relevant new tweets. In this paper, the latter was used. From

October 28 to November 29, 39400 tweets were extracted using ’nuclear

power’, ’nuclear energy’, ’atomic power’, ’atomic energy’, ’fission power’,

’nuclear fission’ and ’thermonuclear energy’ as relevant key words. We

detected whether a tweet was a retweet or not, and did not save retweets

to avoid duplicate bodies of text in the data set. Only English tweets were

selected.

2.2 Data cleaning and pre-processing

To optimally prepare the data for NLP analysis, standard pre-processing

techniques were performed [22]. Employing re, a Python library, the text

was transformed to lower case, and hashtags, punctuation, apostrophes,



numeric values, quotation marks, newline characters, hyperlinks, subse-

quent spaces and spaces at the beginning of a tweet were removed [23].

The text was then tokenized; this is the process of splitting the text into

smaller pieces, in this case into separate words. This was done utiliz-

ing Python library sklearn [24]. The result is a Document-Term Matrix

with a bag of words for each tweet. This matrix was then transposed to

obtain the Term-Document Matrix used in topic modelling. The most fre-

quent words in the data set, as well as for each topic, were displayed using

wordcloud and matplotlib, both Python libraries [25, 26].

2.3 Topic Modelling

The first form of processing performed on the data was topic modelling.

This was conducted using latent Dirichlet allocation (LDA), a probabilis-

tic model to organize collections of discrete data, e.g., text, based on latent

topics [27]. Most similar research also uses LDA and it is proven to be

effective [28]. Python library gensim was employed for performing LDA

[29]. LDA requires a number of topics as input and returns that amount

of lists of words with weights that are representative of a topic. The topic

label itself is assigned based on these words and their weights. Several

different models were trained with different inputs, including the com-

plete Term-Document Matrix, only nouns, only nouns and adjectives, and

only nouns and adjectives without the most common words. Selecting only

nouns and adjectives from the Term-Document Matrix was achieved em-

ploying Python library nltk [30]. For each of these models a number of

topics ranging from 2 to 20 was evaluated based on semantic similarity of

the list of words and comparison of representative tweets for each topic.

Ultimately the model trained on only nouns and adjectives without the

most common words, ’nuclear’, ’power’ and ’energy’, with input number

of topics as 5 was chosen. This model was then employed to determine

for each tweet the probabilities of it belonging to each topic. Tweets were

classified as belonging to a certain topic according to the highest probabil-

ity.

2.4 Sentiment Analysis

In order to get a grasp of how people felt about the topic of nuclear en-

ergy sentiment analysis was performed. Python library TextBlob was em-

ployed for this purpose [31]. We inspected the sentiment polarity and



subjectivity of each tweet. TextBlob determines the polarity and subjec-

tivity utilizing the AFINN lexicon, in which each word has been assigned

a polarity and subjectivity score for each of its meanings [32]. The mean of

the values of each meaning is then returned, and the mean of the values

of all the words in the tweet constitute the polarity and subjectivity val-

ues of the tweet itself. The polarity value ranges from -1.0, most negative,

to 1.0, most positive. The subjectivity value ranges from 0.0, most objec-

tive, to 1.0, most subjective [33]. Polarity and subjectivity of the entire

data set as well as of each topic independently were evaluated. Determin-

ing the polarity and subjectivity of each topic was done through assigning

weights to each tweet within a topic based on the probability determined

by the LDA model and calculating weighted means.

3 Results

3.1 Word Frequency

Before any processing, the 39400 tweets that were gathered contained

51144 unique words, out of 551479 words in total. The 200 most occurring

words are illustrated in Fig. 1. After processing, the 20 most occurring

words are ’nuclear’ (31206 times), ’power’ (20663 times), ’energy’ (13365

times), ’plant’ (3591 times), ’plants’ (2692 times), ’new’ (2403 times), ’just’

(2101 times), ’like’ (2064 times), ’need’ (1942 times), ’atomic’ (1860 times),

’wind’ (1790 times), ’solar’ (1714 times), ’waste’ (1587 times), ’world’ (1506

times), ’people’ (1475 times), ’trump’ (1459 times), ’green’ (1417 times),

’going’ (1336 times), ’years’ (1321 times) and ’climate’ (1300 times).

3.2 Topic Modelling

The words contributing to the topic model for each topic and their sub-

jectively assigned label are displayed in Fig. 2. The largest topic that

was detected was labeled ’Energy production and climate’, and contained

tweets that discussed nuclear energy in the context of climate change

and alternative energy sources. The second largest topic, labeled ’Trump

and international conflict’, contained tweets referring to Trump’s nuclear

policy, the Iran nuclear deal and Pakistan’s nuclear weapons. The third

largest topic was labeled ’Power plant near nature reserves’ and contained

tweets mostly petitioning against power plants being built near nature re-



Figure 1. Wordcloud of top 200 words.

serves, particularly near RSPB Minsmere, a nature reserve in England.

The forth largest topic was labeled ’science’ and contained a variety of

tweets discussing technicalities of nuclear energy or using terms such as

’fission’ and ’fusion’. The smallest topic was labeled ’conflict between Azer-

baijan and Armenia’ and contained tweets about a recent quote of Stepan

Danielyan, Chairman of the Center for Partnership for Democracy, al-

legedly urging the spread of nuclear waste in territories of Karabakh. For

each topic the amount of tweets it contains and a representative tweet

(with 95% or higher probability of belonging to the specific topic) was se-

lected and displayed in Table. 1.

3.3 Sentiment Analysis

The mean polarity sentiment of all tweets was evaluated at 0.0695, indi-

cating a slight positive sentiment. There were 16591 positive tweets (po-

larity score > 0), 8386 negative tweets (polarity score < 0) and 9202 neu-

tral tweets (polarity score = 0). The mean subjectivity of all tweets was

0.379, indicating the tweets are slightly more objective than subjective.

The mean polarity and subjectivity of each topic are displayed in Table. 2.

’Energy production and climate’ and ’Power plant near nature reserve’

have a more positive sentiment while ’Azerbaijan and Armenia conflict’

has a more negative sentiment, when compared to the total data set. ’En-

ergy production and climate’ and ’Trump and international conflict’ are

the most subjective topics, while ’Azerbaijan and Armenia conflict’ and

’Science’ are the most objective topics. A scatter plot of the polarity and

subjectivity score of all tweets is illustrated in Fig. 3.



Topic Label
Tweets/

Topic
Representative Tweet

Energy production and climate 13162

@fmeikle Germany is full of ironies - massive build out of

wind and solar (good) but emissions still very high. Because

shut nuclear early, and burning lignite for power (bad) - to

keep industry with reliable supply.It’s a nonsense for a

supposedly rational country

Trump and international conflict 7803

Just a reminder that Sen. Jim Inhofe (R) blasted Trump Energy

Sec. Dan Brouillette Friday for forcing out National Nuclear

Security Admin chief Lisa Gordon-Hagerty, saying it showed

Brouillette “doesn’t know what he’s doing in national security

matters.”

Power plant near nature reserve 3660

@SZCConsortium Not welcome right up against the best nature

reserve in the UK

PLEASE sign & retweet v.important petition below against

proposed new nuclear power station right on border with Minsmere

- station would have a big impact on the reserve itself

Science 5402

Current forecast is sunny so I’m shining orange. Current

temperature is 69.3 degrees, current humidity is 67%.

Random sunny fact: The energy created by the Sun’s core is

nuclear fusion.

conflict between Azerbaijan and Armenia 2649

@bbcazeri Stepan Danielyan, Chairman of the Center for

Partnership for Democracy: "Blow up the Sarsang reservoir, poison

the rivers going to Azerbaijan, burn all forests, spread the waste of the

nuclear power plant” in territories of Karabakh."

#KarabakhisAzerbaijan #DontBelieveArmenia

Table 1. Topic Clusters and their most representative tweet.

Topic Label
Mean

Polarity

Mean

Subjectivity

Energy production and climate 0.0896 0.404

Trump and international conflict 0.0515 0.391

Power plant near nature reserve 0.0840 0.367

Science 0.0709 0.364

Azerbaijan and Armenia conflict 0.0169 0.249

Table 2. Polarity and Subjectivity score of each topic.



Figure 2. Wordcloud of top 10 words for each of the 5 topics.

Figure 3. Scatter plot of subjectivity and polarity values of each tweet and to which topic
they belong.

4 Discussion

Knowing the most prevalent topics in nuclear energy conversations and

what the public’s sentiment is about them can be helpful for decision mak-

ers in politics as well as in industry. Analyzing Tweets allows investiga-

tion of public discourse on a scale previously impossible. Gathering tweets

over a 1 month period and analyzing them, we were able to distinguish

5 topics out of 39400 tweets and evaluate their polarity and subjectivity.

Furthermore, utilizing machine learning approaches to group tweets into

topics and analyse their sentiment avoids the introduction of bias from

the researcher.

The topic modelling reflected general topics as well as topics that were



discussed in the media during the period of data gathering [34, 35, 36].

This demonstrates that it can be a useful and accurate tool when inves-

tigating public opinion. Energy production and climate is the most dis-

cussed topic, and solar, wind, new and green are some of the most impor-

tant words in those conversations. Interestingly, safety or price was not

among the most frequent words, nor a frequent topic in conversations.

While many tweets tend to be opinion-based, tweets about nuclear en-

ergy are more on the objective side. They are also generally positive,

particularly when it comes to energy production and climate. However,

tweets are short messages, and variance in polarity and subjectivity is

high, as can be seen in Fig. 3. Topic modelling can be an effective tool to

group similar tweets together, thus reduce complexity and allow mean-

ingful differences in polarity and subjectivity to be extracted.

There are several limiting factors to this study. Firstly, even though

Twitter has 330 million users, there is some representation lost for people

with no access to internet or social media. Secondly, while the key words

to gather the tweets are nuclear energy related, it is possible that tweets

are gathered that are not necessarily related to a discussion on nuclear

energy, e.g., song lyrics. Furthermore, while the model was able to accu-

rately capture the topics that were discussed in the tweets, a longer study

would have to be done to distinguish more general topics in the nuclear

energy conversation. ’Energy production and climate’ and ’Science’ could

be considered perennial topics when investigating nuclear energy conver-

sations, while ’Trump and international conflict’, ’Azerbaijan and Arme-

nia conflict’ and ’Power plant near nature reserve’ are more indicative of

topical subjects. This does not mean that these topics are uninformative.

The first two could have a shared underlying topic of ’Politics’ and the

third ’Nature preservation’, which are more general subjects independent

of current affairs. Gathering data over a longer period of time would also

result in more data in general, which would likely improve performance

even further. In addition, more pre-processing could have been explored,

such as removing spelling errors and lemmatization. This could result

in a better performance of the LDA model and the sentiment analysis.

Lastly, although the most appropriate input and number of topics for the

LDA model was carefully chosen through thorough analysis of represen-

tative tweets and semantic similarity of contributing words of each topic,

a more objective criteria could be created to select the optimal model.
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Abstract

The deep learning compiler is a domain-specific compiler for parsing, opti-

mizing, and generating binaries for a trained neural network model on

a wide range of hardware platforms. This article comprehensively in-

troduces the general compilation process of deep learning compilers and

provides an in-depth comparison of three widely-used compilers, TVM,

ONNC, and MLIR. These three compilers are widely used, but have sig-

nificant difference in their designs. Specifically, this work summarizes the

overall design, workflow, and optimization strategies of the three different

compilers. Finally, the paper highlights what are similarities, differences

and possible complementarity among the three compilers.

KEYWORDS: Deep Learning Compiler, Model Inference, Deep Learning

1 Introduction

In recent years, the rising popularity of Artificial Intelligence applications

has created the demand for deploying trained deep learning models for

inference. Currently, there are two approaches for deploying a neural net-

work model.



One approach is that hardware vendors develop and provide their deep

learning inference frameworks aiming at their specific hardware design

[17]. For example, Nvidia provides TensorRT for Nvidia Turing architec-

ture [28], and Intel develops OpenVINO for its processors [6]. However,

these frameworks highly depend on vendor-specific mathematical comput-

ing libraries, which results in losing interoperability for reusing optimiza-

tion strategies from other inference frameworks [13]. Therefore, further

optimizations have to be implemented in all inference frameworks from

scratch, which leads to a great number of redundant efforts. Therefore,

this solution is not sustainable in the long term [5].

The second approach to deploying a deep learning model is to use a deep

learning compiler. Deep learning compilers are extensions to traditional

compilers. They can take data with more complicated structure as input,

lower the representations with the high-level abstraction (such as mathe-

matical functions and operations), and generate optimized and executable

code for diverse hardware, such as CPU, GPU, and accelerators. The deep

learning compiler solution contains several benefits. First, it reduces the

cost of deploying on heterogeneous hardware. Second, it provides graph-

level optimization for neural network models, while conventional compil-

ers cannot do such domain-specific optimizations. Third, the optimization

strategies for high-level intermediate representation (IR) can be reused

for deploying to different hardware. The strengths of deep learning com-

pilers have grasped attention from companies and research institutions,

increasing the number of deep learning compilers implemented. This

paper provides a comprehensive review and comparison for three main-

stream deep learning compilers: TVM [5], ONNC [14], and MLIR [11].

The paper analyzes the front-end design, optimization techniques, sched-

uler, and back-end solution.

2 Background

2.1 Deep Learning Frameworks

Deep learning frameworks are used for training and inference of deep

neural networks, and they can be categorized based on the way they cre-

ate, represent, and run computations [19]. This section introduces two



typical frameworks, Tensorflow [1] and PyTorch [19] and one support

framework ONNX [15] that is designed to be a universal open standard

deep learning format.

Figure 1. An overview of deep learning frameworks

Tensorflow [1] is an end-to-end platform for deep learning. It has a

comprehensive, flexible ecosystem of tools for engineers and researchers

to build state-of-the-art models and employs static computational graphs

with primitive operators to represent a neural network model.

PyTorch [19] is the next generation of Torch, a Lua-based deep learning

framework. It constructs deep neural models with dynamic computational

graphs, where the primitive functions in Python can use inside the mod-

els.

Open Neural Network Exchange(ONNX) [15] is an open standard for-

mat for representing deep learning models. Models from different deep

learning frameworks can be converted into the ONNX format, which helps

to achieve the model interoperability between different frameworks.

2.2 Deep Learning Hardware

The hardware for deep learning inference can be categorized into two

types based on the purpose of their designs. 1) General-purpose hard-

ware that is designed for multiple tasks, and it has been designed and

created with extensive knowledge and experience, and 2) AI-customized

hardware that is specialized for performing deep learning inference with

customized circuit design.



General-purpose Hardware

modern CPUs support vector instructions (SIMD instruction) for faster

processing of vectorized data. For example, the AVX instructions in Intel

x86 architecture enables the CPU to speed up the matrix multiplication

task [8]. However, the CPU is designed for a wide range of applications

and tailored to fit both data-intensive and compute-intensive programs.

Thus, it results in a moderate number of arithmetic logic units (ALU) and

cores and a relatively large cache.

The GPU offers fewer instruction sets, but instead, it has a larger number

of ALUs and cores and a smaller storage space for running limited opera-

tions on a smaller data-set with massive parallelism. Also, GPUs have a

shared memory design for reducing the overhead of context switching.

AI-specific hardware is designed to utilize the property of the deep neu-

ral network, and it significantly diverges in terms of architecture and

computes primitives. For example, the hardware Tensor Processing Unit

(TPU) [9] was developed by Google in 2015 for deep neural network train-

ing and inference. It contains matrix multiply units, which enables matrix

multiplication to be a primitive operation of hardware, and speed up the

inference to 15-30 times faster than contemporary general-purpose hard-

ware [9].

3 Deep learning compilers

3.1 TVM

TVM is an end-to-end compiler designed for engineers who want to opti-

mize and deploy their models to production. It is a mature toolchain for all

compilation stages from parsing a model from deep learning frameworks,

automated optimization on both high-level and low-level, to code genera-

tion, and it is well-encapsulated so that developers with no professional

knowledge on compilers can manipulate it effortlessly.

3.2 ONNC

ONNC focuses on the compilation on NVDLA-based accelerators. ONNC

has similar functionalities with TVM, but it only supports the ONNX for-

mat and does not support automated operator fusion and auto-tuning.

In addition, ONNC is the first compiler that has primitive support for



NVDLA-based accelerators, and it provides a memory scheduling algo-

rithm, which is useful for the edge device with limited memory.

3.3 MLIR

MLIR is an extension of LLVM compiler infrastructure [12]. MLIR has

a ’dialect’ component that provides extensions to represent complex data

structure system and offers high-level abstraction of IRs. It also offers a

standard dialect as a bridge for the conversion between different IRs. It

offers high-level abstraction of data types and IRs to increase the reusabil-

ity between different compilers. This allows the optimization passes from

other compilers to be reusable. For example, the TensorFlow ecosystem

has several compilers for different target hardware, such as XLA HLO

to the general-purpose device, TensorFlow Lite to the mobile device, and

CoreML to the neural engine of Apple, and the implementation of corre-

sponding dialects and their mapping to the standard dialect enables the

conversion among different compilers. Therefore, developers can avoid a

large amount of redundant work, and the compiler on one domain can

benefit from the optimization passes of other domains.

4 An Overview of the Architecture Design

Figure 2. The general workflow for the front-end of deep learning compilers



Deep learning compilers are used for deep learning tasks, especially de-

ploying trained models from deep learning frameworks for inference. The

workflow of the compiler can be categorized into two compilation process-

ing stages, the front-end, and the back-end, as shown in Figure 2. The

front-end stage is responsible for parsing the model to a representation

that the compiler can recognize and perform graph-level optimization. In

the front-end stage, the trained models in text form are translated into

the specific intermediate representation (IR) of deep learning compilers

in the form of the directed acyclic graph, control flow graph, or static sin-

gle assignment form [2] that represent computation operation and data

dependency between operations. Therefore, graph-level optimizations can

be used on the IR to fuse operations and optimize data layouts [5]. The

back-end stage aims to emit optimized machine code of models. In this

stage, the optimized IR from the front-end can be lowered to loop-based

tensor expression and then be further optimized for characteristics of tar-

get hardware. For example, in deep neural networks, the convolution and

fully connection operation can be decomposed into matrix-matrix multipli-

cation and matrix-vector multiplication [27] [25]. In the back-end stage,

the optimized IRs can be further optimized for characteristics of the tar-

get hardware, and then they can be 1) translated into source code (such

as CUDA [22], and OpenCL [23]) and compiled by using general-purpose

compilers, or 2) mapped to the instruction of accelerators that has custom

instruction set architectures.

5 Front-ends

The front-end of the deep learning compiler is mainly responsible for two

tasks. First, it translates the input data that can be the trained models

in Python and also can be the data-serialization format [15] of a com-

putation graph, to its intermediate representation. Second, it performs

graph-level optimizations, including hardware-independent optimization

and data layout transformation.

5.1 Representation Translation

In order to represent the computation of neural network models, compil-

ers should be able to translate the models from the text form or directly



Figure 3. Comparison of frontend among TVM, MLIR and ONNC

from the Python interface into intermediate representations of compilers.

In this way, these compiler-specific IRs can be further recognized and built

to be a computational graph [13] for profiling. The front-end of TVM is

Relay [21], and it is responsible for translating work for TVM. It provides

a flexible Python interface for the support of deep learning frameworks,

including TensorFlow, PyTorch, MxNet, and ONNX, and translate mod-

els into Relay IR that is a purely-functional, statically-typed intermediate

representation based on the design of OCaml programming language [18]

[21]. However, ONNC only supports the models in ONNX format. The

front-end of ONNC performs translation by using a one-to-one mapping

from ONNX IR to ONNC IR. In terms of MLIR, it offers no built-in sup-

port for translating work, but Tensorflow implements a parser for MLIR

to parse models of Tensorflow to MLIR IR [7] [11].

5.2 Graph-level Optimization

The intermediate representation of a deep neural network can be viewed

as a computational graph where the nodes correspond to one or several

arithmetic operations, and edges show the dependency between data flow.

It provides a global view of operators and avoids specifying how each op-

erator is implemented. The graph-level optimization includes semantics-

preserving optimizations and data layout optimizations. Semantics-preserving

optimizations rewrite computational graphs by removing redundant nodes

and computation or by folding multiple nodes into a single node. These



graph-level optimization passes in the deep learning compiler are similar

but different from the optimization strategies of traditional compilers.

(1) Constant folding is to statically compute parts of the graph that rely

only on constant initializers, avoiding the need to compute them during

runtime.

(2) Redundant node elimination is to remove all redundant nodes with-

out changing the graph structure. Unlike dead code elimination [26], re-

dundant node elimination works for nodes that contain one or more arith-

metic operations in a computational graph.

(3) Operator fusion that folds several operators into a single kernel,

so multiple operators can be performed without saving the intermediate

result back to the memory, and thus reduce the execution time [5]. For

example, a Conv-Relu fusion folds the Relu operator as the weight of the

convolution operator.

The implementations of operator fusion are different for ONNC and TVM.

TVM divides graph operators into four types based on the change in the

shape of input and output dimensions. (1) injective operators (one-to-

one mapping, such as Add operator), (2) reduction operators (several-to-

one mapping, such as Sum operator), (3) complex-out-fusable operators

(element-wise map, such as convolution), (4) infusable operators (such as

Sort) and use specific fusion rules upon the combinations of these four

types of operators. For example, multiple injective operators can be fused

into a single one compound injective operator [5]. Differently, ONNC does

not group these operators. Instead, it offers fusion rules for a range of

specific combinations of operators.

5.3 Layout Transformation

This optimization changes the data layout to optimize access locality on

the target hardware for performance improvements. For example, TVM

targeting on CPUs optimizes the layout of convolution operations from

NCHW into N[C/c]HWc , in which N, H, and W stand for the size of

the batch, height, and weight respectively, and c means the split sub-

dimension of channel C. Therefore, it is convenient to have smaller pieces

of a channel as the innermost dimension as a channel is often larger than

the width of SIMD instructions of x86 CPUs [16].



6 Back-ends

The back-end is responsible for hardware-dependent optimization and

emitting binary code for target devices. In general, the optimized IRs

from the front-end part can be lowered to LLVM IR and reuse the opti-

mizer and code generator of LLVM infrastructure. The computation in

neural network models is basically matrix multiplication, which benefits

from aggressive loop optimization, including loop parallelization, tiling,

and reordering [2]. However, general-purpose compilers usually gener-

ate poorly performing code when loop-based programs are directly passed

to them [13]. In order to avoid this situation, deep learning compilers

usually apply two approaches before delivering code to general-purpose

compilers. First, the back-end maps a certain set of IR instructions to

hardware intrinsics that are highly optimized for a specific combination of

arithmetic operations. Second, the back-end performs target-specific loop

optimization. As for the second scene, the optimal loop transformation

depends on the characteristics of the hardware design, and each combina-

tion of choices of marking the implementations of loop tiling, reordering,

vectorization is a scheduling option for the back-end. This leads to huge

search space for the back-end optimizer.

6.1 Scheduling

Deep learning compilers apply different scheduling approaches to tun-

ing the parameter to determine the loop parameters with the best per-

formance for the target hardware. In the following, different scheduling

techniques are discussed.

(1) Black-box tuning requires no machine-specific information and ran-

domly try a different combination of loop transformation parameters, such

as blocking size, loop unrolling factors, and loop order, on the target de-

vice. If a configuration achieves better performance than the previously-

stored result, it is updated to be the current optimal configuration, and

the scheduling process repeats these steps until all possible combinations

are explored. This approach costs a significant amount of time and might

lead to over-fitting, but the result is unbiased since it requires no prior

information of hardware.

(2) Pre-defined cost tuning requires the information of the target hard-

ware and pre-defines the weight of each loop transformation parameter

for each supported hardware. It heuristically searches for the optimal



loop configuration based on the weights, instead of running all possibili-

ties of loop configuration and testing on the target hardware [20]. TVM

reuses the pre-defined cost scheduler from Halide and extends the prim-

itives from CPU only to a wide range of hardware, including GPU and

specialized accelerator [5] [20]. This scheduling method is efficient, and

the result is optimal for the commonly used hardware. However, it is bi-

ased and not sustainable since the weights are added manually, and new

weights should be provided to every new hardware.

(3) Machine-learning-based tuning predicts the performance after a

set of loop transformation using a machine learning model. For each

schedule configuration, the model takes the loop parameter as input and

predicts its execution time on hardware. The model is updated by the

measured runtime on the target device, and it does not require the detail

of hardware. TVM offers a machine-learning-based auto-tuning module,

AutoTVM, for tuning the result [4]. This approach is less biased than the

pre-defined cost tuning method and more efficient than the black-box tun-

ing method. Besides, the collected data can be stored for further use.

(4) Polyhedral-based tuning models loop-based source code into math-

ematical abstractions and uses linear programming to find the optimal

affine transformations on the loop-based program without violating the

program behaviors [3] [11]. This method provides a powerful mathemati-

cal framework to reason about loops in programs. MLIR uses techniques

from polyhedral compilation to make dependence analysis and loop trans-

formations efficient and reliable [11].

6.2 Code generation

As the target hardware has become increasingly diverse, the task of code

emitting becomes more complicated than the traditional compilers. The

back-end offers multiple code generators that work for different target

devices.

General-purpose hardware

After the optimization, deep learning compilers can generate machine

code from the lowered representation for target hardware. The common

approach for generating CPU machine code is to lower or map the IRs to

LLVM IR and reuse the LLVM compiler infrastructure to generate ma-

chine code for target CPU [12]. As for GPUs, TVM and ONNC implement

a code generator that emits code with PTX [10] instructions, and the emit-



ted code can be delivered to the CUDA compiler for generating executable

code.

AI-specific hardware

There is not a generic way that generates code for AI-specific hardware

because of the diversity in their design. However, if the target hardware

has a manually optimized C/C++ library, such as Intel MKL to CPU and

NVIDIA cuBLAS to GPU, the code generator of this hardware can also

be customized. Hardware providers need to implement a code generator

that generates C code (TVM) or ONNC IRs (ONNC) for subgraphs and

integrates the code generator into the runtime module. Beside, TVM pro-

vides a graph representation generator that can generate optimized graph

representation into other forms, and it can be used for the hardware that

is built on a complete graph execution engine, such as TensorRT [24]. In

addition, TVM and ONNC offer primitive support for TPU and NVDLA-

based accelerator, respectively.

7 Discussion

Although there is a discussion on the difference between these three deep

learning compilers in sections 4 and 5, it is helpful to have an analysis on

their unique feature and collaborative work.

7.1 TVM

Flexible interface for model parsing

The front-end of TVM provides users with a wide range of interfaces, max-

imizing the flexibility for development. Models from deep learning com-

pilers or the text form can be parsed without manually manipulating.

Automated graph-level optimization

Unlike ONNC, the automatic operator fusion for TVM is not only simple

string matching, but also means the more complex graph matching. The

front-end of TVM, Relay, groups operators into different groups, and apply

different approaches on the combination of groups, instead of simply the

names of operators.



7.2 ONNC

Specific optimization for some hardware

ONNC primitively supports NVDLA-based accelerators [15], and ONNC

provides optimized kernels for specific operations. Thus, these accelera-

tors can be high-performing with a limited amount of time spent on auto-

tuning [5].

7.3 MLIR

Multi-level IRs support

With the dialect mechanism, MLIR supports multiple IRs for one single

compilation. This enables compilers developers to bridge two different

compilers and reuse the optimization passes existed. Therefore, MLIR

compiler tends to be popular as a tool for compiler-related development,

instead of direct deployment.

7.4 Collaboration among TVM, ONNC and MLIR

The design of TVM, ONNC and MLIR are modulized, and this allows the

collaboration. For example, ONNC can intergrate TVM as its front-end

by simply adding a TVM IR parser, which combines the flexibility of the

front-end of TVM and specific optimization passes of NVDLA-based ac-

celerators from the back-end of ONNC. Also, the dialect mechanism can

allow this portability to be even more powerful and scalable, because of

the dialect mechanism from MLIR.

8 Conclusion

In summary, these three compilers have different emphasis. TVM is a
tool for general developers, it provides the best flexibility in terms of the
forms of models and the number of target hardware it primitively sup-
ports. ONNC compiler has a specific support for a range of hardware,
which allows ONNC to be the preference for a specific group of users.
However, MLIR is the most distinct among these three compilers. It does
not contain a front-end for deep learning models, but it can bridge the
gaps of deep learning or other domain-specific compilers to reuse opti-
mization passes from each other. Furthermore, these three compilers can
collaborate to address problems efficiently.
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Abstract

Did you know that each individual has their own unique brainwaves that

can be used for authentication? This paper shows that brainwaves can be

recorded with EEG using scalp electrodes and by generating models of these

recordings, they can be used as a basis of novel biometric authentication

method. EEG-based authentication provides several advantages over con-

ventional biometrics: EEG only exists on living individuals, stealing the

secret is difficult, forcing an authentication is almost impossible and unlike

many other biometrics, the secret can be changed.

There has been an increasing interest in research community to generate

accurate way of identifying individuals with EEG. For example, a study

with a group of 50 subjects were each exposed to identical set of pictures,

there was found a combination of three scalp locations that was able identify

all 50 subjects from that group with 100% accuracy. Another research

found a way to identify 108 subjects from each other with 100% accuracy

by comparing coherences of different scalp location of a pre-recorded EEG

set. Even though studies have shown promising results, more research is

needed to verify the results in scale and evaluate and develop the usability

of the applications.

KEYWORDS: authentication, biometrics, EEG, brainwaves



1 Introduction

Biometric authentication or biometrics have been adopted as one of the

key authentication methods for devices and systems. Fingerprint scanners

and facial recognition can be found in almost every new phone, and voice

recognition and eye-based biometrics, such as iris and retina scanners, have

their own applications. However, these conventional physical biometrics

have fundamental flaw of being neither confidential information nor a

secret to an individual [21]. Fingerprints can be found anywhere we

touch and faces and voices are being recorded all the time. One widely

researched biometrics for identification and authentication are brainwaves.

Brainwaves are unique for each individual and they can be read by using

electroencephalogram (EEG) [14]. Utilizing EEG waves for authentication,

flaws in conventional biometrics could be overcome.

To be able to use EEG waves in authentication, a Brain-Computer In-

terface (BCI) is needed between the brains and an application [15]. A

standardized way of building BCI systems is to separate the tasks in five

different phases: brain activity measurement, preprocessing, feature ex-

traction, classification, and command translation. In the first phase, brain

activity is measured with EEG. The acquired data contains noise and

artifacts that are then preprocessed to minimum in the next preprocessing

phase. The cleaned data is then fed to the feature extractor that extracts

the most relevant components or features of the signal. These features are

set of values that can be used to represent the original data in a concise

and uniform way. In classification phase a machine learning algorithm

is utilized to classify the signal in a certain class. This class represents

some command in the used system and in the final phase this class is then

translated in to the selected system command and executed.

This paper focuses on the first phase, the brain activity measurement,

of the above listing in a context of subject identification. I also evaluate

the current state of the research. The rest of the paper is organized as

follows: Section 2 will explain the EEG method and relevant properties

of EEG. Section 3 presents how EEG can be used for identification and

authentication purposes. In sections 4-8 the latest proposed solutions are

reviewed. Finally, section 9 summarizes the most relevant findings of this

paper.



2 Electroencephalogram

EEG is a method for recording the neural oscillation of the brain using

scalp electrodes [20]. The oscillation that can be observed from the scalp is

generated by the pyramid cells due to their perpendicularity to the skull.

Because the cells generate only a minuscule potential difference, single-cell

potentials cannot be recorded with EEG. In fact, EEG always perceives a

sum of oscillation happening under the skull which makes the analysis of

EEG more difficult. Different stimuli activates different parts of the brain

but since the EEG records the sum of the activations, finding the brain’s

response to the certain stimulus is difficult. However, there are similarities

in brain activation that applies for all individuals. These similarities can

be utilized for creating an overview of EEG behavior with certain stimulus.

With deeper analysis of these similarities, Poulos et al. [14] have found

empirical evidence that EEG waves actually carry genetic information by

being able to distinct the EEG signals of subjects which was generated by

identical stimulus.

This section presents how the neural oscillation is turned into an EEG

waves and what kind of characteristics these EEG waves have. Further-

more, different protocols of acquisition methods are presented.

2.1 Acquisition of EEG signals

In EEG, the activity is measured as the potential difference between two

selected scalp locations, the other being the reference location [11, 10].

Choosing the locations of the measurement points is critical for achieving

the greatest amplitudes for the relevant brain response. The stimulus

type determines where the relevant EEG signal is the most prominent

but choosing the right reference is not as straightforward. Following two

properties should be considered when choosing the best reference point

or points available: Reference should contain the same noise levels as the

signal points which causes the noise to be cancelled out from the signal,

and the reference should not contain the measured signal because this will

cause the signal to be subtracted. This leads to a trade-off situation where

the reference should be located near to the signal recording points where

the noise levels match but simultaneously reference should not record

the actual signal of interest and thus be as far from the signal recording

point as possible. Some common reference points are mastoids (the bone

in front of the ear canal) and the tip of the nose. Reference can also be



calculated as an average of certain locations, for example the mastoids, or

all measured locations. Furthermore, Yao [24] have presented a method

for referencing the EEG signals to a point at infinity named the reference

electrode standardization technique (REST).

To help to universally determine the scalp locations, an internationally

recognized method 10-20 system has been standardized [2]. 10-20 system

is based on landmark points nasion, inion and the left and right preaurical

points, and the distance between those landmark points in percentages.

Sagittal and coronal lines are drawn at 0, 10 and 20 percent from the

landmark points. The electrode positions are found at the intersections

of the drawn lines. The positions are named with letters F, C, P, O and T

referring to the underlying frontal, central, paretial, occipital and temporal

lobes respectively and integers 0-10, zero being on midline, odd numbers

on the left hemisphere and even on the right. There can be a mix of letters

if the electrode position is between two lobes. Position of electrodes are

shown in Fig. 1.

The activity from these locations can be recorded by using either wet

or dry electrodes [3]. Wet electrodes are used with conducting gel that

improves the signal quality over the dry electrodes. However, the dry

electrodes have an advantage from the usability point-of-view since they

can be used without leaving the hair full of gel and they are also faster to

set up. Usability of the electrodes are discussed later in the evaluation

section.

The signal strength of EEG is usually between 50 and 100µV [16]. Many

of the EEG applications use so called event-related potentials or ERPs as

the control signal in the application and these ERPs have signal strength

of 0.1-5µV. This fact creates a challenge of recording the relevant signal

with needed accuracy i.e. having great enough signal-to-noise ratio (SNR).

SNR can be increased with multiple methods, for example signal averaging,

referred as preprocessing but that stage is not covered in this paper.

2.2 Types of EEG waves

EEG waves can be categorized in five different frequency bands, each of

which have their own unique characteristics [2, 20]. The lowest band

waves are called the delta-waves and their frequency is from 0.5 to 4Hz.

Delta-waves are dominant in deep sleep and also increased during internal

processing of a mental task. Second lowest band is called the theta-band.

They have relative low amplitudes and frequency of 4-8Hz and are active



Figure 1. Top view of the 10-20 system. Nz represents the nasion, Iz the inion and A1 and
A2 shows the preaurical points. [2]

during light sleep and spatial navigation, in addition to memory related

tasks. The middle level frequency waves (between 8 and 14Hz) are called

the alpha-waves. Alpha-waves have amplitude increase in the posterior

part of the skull when visual attention is reduced. In addition, same

frequency waves, called the mu-waves, are generated in motor cortex when

performing or visualizing a body movement. Alpha and mu-waves are

easily mixed due to the similar frequency. Fourth frequency band, the

beta-waves, are oscillating at 14 to 30Hz and are amplified in mental states

of focused attention and increased alertness. Beta-waves are generated

in different cortical areas depending on the nature of the stimulus. The

last and fifth band, the gamma-waves, has the frequency of 30Hz and

above. Gamma-waves are also associated with focused attention and active

processing of information. With EEG using scalp electrodes it is possible

to record frequencies up to 45Hz.

2.3 Event-related potential (ERP)

ERP can be described as a brain’s response to a certain event that is

generated either internally (endogenous) or externally (exogenous) [20, 1].

ERPs are visible in EEG as changes that have a latency characterized by

the type of event. In addition to latency, ERP waves are described with

polarity and amplitude [2]. Human ERPs can roughly be divided into

two different categories. When the waves peak roughly within the first

100ms after the event or stimulus, the ERP is then called exogenous or

sensory since they are highly dependent on the physical attributes. ERPs

happening later than 100ms after stimulus are categorized as endogenous



or cognitive ERPs [22]. The name endogenous reflects to the fact that these

ERPs are generated by information processing in the brain. In literature,

exogenous ERPs, or more generally EEG signals, that are visible practically

immediately after the event, are often referred as evoked potentials (EP)

and ERPs are called the averaging of EPs. Furthermore, event-related

potentials and evoked potentials are occasionally mixed together or used

as synonyms.

ERPs can be categorized also in more detailed way, though still matching

the higher level properties mentioned above [12]. More detailed naming

of different ERPs is based on the polarity and latency of the signals. This

listing is meant to be infromative in the context of this paper rather than

exhaustive. In addition, it is important to define the cortical location where

the wanted ERP can be read since there might be multiple locations where

the same ERP component is generated though still not correlating to the

correct stimuli.

ERPs stimulated by visual stimuli are called visual evoked potentials

(VEP) [12]. ERP component P100 is widely known VEP which can be

recorded from the occipital area. The P100 component is most consistent

in pattern-reversal VEPs [23]. Pattern-reversal stimulus can be for exam-

ple a checkerboard pattern where the adjacent checkes are interchanged

periodically. If the period lasts long enough that EEG signal is returned to

a resting state, the recording is called the transient VEP (T-VEP) which

only covers one single response. If the change period of the stimulus is

shortened, response of the brain will mimic the oscillation frequency of

the stimulus which leads to a periodic-like response. This type of response

to a visual stimulus is called steady-state VEP (SSVEP) which generates

harmonics, in addition to the stimulus frequency [9]. SSVEP can be evoked

with pattern-reversal in addition to flashing, or other type of periodic vi-

sual stimulus. Factors that affect the VEP amplitude are luminance and

contrast of the stimuli, subjects level of attention and the ability to keep

the gaze on the stimuli. In addition, subject’s possible diseases or visual

disabilities naturally affects the VEPs.

Longer latency ERP component P300 is related to cognitive processing

most prominent in the Fz, Cz and Pz location according to the 10-20 system

[13]. P300, although named to have latency of 300ms, can in fact occur

between 250 to 600ms after the stimulus [12]. This is mostly due to the

fact that P300 can be evoked by any type of stimuli and the response

also depends on the age, the level of attention and cognitive capability of



the subject. Duration of the P300 peak is proportional to the stimulus

duration. Furthermore, a greater P300 amplitude is elicited in situations

where the difference between the stimuli is greater. The difference can

be between modalities, i.e. visual stimulus followed by random acoustic

stimulus, or inside modalities, for example, having repeated identical

visual stimulus with random easily detectable anomaly. This type of

stimuli are the most used when researching the P300 ERP and it has

been named the oddball paradigm. Oddball paradigm can be executed by

using one easily distinguishable anomaly or with two anomalies, another

being the target and second one being a distracter. Subject is instructed to

react on the target anomaly only. In the two anomaly oddball paradigm,

distracter stimulus elicits shorter peak than the target stimulus.

2.4 Acquisition protocols

In general, different acquisition protocols can be divided into three cate-

gories of resting states, externally stimulated tasks and mental tasks [7].

Resting state signals of EEG are recored when a subject is fully relaxed in

a quiet and comfortable environment usually sitting in a chair. Subject can

either have eyes open (EO) or eyes closed (EC) which affects the frequency

and the location of the generated signal detected [8, 2]. Resting states are

the most popular EEG acquisition protocol due to the simplicity of collec-

tion. There are no other equipment than the EEG or extra instructions

needed. However, resting states are prone to errors because they have

relatively low signal-to-noise ratio (SNR). Low SNR means that external

factors, such as environment noises or subject’s mental preoccupation, are

likely to invalidate the recording. Resting states are still widely used

independently and as a baseline for other protocols.

In stimulated tasks a subject is exposed to a trigger and the response is

read with EEG [7]. Most widely researched stimulated tasks are visual

stimuli which contains for example VEPs, SSVEPs and RSVPs. In general,

stimulated tasks need equipment for stimuli generation and measuring

the time after the generation to read the ERPs but visual stimuli have

proven to be consistent over time.

In mental tasks subject is asked to perform a certain task in their mind

and the EEG signal will be recorded [7]. Mental task can be, for example,

imagined or actual body movement, imaginating a taste of food, generation

of words, mentally calculating multiplications or visualizing a rotation of a

figure around an axis. Mental tasks provide higher SNR for EEG signals



than resting states. Mental tasks generate ERPs so they are easier to

detect than resting states due to higher SNR, however mental tasks lack

an explicit starting time which impedes the measurement of latency of

the ERP. Furthermore, mental tasks have been described as difficult to

execute or they were not interesting enough.

3 EEG as authentication method

Electroencephalogram can potentially provide great benefits for biometric

authentication [18]. Brain activity, that is the recording of EEG, has the

inherent feature of only being present for alive individuals. To be able to

record brain activity, one must get in touch with subject’s scalp and most

likely in a very precise location. This makes it very difficult to steal without

the subject knowing it is happening. The brain activity and eventually the

EEG waves reflects the mood and stress of an individual so they are highly

unlikely to be able to reproduced them by force. Finally, it is one of the few

biometrics that can be changed if the system is compromised.

When evaluating suitability of biometrics, a seven factor list of proper-

ties is used [6]. The properties are universality, uniqueness, collectability,

permanence, performance, acceptability and circumvention. Universal-

ity evaluates that every one should have the characteristic, uniqueness

indicates that there should not be similarities inside the population, col-

lectability states the difficulty of collecting the biometric, permanence

shows the consistency of the biometric over time, performance refers to

the maximum accuracy of the biometric, the resources needed to achieve

required accuracy and the external factors that affects the accuracy, ac-

ceptability evaluates if individuals are ready to use the biometrics and

finally circumvention indicates the difficulty to cheat the system.

The following five sections reviews different studies that have been

utilizing EEG signals for identification or authentication. Reviewing is

focusing on the brain activity measurement phase: This includes the

protocol for generating the brain activity, the type of the stimulus and

the scalp locations of the elicited activity. Other phases, such as the

classification, are briefly explained. First three researches are utilizing

visual stimuli and the last two are using resting states for stimulation.



4 Exploring EEG-based biometrics for user identification and
authentication

Gui et al. [5] had 32 subjects who read silently 75 of each words, pseu-

dowords, acronyms and illegal strings in addition to 150 different writings

of subject’s own name. This experiment induced VEP in subjects and the

EEG was read using channels Fpz, Cz, Pz, O1&2 and Oz by the 10-20

system. Eventually, only the best suited Cz -channel in acronym stimulus

was further analyzed.

After preprocessing and feature extraction, artificial neural network

(ANN) was used to classify the 15 extracted features for each subject.

Correct classification rate (CCR) in identifying one subject from the rest

was between 79.06 and 99.87%. Furthermore, the authors analyzed the

preformance of identifying all of the subjects in the group. This only had

CCR of 5.75-10.68%, thus showing that identification is a much more

complex task than just verification that is used in authentication.

5 A High-Security EEG-Based Login System with RSVP Stimuli
and Dry Electrodes

Chen et al. [3] studied authentication with RSVP signals using both wet

and dry scalp electrodes. In addition to the authentication performance,

this research explicitly studied the usability of the authentication applica-

tion by analyzing the lower performing dry electrodes as well as the time

needed for the authentication process. 29 subjects took part in this study

where first each subject selected three password symbols (PS), which were

mixed with other random symbols. Then symbols were shown sequentially

one by one with 200ms intervals and EEG was recorded during the stimu-

lation. The three selected PS worked as an oddball stimulus. Lastly, the

EEG was measured with 28 wet electrodes or 16 dry electrodes.

Wet electrodes performed better as hypotized and could authenticate a

user with 100% true acceptance rate (TAR) on average with 10.7-second

stimulus. For the dry electrodes, the same time was 27 seconds. The time

could be reduced in an actual application by using early-stopping method,

which will only stimulate the subject for the needed time to achieve the

required TAR.



6 CEREBRE protocol

An experiment conducted for the testing of the CEREBRE protocol [18]

showed promising results for user identification with an accuracy of 100%

with 50 subjects.

In CEREBRE, subjects are exposed to five different categories of visual

stimuli, including black and white pictures of sine gratings, low frequency

words, food, faces of celebrities and oddball stimulus, that was a colored

version of the images listed before. Each category had 100 pictures and for

each oddball stimulus, subjects were instructed to press a button as fast

as possible. In addition, subjects selected a strong memory, called a pass-

thought, which they were instructed to remember when a black key icon

was shown. It is worth mentioning that the words used in CEREBRE were

constrained to 10 characters and were taken from the Graduate Record

Exam (GRE). Furthermore, the 10 foods and celebrities were chosen by

conducting a separate study where different group of 44 participant listed

their 10 most loved and hated foods and celebrities, from which 10 the

most controversial ones were chosen for each category.

EEG was recorded from 26 scalp locations and was referenced to the

average of the mastoids and the scalp electrodes were evenly distributed

to cover the whole scalp rather than following the 10/20 system. For the

analysis, no feature extraction was used and lightweight crosscorrelator

was applied for the classification. Minimum requirements for the 100%

identification accuracy was to use four of the stimulus categories including

words, colored food, black and white celebrities and the oddball color

targets recorded with three electrodes from the middle occipital area. The

minimal classifier needed all of the available trials to be able to produce

the 100% accuracy which means that the identification process took 40

seconds.

The authors state that identification accuracy can be increased more

efficiently by adding different stimulus types than recording more data

from one type. It was also shown in later study [19] that same accuracy can

be achieved even after 516 days. It should be noted that these numbers are

for identification. For authentication only binary classification is needed

which could further improve the results shown here.



7 Robustness Analysis of Identification Using Resting-State EEG
Signals

Di et al. [4] experimented the permanence of the resting states EC and EO

with a two-week interval between the runs. In each run, 17 subjects had

three sessions where their EEG was recorded from 18 scalp locations of Fz,

F3&4, F7&8, Cz, C3&4, Pz, P3&4, PO7&8, TP7&8, Oz, O1&2 in reference

to mastoid average. Each session contained two measurements, one in

state EO and one in EC. Features were extracted from 1-40Hz with power

spectral density (PSD) and Eucledian distance, support vector machine

(SVM) and linear discriminant analysis (LDA) was separately used for

classification.

Accuracy achieved with data from one run was 98-99% and 96-99% for

EO and EC respectively where LDA classifier had the best accuracy. When

adding the data from the second run, the accuracies dropped to 93-94%

and 90-93% for EO and EC. However, when training and test data for the

classifier came from different runs and not from a mixture of them, the

accuracy dropped significantly to 30-40% when using the same features as

before. After optimizing the extracted features, accruacy was increased to

approximately 80%.

8 Human Brain Distinctiveness Based on EEG Spectral Coherence
Connectivity

Another 100% accuracy on identifying subjects was achieved by La Rocca

et al. [17] with 108 recordings from open database in resting states EO and

EC by using features of PSD and spectral coherence connectivity (COH).

COH contains the coherence of two EEG signals and it was calculated for

each pair of the 56 recorded channels.

By using the COH features and further selecting the most suitable chan-

nel pairs, the accuracy could be improved to 100% with every macro-area of

the scalp, i.e. frontal, central and paretio-occipatial in EC state. Minimum

of ten locations was needed from central area of the scalp to achieve perfect

identification. PSD features did not succeed as well, although reaching

over 95% when fusing the PSDs from different channels.

It should again be stated that these results are for multi-class classifica-

tion. For authentication purposes, minimum requirements could be lower

than presented here.



9 Conclusion

In this paper I presented the basics of brainwaves, how to acquire them and

how they can be used for identifying individuals. Because brain activity is

constantly ongoing, the EEG signals can be read from all living individuals

at anytime. Identification and authentication based on EEG signals show

promising results with perfect identification among the test groups of up

to 108 subjects. 100% identification was achieved in resting states EO and

EC [17] but also by using different visual stimuli to generate a unique ERP

[18]. These two experiments achieved the performance from very different

starting points: Resting state experiment focused on the feature extraction

and classification methods and ERP study in the stimulation protocol that

was named CEREBRE.

Most of the studies read for this paper were solving a multi-class iden-

tification problem rather than a binary one. Multi-class classification

is more complex task and the requirements for 100% identification are

most probably lower than those presented. However, if EEG is the domi-

nant authentication method in the future, it should be robust enough to

work within a group of billions which will further change the minimum

requirements for the eventual authentication application.

Section 3 introduced a list of seven factors that can be used to evaluate

the authentication methods. The researches reviewed in this paper are

focusing on the performance factor of the biometric. Even though many

studies have reached the perfect accuracy in the subject group, it can still

be argued that overall performance of the proposed systems is not enough

for scalable and usable authentication system. Firstly, 3-56 electrodes were

needed to achieve the perfect accuracy. From the usability perspective,

one electrode system should be the target if multiple electrodes cannot

be integrated to the mono-electrode system or as part of some existing

everyday wear as the acceptability and the set up speed would decrease.

Secondly, the minimum time of 10.7 seconds for perfect accuracy authen-

tication could only be acceptible if there is a highly secure system where

authentication time is not the priority. For everyday use, for example in

mobile phones, even the fastest system would be too slow as there are

most probably some sort of set up needed before the actual authentication

process to start. Lastly, dry electrodes will be needed to achieve the ac-

ceptability for scalable system as wet electrodes would not be suitable for

everyday usage.



References

[1] Michael J. Aminoff. Evoked Potentials in Clinical Medicine. QJM: An
International Journal of Medicine, 59(1):345–362, 04 1986.

[2] P. Campisi and D. L. Rocca. Brain waves for automatic biometric-based
user recognition. IEEE Transactions on Information Forensics and Security,
9(5):782–800, 2014.

[3] Y. Chen, A. D. Atnafu, I. Schlattner, W. T. Weldtsadik, M. Roh, H. J. Kim,
S. Lee, B. Blankertz, and S. Fazli. A high-security eeg-based login system
with rsvp stimuli and dry electrodes. IEEE Transactions on Information
Forensics and Security, 11(12):2635–2647, 2016.

[4] Y. Di, X. An, F. He, S. Liu, Y. Ke, and D. Ming. Robustness analysis of
identification using resting-state eeg signals. IEEE Access, 7:42113–42122,
2019.

[5] Q. Gui, Z. Jin, and W. Xu. Exploring eeg-based biometrics for user identifica-
tion and authentication. In 2014 IEEE Signal Processing in Medicine and
Biology Symposium (SPMB), pages 1–6, 2014.

[6] A.K. Jain, R. Bolle, and S. Pankanti. Biometrics: Personal Identification in
Networked Society. The Springer International Series in Engineering and
Computer Science. Springer US, 2006.

[7] Amir Jalaly Bidgoly, Hamed Jalaly Bidgoly, and Zeynab Arezoumand. A
survey on methods and challenges in eeg based authentication. Computers
& Security, 93:101788, Jun 2020.

[8] Daria La Rocca, Patrizio Campisi, and Gaetano Scarano. Stable eeg features
for biometric recognition in resting state conditions. In Mireya Fernández-
Chimeno, Pedro L. Fernandes, Sergio Alvarez, Deborah Stacey, Jordi Solé-
Casals, Ana Fred, and Hugo Gamboa, editors, Biomedical Engineering Sys-
tems and Technologies, pages 313–330, Berlin, Heidelberg, 2014. Springer
Berlin Heidelberg.

[9] Jin Lee, Deirdre Birtles, John Wattam-Bell, Janette Atkinson, and Oliver
Braddick. Latency Measures of Pattern-Reversal VEP in Adults and Infants:
Different Information from Transient P1 Response and Steady-State Phase.
Investigative Ophthalmology & Visual Science, 53(3):1306–1314, 03 2012.

[10] Laura Leuchs. Choosing your reference - and why it matters, May 2019.

[11] Ya Li, Yongchun Wang, Baoqiang Zhang, Yonghui Wang, and Xiaolin Zhou.
Electrophysiological responses to expectancy violations in semantic and gam-
bling tasks: A comparison of different eeg reference approaches. Frontiers in
Neuroscience, 12:169, 2018.

[12] B.S. Oken and T.S. Phillips. Evoked potentials: Clinical. In Larry R. Squire,
editor, Encyclopedia of Neuroscience, pages 19–28. Academic Press, Oxford,
2009.

[13] John Polich. Updating p300: An integrative theory of p3a and p3b. Clinical
Neurophysiology, 118(10):2128 – 2148, 2007.



[14] M. Poulos, M. Rangoussi, V. Chrissikopoulos, and A. Evangelou. Person
identification based on parametric processing of the eeg. In ICECS’99.
Proceedings of ICECS ’99. 6th IEEE International Conference on Electronics,
Circuits and Systems (Cat. No.99EX357), volume 1, pages 283–286 vol.1,
1999.

[15] Mamunur Rashid, Norizam Sulaiman, Anwar P. P. Abdul Majeed, Ra-
biu Muazu Musa, Ahmad Fakhri Ab. Nasir, Bifta Sama Bari, and Sabira
Khatun. Current status, challenges, and possible solutions of eeg-based
brain-computer interface: A comprehensive review. Frontiers in Neuro-
robotics, 14:25, 2020.

[16] D. Regan and M.P. Regan. Evoked potentials: Recording methods. In Larry R.
Squire, editor, Encyclopedia of Neuroscience, pages 29 – 37. Academic Press,
Oxford, 2009.

[17] D. L. Rocca, P. Campisi, B. Vegso, P. Cserti, G. Kozmann, F. Babiloni, and
F. D. V. Fallani. Human brain distinctiveness based on eeg spectral coherence
connectivity. IEEE Transactions on Biomedical Engineering, 61(9):2406–
2412, 2014.

[18] M. V. Ruiz-Blondet, Z. Jin, and S. Laszlo. Cerebre: A novel method for
very high accuracy event-related potential biometric identification. IEEE
Transactions on Information Forensics and Security, 11(7):1618–1629, 2016.

[19] Maria V. Ruiz-Blondet, Zhanpeng Jin, and Sarah Laszlo. Permanence of the
cerebre brain biometric protocol. Pattern Recognition Letters, 95:37 – 43,
2017.

[20] Donald L. Schomer and Fernando H. Lopes da Silva. Niedermeyer’s Electroen-
cephalographyBasic Principles, Clinical Applications, and Related Fields.
Oxford University Press, Oxford, UK, 11 2017.

[21] Yogendra Narain Singh, Sanjay Kumar Singh, and Amit Kumar Ray. Bio-
electrical signals as emerging biometrics: Issues and challenges. ISRN
Signal Processing, 2012:712032, Jul 2012.

[22] Shravani Sur and V. K. Sinha. Event-related potential: An overview. Indus-
trial psychiatry journal, 18(1):70–73, Jan 2009. 21234168[pmid].

[23] François-Benoît Vialatte, Monique Maurice, Justin Dauwels, and Andrzej
Cichocki. Steady-state visually evoked potentials: Focus on essential
paradigms and future perspectives. Progress in Neurobiology, 90(4):418 –
438, 2010.

[24] Dezhong Yao. A method to standardize a reference of scalp EEG recordings
to a point at infinity. Physiological Measurement, 22(4):693–711, oct 2001.



A review of deep reinforcement learning
for game AI development

Atte Viitanen
atte.viitanen@aalto.fi

Tutor: Anton Debner

Abstract

Deep reinforcement learning (DRL) has seen massive growth in the AI

field for the last few years. Like many other methods in the machine learn-

ing space, DRL also has significant ties to video games and simulations

due to their use in training neural networks. This paper discusses the cur-

rent uses and future prospects of the use of deep reinforcement learning

in game AI development and compares its advantages to more traditional

methods. This is achieved by conducting a literature review on recent pa-

pers regarding DRL and game AI. The review aims to provide analysis on

both the current and future states of DRL usage in game AI development

from both a technological and commercial point of view.

KEYWORDS: game development, AI, deep reinforcement learning, neural

networks

1 Introduction

Through significant advances since its proposal, deep reinforcement learn-

ing (DRL) has seen a steady increase in use cases across a variety of fields.

These fields include robotics and autonomous vehicles, natural language



processing, computer vision, finance, healthcare and many more [12]. An-

other use case is in the field of video games and video game development,

where this paper focuses.

Video games in general have been a a great testbed [16] and proving

ground for DRL in general. DRL-based AI has seen many known achieve-

ments such as beating world champions in both traditional turn-based

games such as Go in the case of AlphaGo in 2016 [20] and even teamwork-

based real-time esports games such as Dota 2 in the case of OpenAI Five

in 2019 [5]. In video game development, DRL has been proposed espe-

cially as a solution to traditionally more algorithmic problems such as

procedural content generation [21] and game AI [24]. In addition, re-

cently it’s been proposed for use in the design process itself for problems

such as adaptive gameplay [10] and automated game testing [4] as well.

This paper conducts a literature review of recent papers on the use of

DRL in game development, with a focus on game AI. The aim of this re-

view is to provide insight into what uses cases DRL has in game AI de-

velopment, how it performs in said cases compared to more traditional

approaches from both a quality and an ease of implementation standpoint

as well as what the future potential of DRL in game AI development looks

like.

This paper is organized into 3 main sections as follows. First is a back-

ground section that introduces the main concepts of DRL and it’s related

technologies. Second is a literature review of recent papers discussing

DRL use in game AI. Lastly is a conclusion section where the some find-

ings from the review are discussed and conclusions are drawn.

2 Background

This section briefly introduces the main concepts and fundamentals of

machine learning directly related to DRL as well as provides a general

description DRL itself. The section is divided into three sections. The first

two sections concern the main components of deep reinforcement learn-

ing: reinforcement learning and deep learning. The last section then de-

scribes deep reinforcement learning and how it relates to the previous

concepts.



2.1 Reinforcement learning

Reinforcement learning (RL) is an area of machine learning focused on

learning what to do—how to map situations to actions—to maximize a

scalar reward or reinforcement signal [22]. The learner is not told which

actions to take, and must independently discover a mapping from situa-

tions to actions which yields the highest reward by trial and error. The

reward is not necessarily immediate, and can be delayed for example in

a situation where an action may have an effect on both an immediate

reward and the following situation or state, and through that all the fol-

lowing rewards as well. These complex delayed rewards and the afore-

mentioned trial-and-error search are typically considered the two most

important distinguishing features of RL [23].

Reinforcement learning was first coined by Marvin Minsky in 1961, but

was largely forgotten until the early 1980s when it became an active and

well-known area of machine learning research [23]. Today reinforcement

learning is used and studied in a multitude of disciplines such as game

theory, control theory, economics and information theory.

2.2 Deep learning

Deep learning (DL), also known as deep structured learning, is a broad

family of methods in machine learning that enables computers to learn

from experience and understand hieararchies and concepts in raw nat-

ural data with minimal supervision [13]. DL solves the limitations of

more conventional machine learning techniques where constructing pat-

tern recognition or other machine learning systems required considerable

expertise and care. These limitations were mainly due to having to design

feature extractors to tranform raw input data into suitable internal repre-

sentations or feature vectors for the learning system to use and recognize

patterns in. [15].

In a simplified sense, DL approaches date processing by attempting to

build complicated hierarchies and concepts present in input data out of

smaller and simpler ones. These smaller hierarchies are contained in

a graph many layers deep. [13] These graphs, known as deep artificial

neural networks, imitate the brain in how it processes natural data.

The first general DL solution was published by Alexey Ivakhnenko and

Lapa in 1967 [14]. Research quickly picked up speed especially in the

2000s as the advantages of deep neural networks became more clear as



the increased processing power of computers enabled use of more complex

networks. Today deep learning is used widely throughout the marchine

learning space, most typically in applications where natural data is pro-

cessed raw.

2.3 Deep reinforcement learning

Deep reinforcement learning (DRL) is a form of machine learning that

combines the concept of reinforcement learning with the methods used in

deep learning. This integration has a long history, but with recent ad-

vancements in computation processing power, software packages and big

data, deep reinforcement learning has been growing increasingly popular

[16]. The data processing capabilities of neural networks help mitigate

the reliance on specific domain expertise when building reinforcement

learning systems as they allow for automatic feature learning straight

from raw input data.

Despite its popularity, DRL has had its fair share of problems to over-

come. Deep learning applications would typically require large amounts

of hand-labelled training data, while RL algorithms had to be able to learn

from a scalar signal that could frequently be sparse, noise and delayed.

Typical deep learning algorithms would also assume data samples to be

independent, while in reinforcement learning there would often be se-

quences of highly correlated states. Lastly, the changing of data distribu-

tion as an RL algorithm learned new behaviours also proved problematic

for DL methods which would often assume a fixed distribution. [17]

3 Deep reinforcement learning in game development

This section goes over the use of deep reinforcement learning in the field

of game development. The section is divided into a general section and

a literature review that focuses on the more specific subject area of DRL

game AI. First the general section briefly discusses the use of deep re-

inforcement learning in the field of game development. The literature

review then aims to crasp the current state and use cases of deep rein-

forcement learning in game AI with examples cases. These example cases

are then compared to traditional non-ML game AI solutions and their as-

sociated problems.

In recent years, the realization that video games are perfect testbeds



for modern artificial intelligence methods has spread widely in the AI re-

search community [24]. A variety of games have since been effectively

conquered, starting with classic turn-based ones and later advancing to

more complex ones and even games requiring realtime input. Following

the research interest, a multitude of software frameworks, environments

and tookits such as the General Video Game AI (GVGAI) framework [18],

the Arcade Learning Environment (ALE) [3] and the OpenAI Gym [7]

have been developed. In addition to establishing benchmarks for AI com-

parison and development, these software platforms have even stirred up

a lively competitive video game AI scene.

The allure of Video games for DRL and machine learning or AI devel-

opment in general comes from the isolated and controllable playground

it provides. A video game offers perfect or near-perfect repeatability and

control over the game state. AI can be integrated directly into a game so

that metrics on the game state may be measured and collected directly

without for example monitoring the visual output of the game, simplify-

ing the setup greatly. Even the speed of the simulation may be altered

to scale with available processing power to speed up or slow down when

training networks.

With all this focus on video games in the machine learning research

space, its’s no surprise that game development has found various uses

for machine learning as well, including DRL. One major use case is in

developing video game AI, to which the AI research discussed previously

applies directly. While this paper will focus game AI, it should be noted

that it’s by no means the only use case for DRL in game development.

Due to the substantial amount of DRL and other machine learning re-

search using games as a test bed, game AI development is a more or less

an obvious use case for DRL. Traditionally game AIs intended to provide

players an opponent or challenge have been done algorithmically using

solutions such as finite-state machines, various pathfinding algorithms,

triggers, sets of predefined, scripted actions and such. While these imple-

mentations can work when done well, they typically simply imitate some

expected behaviour patterns of a real player and do not truly emulate the

actual thought process a real player might go through in a given situa-

tion. As such, their behavior can seem simplistic, near-sighted or break

down in atypical scenarios. In more complex games, the in-game AI is still

generally considered easily distinguishable from a real player.



3.1 Game AI

Improving RTS Game AI by Supervised Policy Learning, Tactical
Search, and Deep Reinforcement Learning

Barriga et al. [2] proposed a new method of using deep neural networks to

select between action choices in Real-Time Strategy (RTS) game AI sys-

tems and conducted a case study investigating its use with DRL in the

modern RTS game Total War: Warhammer by Creative Assembly. The

case study’s AI produced notably higher win rates than known state-of-

the-art machine learning RTS AI solutions. Against the game’s built-in

traditional AI opponent, Barriga et al.’s [2] solution reached over 90% win-

rates in more simple macthes and 82±3% and 77±3% winrates in more

complicates scenarios with various mixed unit types with 3v3 and 6v6

matchups respectively.

Barriga et al.’s [2] setup was of course not flawless, though: For scenar-

ios with more than 3 opponents per side, learning was unstable and as

such the results were poor. Barriga et al [2] presumed it might have been

due to the game environment changing too rapidly with so many play-

ers. When using a hierarchical RL approach, Barriga et al [2] also failed

to obtain obtain good results when training both high-level and low-level

policies or actions jointly, failing to reach over 40% winrates against the

default AI.

The network training methodology in Barriga et al.’s [2] study high-

lighted similarities to real humans learning a game: the best learning

results were achieved by slowly introducing more complicated scenarios

and difficulty as the training progressed. The paper [2] noted that the AI

quickly learned techniques and strategies often used by human players

such as pinning, flanking and using each unit’s unique strengths to their

advantage. This kind of learning inherent to the ML apprioch is some-

thing that traditional game AI methods completely lack. To achieve sim-

ilar results with traditional means, the developer would have to observe

human players and then manually configure state machines, scripts, or

some other action templates to reproduce those behaviors.

Barriga et al. [2] also stated that the ability for a human player to

learn from such an AI’s increasingly complex strategies was a way to cre-

ate more satisfying game experiences. In other words, a DRL-based AI

could learn to perform intuitive strategies not doable with traditional AI



methods and essentially teach those strategies to the human player, dras-

tically improving the experience. Barriga et al. [2] concluded that the

accelerated research efforts in the ML game AI space together with the

availability of frameworks to take advantage of readily available game

replay data would likely revolutionalize both game design and playing in

the near future.

Developing Combat Behavior through Reinforcement Learning in
Wargames and Simulations

Boron and Darken [6] explored the use of DRL in RTS games for achiev-

ing optimal offensive behavior in small tactical engagements. However,

Boron and Darken [6] took a more sophisticated approach to performance

validation. Instead of focusing on the end results of the engagements,

performance was evaluated based on two real-world principles of war —

mass and economy of force. In simpler terms, mass is the the concentra-

tion of forces in the decisive place at the decisive time, while economy of

force means allocating the minimum combat power to secondary efforts to

achieve a superiority in mass. Three RL algorithms were tested; Vanilla

Policy Gradient (VPG), Proximal Policy Optimization (PPO), and Trust

Region Policy Optimization (TRPO). Using said algorithms, four differ-

ent combat models were examined in thee different scenarios in a custom

time-stepped, turn-based simulation.

While Boron and Darken’s [6] results are hard to quantify in relation to

traditional AI as no such AI was used, they found that the AI agents suc-

cessfully employed combat strategies to maximize the two measured prin-

ciples of combat. By varying the learning parameters the AI agents would

switch between favoring mass or economy of force in their behaviour. The

benefits of DRL were highlighted here again, as in traditional AI program-

ming it would be very difficult to impossible to have AI intuitively maxi-

mize such real-world principles of war, especially considering that the bal-

ance of a game can change with updates and so on. It also worth noting

that, depending on the implementation, with traditional game AI meth-

ods, the easy switch between favoring either mass or economy of force

seen here could likely require significant amounts of work in manually

re-weighing and fine-tuning various predetermined actions and patterns.

Boron and Darken [6] noted that for engagements bigger and more com-

plex, evaluation of the AI’s behavior and assessing whether a global per-

formance optimum has been reached becomes increasingly difficult. There



is also a distinction between the concepts of optimal and tactical behaviour

to consider. Due to these factors, Boron and Darken [6] resorted to sim-

pler, smaller engagements but stated that future work would aim to val-

idate performance in larger and more complex sccenarios. It was also

noted that other kinds of missions such as defence or raids should be con-

sidered as well.

Beating the World’s Best at Super Smash Bros. Melee with Deep
Reinforcement Learning

Firoiu et al. [11] demonstrated a DRL-based AI capable of beating pro-

fessionals in the popular retro fighting game Super Smash Bros. Melee

(SSBM) by HAL Laboratory. Contrary to what’s usually seen in most

other fighting game AI research, SSBM is a multi-player game, and as

such features more complex mechanics and a constantly evolving metagame.

For training, Firoiu et al.’s [11] AI was pitted agaist both SSBM’s built-in

traditional AI at the highest difficulty setting as well as itself.

Firoiu et al. [11] found their AI beating the built-in version relatively

quickly with various methods. Depending on the methods used, the DRL-

based AI could either beat its traditional counterpart fair and square or

even employ a relatively unorthodox but impressive multi-step tactic to

trick the enemy into killing itself by falling off the stage. In the case of

professinal players, the AI performed favorably against anyone who was

willing to face it, with a total of 10 top-100 ranked players in the world

having a try with multiple attempts each.

Firoiu et al.’s [11] solution was not without faults, though. The network

used was only trained to play as and against specific characters at once.

Firoiu et al. [11] also did not have success in training the AI with ex-

periences from multiple game character’s points of view. Such attempts

resulted in the networks failing to adapt to different character strategies

and ended with inferior strategies solely utilizing a set amount of basic

actions that were common to the trained characters.

Firoiu et al. [11] also noted that the AI exhibited some strange weak-

nesses, one example being a loophole a player found where the network

would behave very oddly when faced with an enemy crouching at the edge

of the stage, resulting in the AI character falling of the stage. Firoiu et

al. [11] hypothesized that these anomalies were likely due to a lack of

diversity in training, where such odd situations were unlikely to happen.



4 Conclusions

In general, it seems that DRL is not yet, at least widely, in use commer-

cially as an AI solution that could provide real players an opponent or

challenge in a game. While current research seems to be advancing at a

quick pace, it’s lacking in references to any commercial or real-world use

cases. While ML methods have been used for game AI in the past, an

example being integrating the popular game engine Unity with a popular

ML framework [8], DRL has not seen nearly as much real-world use.

Apart from massive scale AI’s such as OpenAI Five [5], most research,

including what was reviewed in this paper, were typically limited in some

scope. As an example, Boron and Darken [6] had to resort to very simplis-

tic engagement scenarios due to training becoming unstable and Firoiu

et al. [11] only managed to train their network to play as and against

specific characters at once. However, in both cases the conclusions were

optimistic in regards to resolving these issues and broadening the scope.

The lack of commercial and other real-world use-cases could be due to

current research only focusing on improving the AI’s general performance

for now. As such the goal is often to simply come up with solutions that

play the best. This is not that useful for commercial game applications

though, as games typically use AI to provide a challenge and thus need

balancing and to adapt to the human player’s skill level. Andrade et al. [1]

describe game balancing as a key feature of subbesful games. The problem

of balancing is described to consist in changing parameters, scenarios and

behaviours in order to avoid the player either getting frustrated at the the

game being too hard or bored because it’s too easy. This is something that

current DRL game AI in research lacks completely.

Another clear issue with commercial DRL use in games is performance.

Excluding various cloud gaming services, games run on consumer devices

with limited power and processing power budgets and capabilities. The

performance impact of running neural networks associated with DRL are

by no means light. In research, these networks are typically run on server

hardware in a highly parallelized fashion with much less worry over per-

formance constraints. As an example, Firoiu et al. [11] used over 50 or

more servers in parallel when training their SSBM AI, and in an even

more extreme case the famous OpenAI Five [5] AI utilized a peak of 1536

graphics processing units in parallel during training.

While there might be optimizations to be made for commercial applica-



tions, there is also the issue that neural network processing is typically

accelerated with graphics processing units. However, in a consumer de-

vice, the graphics processor tends to already be under heavy stress in a

game workload as it’s used for graphics rendering.

The above issues are mostly temprorary though, and overall the future

for DRL use in game AI looks very promising. The issue of taking into

account game balancing is simply pending further research, and game

AI balancing has already familiar topic in traditional RL context, for ex-

ample in the studies of Andrade et al. [1] and more recently Pfau et al.

[19] The issues regarding performance is also simply pending comput-

ing power advancements. In addition, graphics processor manufacturers

have already started including AI-dedicated harware in consumer devices

as well with the example of Nvidia’s tensor cores [9]. Such developments

could get rid of the need to cut back on graphics processing to be able to

do AI computation.

Currently, the main gripe for game studios in regards to seriously adopt-

ing DRL for a game project would likely be the general growing pains of

DRL. As everything related to state-of-the-art DRL AI is so new, it’s also

hard to place expectations on the performance and viability of the solution

without first investing serious effort into it. There is always the danger

that later on when training a network it’s realized that the AI is simply

too unstable like in Barriga et al.’s [2] situation in scenarios with more

than 3 opponents per side. Similarly, the AI might turn out to have some

quirk that makes it unsuitable for built-in AI use, such as the odd edge

crouching issue with Firoiu et al.’s [11] SSBM AI. As DRL and it’s related

technologies are evolving at such a fast pace, there’s also the uncertainty

of an implementation becoming obsolete if some major breakthrough or

improvement is figured out later on. All this uncertainty does not play in

DRL’s favor when game studios consider the commercial viability of any

prospective technologies when starting out a project.

In regards to the impact DRL could have for game AI, Barriga et al. [2]

claimed that the ability to construct DL-based high-performance game AI

systems to act against real players would revolutionize the video game

industry. This makes sense, as in an ideal case developing an DRL game

AI could be analogous to training a human to play a game and then asking

them to perform as the enemy for other players. In terms of training, the

training methodology for DRL networks can already resemble training a

real human as seen in Barriga et al.’s [2] training methodology. In regards



to the AI’s behaviour, the resulting AI’s strategies also tend to already

resemble human gameplay in both their ability and intuitivity as seen in

all of the reviewed papers.

Such a simplistic way of building a game AI is a far cry from the very

manual and labor intensive processes that traditional game AI develop-

ment can entail, especially for more sophisticated ones. It also avoids the

pitfalls that traditional AI can have where the AI needs to be carefully

adjusted if game mechanics change, get added or are removed. In such a

situation, an DRL AI would either be able to adapt without changing any-

thing or at the worst case would need to be re-trained, which is a relatively

repeatable and even automatable process assuming the game mechanics

changes were not too groundbreaking.

With the above in mind, it’s no wonder DRL and other methods in the

ML space are so often seen as the future for AI in general. Considering

the ideal game AI discussed, it certainly seems to apply to game AI as

well. As seen in Barriga et al.’s [2] study, DRL based AI clearly have the

capability to reach and exceed the level of traditional AI. It’s simply a

matter of adapting it to the role of an adjustable and suitably challeng-

ing opponent for real players. What that entails is waiting for these DRL

methods and associated frameworks to mature even further and for con-

sumer hardware to catch up to their requirements.
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Abstract

Serving a Deep Neural Network (DNN) efficiently on a cluster of Graphical

Processing Unit (GPU) is an important problem.

When we think about ML, we usually only think about the great models

that we can now create. But when we want to take that amazing model and

make it available to the world we need to think about all the things that a

production solution requires, including scalability, consistency, modular-

ity, and testability, as well as safety and security.

KEYWORDS: Machine Learning, Tensorflow, Serving, BentoML

1 Introduction

Consider a Reinforcement Learning agent that has to learn how to play

the game of Pong just from the pixels that form a frame of the video-game,

and has to analyze thousands of these images to successfully beat the op-

ponent. The core computations of this workload are Deep Neural Network

(DNN), which are networks of dense linear algebra computations where

several layers of nodes are used to build up progressively more abstract



representations of the data. Graphical Processing Units (GPU) are spe-

cialized hardware accelerators for DNNs that have been used to solve the

complex computations, and in the recent years Tensor Processing Units

(TPUs) have emerged to further increase the computational power avail-

able.

A fundamental problem is therefore to distribute the large incoming work-

load onto the machines whilst improving the workflow of the data scientist

that has to develop models that will be deployed into production.

This paper does not offer novel ML serving algorithms, but instead seeks

to increase the community’s awareness on the importance of designing an

infrastructure that is able tackle the three key challenges of prediction

serving: latency, throughput, and accuracy.

2 What is serving?

Serving is the process of applying machine learning models after they

have been trained.

If we analyze what a typical workflow of a data scientist looks like, we will

notice that the process of deploying models requires additional effort and

attention, which results in them being distracted from their problem at

hand. Apart from that, having many data scientists build and maintain

their own serving solutions means that there may be a lot of duplicated

effort.

All applications of machine learning depend mainly on two stages: train-

ing and inference.

Training is the process of building a model from data, which is often com-

putationally expensive and requires multiple passes over potentially large

datasets.

Inference is the process of using the model to make a prediction given an

input, is typically part of user-facing applications, and must run in real-

time, often on orders of magnitude more queries than during training.

3 Current state-of-the-art solutions of the problem.

Most of the solutions that try to tackle this problem are done using cus-

tom code developed by individual teams for specific use cases, leading to

duplicated effort and fragile systems with high technical debt.



Figure 1. Inference is where capabilities learned during deep learning training are put
to work. Source: [12]

Over the last few years, some companies have tried to develop an in-

frastructure that was able to successfully produce and deploy machine

learning models, such as Clipper [14], a prediction serving system with a

layered architecture that abstracts away the complexity associated with

serving predictions, a set of novel techniques to reduce and bound latency

while maximizing throughput, and a model selection layer that enables

online model selection and composition to provide robust and accurate

predictions for interactive application.

Another team developed Nexus [19], a scalable and efficient system that

operates directly on models and GPUs, instead of serving the entire ap-

plication in an opaque CPU-based container with models embedded in it,

enabling several optimizations in batching and allowing more efficient re-

source allocation.

InferLine [16] was developed as a system which efficiently provisions pre-

diction pipelines subject to end-to-end latency constraints by combining a



low-frequency Planner that finds cost-optimal configurations, with a high-

frequency Tuner that rapidly re-scales pipelines to meet latency Service

Level Objectives (SLOs) in response to changes in the query workload.

Other solutions include: TorchServe [11], designed specifically for Py-

Torch models, NVIDIA TensorRT [4], an SDK build to work the the com-

pany’s own GPUs, and Microsoft Custom Decision Service [13] [5], which

provides a cloud-based service for optimizing decisions using multi-armed

bandit algorithms and reinforcement learning.

Unfortunately, most of them are now deprecated, and Google’s Tensor-

Flow Serving [17] and BentoML [1] seem to be the two most advanced

ones currently available to the public.

In this seminar paper, I will compare the platforms mentioned above to

test their performance while keeping in mind the advantages and dis-

advantages of each, and in the end, try to propose a solution that can

improve the existing solutions.

4 Tensorflow Serving

Tensorflow Serving [10] is an open-source ML model serving project by

Google. It aims to be a lexible, high-performance serving system, designed

for production environments, that facilitates the deployment of new algo-

rithms and experiments, while keeping the same server architecture and

APIs. Tensorflow Serving provides out-of-the-box integration with Tensor-

flow [8] models, but can be easily extended to serve other types of models

and data.

Some of the advantages of using this technology include:

• High performance. It has proven performance handling tens of millions

of inferences per second at Google [9].

• High availability. It has a model versioning system to make sure there

is always a healthy version being served while loading a new version

into its memory

• Actively maintained by the developer community and backed by Google



5 BentoML

BentoML is an open-source platform for high-performance ML framework

for serving, managing, and deploying machine learning models.

The main advantages of the project are:

• Ability to create basic API endpoints for serving trained models

• High-Performant online API for serving with adaptive micro-batching

support.

• Provides support for all major machine learning training frameworks.

• Flexible deployment orchestration that follow DevOps best practices,

such as Docker, Kubernetes, Kubeflow, Knative, AWS Lambda, Sage-

Maker, Azure ML, and GCP.

6 Comparing the two platforms

The two frameworks have been compared using the Fashion MNIST dataset

[2], a dataset of Zalando’s article images—consisting of a training set of

60,000 examples and a test set of 10,000 examples, often used to compare

machine learning models, and used in both Tensorflow and BentoML’s

documentation.

Both frameworks, both written in Python, have some important differ-

ences:

• BentoML has multi-framework support, and is fully compatible with

Tensorflow, PyTorch, Scikit-Learn, XGBoost, FastAI. Tensorflow-serving,

on the other hand, only supports Tensorflow framework as of now, even

though it can be adapted for other frameworks with some workarounds

[6].

• Tensorflow loads the model from a tf.SavedModel format, which means

that all the graphs and computations must be compiled into the Saved-

Model. BentoML keeps the Python run time in serving time, making it

possible to do pre-processing and post-processing in serving endpoints.



• Tensorflow-serving can serve different versions of the same model, which

can be useful when comparing changes during testing.

Some of the code used in the comparison can be found in this GitHub

repository: [3].

7 Possible improvement

MLOps is an emerging field that aims to solve the technical debt that cur-

rently exists in machine learning systems [15].

They consist in a combination of philosophies and practices designed to

enable data science and IT teams to rapidly develop, deploy, maintain,

and scale out Machine Learning models. By following these guidelines,

new versions of the models can be deployed into production constantly

and reliably.

Important improvements could be done in the testing phase of the cycle

shown id Figure 2. The validation of the trained model is still a tedious

task that takes a lot of effort and is prone to error [18].

A specific testing support and methodology for detecting ML-specific er-

rors needs to be established and followed in order to successfully tackle

this problem.

Some of the important type of testing includes:

• Stress tests to ensure that the infrastructure can handle high volumes

of data.

• Model staleness test, to check whether the trained model includes up-

to-date data.

• Checking that the calculated metrics are satisfactory and improve the

previous version of the same model, by measuring both loss metrics,

fairness, and bias.



Figure 2. Proof of Concept MLOps cycle. Source: [7]

8 Conclusion

Concepts such as continuous delivery and integration, immutable infras-

tructure, and serverless computing, have been the focus of DevOps engi-

neers in the last few years, and they can be adapted for the development,

test, and serving of DNNs and ML models.

The so-called MLOps practises are still being designed and refined to this

day, due to how innovative and current they are, but improvements can

already be noticed, even if the practices are still in the early stages of de-

velopment.
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Abstract

Electroencephalography (EEG) classification became important in com-

mercial applications, such as virtual reality (VR). In practice, Machine

Learning algorithms have been commonly deployed, but given the enhanced

accessibility of large EEG datasets and the current trend in Deep Learn-

ing, attention starts to shift towards the applicability of Deep Learning

algorithms. To pave the way for commercialisation of EEG analysis in VR,

a robust and fully automatized approach that is independent from domain

experts is required. This paper provides an analysis of EEG classification

tasks with Deep Learning algorithms, its underlying architecture, and spe-

cific input formulations for training purpose. Reviewed paper used Deep

Learning methods for EEG classification in motor imagery, mental work-

load, cyber sickness and emotional responses. Regardless of the underlying

task type, Convolutional Neural Networks (CNN) has been the most pop-

ular design choice among reviewed papers, followed by Multilayer Percep-

trons (MLP). For both design choices, a description of each specific input

formulation, major characteristics, and end classifier has been performed.

KEYWORDS: Virtual Reality, Electroencephalography, Deep Learning



1 Introduction

In recent years, virtual reality (VR) has been declared as a mainstream

technology [1], and public interest has been increasing as VR technol-

ogy offers opportunities for various commercial, research and industrial

applications. Current VR headsets provide the incorporation of electroen-

cephalography (EEG) sensors. Towards the use of EEG signals within

applications, an automatic classification is required without dependence

on domain experts.

In the last decade, classic Machine Learning algorithms have been adopted

for EEG analysis. Such procedure contains artefact removal, feature en-

gineering and classification for task solving. As Subasi, Abdulhamit and

Gursoy and Ismail [2] stated, independent component analysis (ICA) is

a popular method for artifact removal. A common method for feature

extraction is the use of time-frequency transformation, such as wavelet

transformation. Following extraction, features can be passed as input for

classic Machine Learning algorithms, such as a Support Vector Machine

(SVM). Nevertheless, these methods come with certain disadvantages as

stated by Yue and Wang [3]. First, the accuracy mainly relies on the choice

of feature extraction methods. Second, the process of feature engineering

requires the knowledge of domain experts. Third, the overall performance

of classic Machine Learning algorithm is not satisfying, although features

were correctly identified. As large EEG datasets became more accessi-

ble and high performance graphic processing units were developed, atten-

tion has been drawn towards Deep Learning. The performance achieved

with Deep Learning exceeded those achieved with Machine Learning al-

gorithms.

As such, this paper endeavoured to investigate how Deep Learning may

be used for EEG classification in a VR domain, and provide examples how

these signals can be used to model VR user experience. Therefore, this pa-

per investigates which EEG classification tasks with Deep Learning has

been explored in VR and reviewed their EEG pre-processing methods, ar-

chitecture and performance. The organization of this paper is as follows.

The background section introduces the use of EEG in VR, reviews clas-

sic Machine Learning approaches and recent Deep Learning methods for

EEG classification. The following section outlines signal-acquisition and



data pre-processing. Next, the research highlights will be laid out deal-

ing with Deep Learning architecture trends, followed by a discussion on

design choices and its usage in VR. The conclusion is provided in the last

section.

2 Background

This section reviews the use of EEG in VR and earlier work in machine

and Deep Learning in terms of EEG classification.

2.1 Use of EEG in VR

The application of EEG in VR devices has been examined over a couple

of years within research related to brain computer interfaces (BCI). Focus

has been on interaction monitoring, user behaviour and learning environ-

ment. Using EEG, the hope was to design a VR experience in which the

environment adapts to the user workload. For example, the use of BCIs in

VR has been investigated to achieve avatar control with EEG or to trans-

form the shape of the Avatar [4, 5]. Also, NASA scientists used EEG to

enhance users vigilance and composure during gameplay [6]. Other re-

search has been carried out to adapt games level of difficulty based on

changes in EEG signals [7] or to use EEG signals to keep track of items

that were detected by the user [8]. Nevertheless, major challenges must

be addressed for BCIs in order to grow into an established technology for

VR applications as stated by Lecuyer et al. [9]. Nowadays, companies

such as Neureble and Looxid are developing VR HMDs that come with

integraded EEG electrodes created for BCI, illustrating the successful in-

tegration into broader EEG-based devices. Successfull progress has also

been made regarding EEG to measure user response. Abdessalem and

Frasson developed a VR game for neurological feedback in real-time, clas-

sifying player’s emotional response to adapt scenarios accordingly [10].

Other researchers have used EEG in a clinical environment using mental

workload of users with Autism in a VR driving scenario [11]. To design

a training adaptive system, EEG has been used by Gerry et al. [7] to

monitor mental load during a visual search task. Although this was an

important step forward, there has been little research on the type of tasks

and procedures that should be used for EEG classification in a VR sce-

nario.



2.2 Classic Machine Learning

As Karácsony et al. [12] stated, the majority of current BCI-VR systems

implement Machine Learning (ML) methods to build classifiers, which in-

volves signal pre-processing, feature extraction and classifiaction steps.

Signal pre-processing helps to reduce noise in EEG data and make the

underlying dataset ready for feature engineering. Within this necessary

step, various combination of filter technique are being used. To reduce

noise coming from differences in electrical activity between electrodes,

referencing methods have been applied, such as spatial filter algorithms

like the Laplacian-filter or the Common Average Reference (CAR). For il-

lustration purposes, figure 1 shows the principle of several spatial filter

algorithm for electrode position C3. On the very left side the C3 electrode

is shown with a reference electrode on the earlobe. Next to it, the CAR

method is used, which subtracts the mean value of all electrodes from C3.

In the middle of the figure the principle of the small Laplacian filter is

shown in which the value of C3 is subtracted from the value of the av-

erage surrounding electrodes. The principle is repeated with the nearest

surrounding electrode in the large Laplacian filter on the right. On the

very right side the principle of bipolar derivation is shown, in which the

signal from the one electrode is subtracted to the nearest one.

Figure 1. Different approaches of spatial filter algorithm adopted from [13].

As cited by Tremmel [14] most common classification algorithm in BCIs

are linear classifiers, such as linear discriminant analysis (LDA) or sup-

port vector machines (SVM). Other typical approaches include the use of

KNN and tree-based classifiers, achieving results ranging between 65-

80% [1].

2.3 Deep Learning

Attention in Deep Learning has not been directly drawn to applications

in neural classification given a lack of practicality by a very long compu-

tation time and problems with gradient descent algorithms [15]. With re-



cent development in computational resources neural networks became ap-

pealing, offering a powerful and inexpensive solution and leading to an en-

hanced interest and applications of Deep Learning in the past years. [16].

Recently, significant improvements in performance by using Deep Learn-

ing techniques can be observed in areas, such as images, videos, speech,

and text. As Deep Learning techniques require less domain knowledge

on the data due to its automatic optimization of it parameters [16], appli-

cations in medical imaging were adopted, requiring traditionally expert

knowledge for interpretation [17]. With the appearance of accessible EEG

data sets online, Deep Learning techniques started to get applied to de-

coding and classification of EEG signals that is conventionally correlated

to a low signal to noise ratios and high dimensional data. Regardless

of recent developments current research on BCI systems applying Deep

Learning is very limited and mostly involves non-VR settings, thus fur-

ther exploration of this particular field is required, including optimal pre-

processing methods and architecture design.

2.4 Summary

This section shows that EEG has been successfully used as a tool in adap-

tive scenarios for VR. Current research in EEG classification shifts from

classic Machine Learning methods towards Deep Learning. However,

there is limited research available using EEG in VR settings with Deep

Learning.

3 Measuring EEG

EEG signals contain several overlapping frequencies that can be sepa-

rated by signal processing techniques. The frequencies can be separated

into different bands, these are usually the bands of delta (2-4Hz), theta

(4-8Hz), alpha (8-12Hz), beta (15-30Hz), lower gamma (30-80Hz) and up-

per gamma (80-150Hz) [18]. This section describes the overall approach

adopted in conducting EEG analysis consisting of signal acquisition and

pre-processing steps, each of will be explained in the following sections

below.



3.1 Signal Acquisition

As stated by Tremmel [14], electrodes EEG signal tracking record usu-

ally in a bandwidth of 128-512 Hz, measuring the voltage between scalp

and electrode, which are systematically placed in the target region of the

scalp. In order to compensate for interfering signals, such as those caused

by the heartbeat, reference electrodes are placed on the head, which are

normally placed in expected inactive places, such as the earlobe of the

forehead. It is necessary to fulfill the Nyquist frequency criterion when

recording EEG signals, which requires a sampling rate twice as high as

the expected frequency of the observed signal [14].

The most popular approach to place electrodes on the scalp is the inter-

national standard 10-20 system [19, 20]. The name of the system refers

to the space of the adjacent electrodes, where the distance respectively

10% or 20% of the total right-left or front-back distance of the skull is

covered [14]. Electrodes for workload estimation are usual placed in the

premotor, prefrontal and parietal brain areas, but vary with respect to the

underlying task. [21].

3.2 Filtering

A common pre-processing step is filtering, which is necessary, if feature

classification is based on time frequency domain. As stated by [22] a

widely used filter is a low-pass filter, that passes low frequencies and at-

tenuate high frequencies. The corresponding opposite is a high-pass filter,

which passes high frequencies and attenuate low frequencies. In order to

pass an intermediate range of frequencies, a band-pass filter is used. Also,

a notch filter has been applied in [7], that attenuate only a narrow band

of frequencies. In case feature classification is processed in the frequency

domain, the undesirable frequency band can be ignored by not consider-

ing them as characteristic’s for classification. The majority of reviewed

studies applies frequency domain filters to process the bandwidth of the

aspired EEG signal. A thorough search of the relevant literature yielded

no article, which investigates weather the usage of raw EEG signals is

able to achieve comparable results.



3.3 Artefact correction

EEG data is naturally noisy and can be caused by unwanted muscle ten-

sions, like eye-blinks or body part movements, which challenges the us-

ability of EEG in the context of VR. Artefact correction remains one of

the biggest challenges in the analysis of EEG signals in VR, as it allows

users to move freely and interact with their virtual environment [14]. To

bridge this problem, VR controllers, with additional tracking sensors to

record body movements, offer a pragmatic method that can be used to re-

duce motion induced contamination in EEG as previously achieved in gait

related EEG research [23]. As stated in [22], the most frequent artifact re-

moval algorithms used were independent component analysis (ICA) and

discrete wavelet transformation (DWT). Methods for artefact correction

has been widely investigated by a number of studies in the past, and will

not be repeated in depth within this paper due to the limited scope.

3.4 Feature Extraction

Feature Extraction is the most important prerequisites to build reliable

classifiers and requires domain knowledge and the right techniques. In

the case of cognitive workload estimation, feature extraction techniques

create power band features of the epochs in the desired frequency bands.

Reviewed paper used Fast Fourier Transform (FFT) or Welch’s method.

FFT transforms the data by projecting it onto sinusoidal basis function

which shifts the signal from a time domain to a frequency domain. In

practice FFT is widely used, but it comes with some disadvantages, as

the potential loss of temporal information from data due to stretching

into sine waves [24]. Moreover, the same window size is used to calculate

power in different frequencies, although higher precision can be achieved

by using different windows size for low and high frequencies [25]. The

importance of the window size is emphasized by [26], stating that a non-

optimal width of the window causes poor frequency if too narrow, or poor

time localization that violates the stationary assumption, if too wide. An-

other very widely used method to gain a spectral estimation of the signal

is the Welch method, which is a method that calculates a periodogram for

windowed sections of data using FFT and then averaging these windows

to reduce the variance of the estimate.



4 Deep Learning algorithms

Craik et al. [22] clusters EEG classification techniques with Deep Learn-

ing into the following categories: Convolutional Neural Networks, Deep

Belief Networks, Recurrent Neural Networks, Stacked Auto-Encoders,

Multi-layer Perceptron Neural Network and hybrid architectures. For

the understanding of the reviewed articles, this sections briefly introduces

two techniques used for EEG classification with Deep Learning.

4.1 Multilayer Perceptrons (MLP)

Multilayer Perceptrons, also called Feed Forward Neural Networks, is

a subclass of Artificial Neural Networks (ANN). The neurons within an

ANN can be interconnected arbitrarily in principle. MLPs are ANNs

where the neurons are grouped into consecutive groups or ’layers’ and

only connections between neurons in consecutive layers are allowed (with

some exceptions such as ’skip connections’) [27]. They are called feedfor-

ward as an information passes through the function being assessed from

x, through the intermediate computations used to define f, and at last to

the output y [27]. Each MLP is a network of interconnected units, which

are defined as neurons. The input of a neuron is a weighted sum, which

gets activated through a non-linear activation function. Each layer con-

sists of several individual neurons, whose input is taken from the output

of the previous layer. The layers are piled up on each other to embrace

a more complex MLP. Figure 2 illustrates a MLP with two hidden layers

enclosed by an input and output layer. The word ’hidden’ refers to the fact

that neurons in hidden layers are not directly accessible. The input layer

takes input features, which gets activated by using an activation function.

In contrast to the other layers, it does not contain a non-linear activation

function. The illustrated example has three feature values. The follow-

ing two hidden layers are called fully connected, densely connected layer

or dense layer. Finally, the output layer consists of three neurons, which

are representative for three class classification. Its value represent its

confidence in assigning this data point to its label.

4.2 Convolutional Neural Networks (CNN)

CNNs is a specialized kind of neural network for processing data inspired

by the human visual cortex [28]. Consisting of several layers, a CNN is



Figure 2. Illustration of a Deep Neural Network [?]

characterized by a varying number of convolutional and pooling layers,

with a fully connected layer placed at the output. In general, Convolution

can be done in two or three dimensions, e.g. for images and video, however

to analyse raw EEG data, a one-dimensional Convolution is needed. One

refers to raw EEG data as the time domain. The most important building

block is the Convolutional Layer, that performes covolutional operations

among the image and the kernels, computing the weighted sum of the

patch of the image. Pooling layers aim to down sample feature maps [27].

Another layer is a fully-connected (FC) layer, which gets the feature map

from a previous convolutional or pooling layer as an input, flattened as

a single vector of values. The FC layer has the same mathematical op-

erations as an ANN [27]. An exemplary CNN architecture is illustrated

in Figure 3. CNN framework choices contains kernels regulated using

back-propagation algorithm. Due to a multi folded feature extraction of

different layers and filters, CNN features are robust to spatial transla-

tion [29] and make analysis for task solving possible, such as the correct

representation of cognitive states over different brain zones.

Figure 3. Illustration of a Convolutional Neural Network [30].

5 Research Highlights

This section first details the EEG classification tasks with Deep Learning

found within reviewed papers. Then, the input formulations, and archi-



tecture trends are analyzed.

5.1 EEG classification tasks

EEG classification tasks that have been examined with Deep Learning

can be distinguished in three categories. The classification of emotion

recognition, motor imagery, and mental workload. Emotion recognition

tasks requires subjects to watch video clips, which have been labeled

with a particular emotion by an expert prior to the experiment. Mean-

while EEG signals were recorded, which allows an assessment on emo-

tion recognition. In virtual reality, a better understanding of the user’s

emotion will help to determine, if a particular movement was the in-

tended movement and help computers to enhance their understanding

of the user’s emotional status, which enables further applications.Motor

imagery tasks are related to intended user’s movements, such as the limb

or the tongue, and are often in the context of stroke treatment. Mental

workload classification involves EEG analysis while the subject is in the

process of task solving with variant level of difficulty. Many studies aim

to perform mental workload classification in the context of driving sim-

ulation studies [31], live pilot studies [32], and responsibility tasks [33].

Based on statistical behaviour of pilots and drivers, such as reaction time

and path deviation, mental workload has been classified. Conversely, var-

ious studies classified mental workload for responsibility tasks, for sub-

jects dealing with an increasing number of actions the subject was re-

sponsible for.

5.2 Deep Learning Architecture Trends

This section reviews used EEG classification algorithm with Deep Learn-

ing in the context of VR and its most prominent design frameworks, then

analyzes its characteristics and compare its results.

Looking at Architecture Design Choices, the center of attention is on out-

lining the tendency in creation of specific Deep Learning architectures

used for VR applications, principally its most important characteristic

and end classifier. Among the reviewed papers, the most prominent de-

sign framework has been CNNs. Its most important design choice is the

amount of different layers and kind of end-classifier. The second iden-

tified design framework has been MLPs are composed by a number of



layers and a variety of neurons per layer. With regard to Activation

Functions, across all studies, rectified linear unit (Relu) has been de-

ployed as an activation function unrelated to the initial architecture de-

sign choice. In combination to the Relu activation function the Softmax

and Sigmoid activation function has been used, too. Activation functions

for fully-connected layers can be assembled in subsections, which are non-

classifier fully-connected and fully-connected layers. While the most pop-

ular non-classifier fully-connected applied the Sigmoid activation func-

tion, the fully-connected layers deployed a Softmax activation function.

Looking at the Input formulation by Deep Learning architecture, across

all studies the input formulation differ considerably. In general three

types of input formulation has been identified: Signal values, calculat-

ing features and images. While CNN studies utilized all three types of

input formulation, MLP were distributed only among signal values and

calculated features. Over all studies and architecture types a preferred

choice was towards calculating features. In terms of accuracy, CNN stud-

ies which had images as input were not differ from studies that deployed

feature calculation as inputs. Both input formulation achieved accuracy

over 90% In contrast, raw signals were performing less good and achiev-

ing only an accuracy of 74%.

6 Discussion

The following sections derives recommendations for design decisions on

Deep Learning architectures for EEG classification tasks and usage in

VR. Recommendations are based on the reviewed papers and relate to

classification algorithm, its input formulation and practicality for its use

in VR. Recommendations are not given by tasks as the number of studies

was too low, which is also the main limitation of this paper.

In general a comparison among different architecture design choices, its

accuracy’s and underlying EEG data sets comes with difficulties. More-

over, most studies were designed for different task solving, which effects

the choice of design or input processing. Nevertheless the provided anal-

ysis can assist and encourage future research to make use of Deep Learn-

ing methods in the context of VR and a variety of tasks. When using

CNN for task solving, the use of signal values or images comes with ad-

vantages. The majority of the studies used the maximum available chan-



nels, supporting the assumption that CNN are capable of handling high

dimensional EEG data and size of data sets better compared to other al-

gorithms as stated by Craik et al. [22]. Using images as CNN’s input,

spectograms were the preferred choice, achieving the highest accuracy.

For signal values, the number of convolutional layers vary from three to

six layers. When using MLP for task solving, signal values is the preferred

choice. Similar to CNN, the channels were not limited. As end classifier,

a single dense layer is recommended, which is the most popular choice in

most studies. For the final fully-connected layer in all studies, the softmax

activation function is the preferred choice, while for fully-connected non

classifier layers, the sigmoid activation function is a used.

Despite difficulties of a general comparison, a tendency of a superior per-

formance of Deep Learning strategies compared to classic Machine Learn-

ing algorithms has been found. For exemplary illustration of the perfor-

mance, Table 1 summarizes work on the Physionet EEG Dataset [34]. The

created CNN classifiers performance surpassed classic Machine Learn-

ing algorithms. Therefore, Deep Learning models should be the pref-

ered choice, when it comes to the highest accuracy. Apart from this,

Deep Learning algorithm present an other advantage over classic Ma-

chine Learning algorithm as they have the ability to automatically detect

features, and thus, do not require cumbersome feature engineering or do-

main expert.

Table 1. Overview of works performing classification tasks on the Physionet [34] EEG
dataset.

Study #Channels Max. accuracy Methods

[35] 16 63.62 % SVM

[36] 3 68.21 % Wavelet transform Feed-forward MLP

[37] 9 71.55 % Phase information

[38] 58 72.55 % SVM

[39] 14 80.05 % Random forest

[40] 64 86.13 % CNN

[40] 14 82.66 % CNN

[12] 64 88.50 % CNN

[12] 16 84.13 % CNN

With regard to the implications for VR technology and EEG classification

tasks, reviewed articles illustrated the potential of combining them. This

research is representative for the current desire to enhance immersive-

ness and improve the usability of VR technology. The spectrum of differ-



ent tasks, setups and experiments is high, which is also reflected in the

variety of architectures for Deep Learning classifiers.

7 Conclusion

Researcher in the domain of VR have successfully adopted Deep Learning

methods for EEG classification. The implementation ranges over different

tasks, including mental workload, motor imagery, emotional responsive

and cyber sickness. Among all tasks a popular choice of design framework

are CNNs, followed by MLPs. Significant differences occur with respect

to input formulization, whereas CNN’s performed best when using signal

values or spectrogram as inputs. Further research is encouraged on ex-

tending the number of studies, the implementation of other methods in

the domain of VR, such as hybrid networks, and the assessment of raw

EEG signals, as this has not been sufficiently evaluated.
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Appendix

An overview of reviewed papers is laid out in the appendix. While Table 2

summarizes methods used for pre-processing and signal acquisition, Ta-

ble 3 gives an overview on architecture trends for EEG classification tasks

in the domain of VR.
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Abstract

Multi-user Extended Reality is the collection of hardware and software

systems that enable its users to share, or participate in some sort of virtual

environment. To better understand the state of the technology and what it

is capable of, this paper looks at current solutions and discusses its poten-

tial. The paper introduces the background of the technologies used in the

field of extended reality, and gives an overview of its categories. Then the

paper looks at relevant papers published in recent years to show use cases,

hardware and software solutions, and the industries that can take advan-

tage of the technology. This is followed by a discussion of the benefits,

potential, and disadvantages of these solutions and multi-user extended

reality in general. Finally the paper is concluded with a summary of the

current state and possible future of the technology.

KEYWORDS: XR, VR, AR, MR, extended reality, virtual reality, augmented

reality, mixed reality, multi-user, virtual environments



1 Introduction

Extended Reality (XR) is becoming more and more widely used [1], as the

technologies enabling it mature. XR is an umbrella term, which includes

three distinct categories of technologies: Virtual Reality (VR), Augmented

Reality (AR) and Mixed Reality (VR).

Virtual and mixed reality usually require the user some sort of head-

mounted device that has a display in front of the user’s eyes. Augmented

reality can also be used this way, but there are more accessible alterna-

tives for it, for example a smartphone. With the rise of extended real-

ity came the need for multi-user supported applications. This paper is a

much needed overview of the state of the technology today, its uses, ben-

efits and problems. First, the differences and similarities of the different

categories of extended reality are presented (section 2). This is followed

by a literature review of scientific articles, discussing different use-cases

and applications of the technology (section 3). The discussion section looks

at the problems with current applications as well as the benefits and the

general potential in the technology (section 4). Finally, I summarize my

findings and leave you with my personal conclusion (section 5).

2 The types of XR

The expression extended reality is an umbrella term that includes three

different categories of technologies, with the goal of constructing and dis-

playing some sort of virtual or augmented environments using computer

graphics. The three categories are: Virtual Reality (VR), Augmented Re-

ality (AR) and Mixed Reality (MR).

2.1 Virtual Reality

In Virtual Reality (VR) the user wears a Head Mounted Device (HMD),

which has a screen and appropriate lensen in front of the eyes of the user

[2]. The HMD also contains sensors to track the direction and movement

of the head of the user, and this tracking data is used to adjust the dis-

played projection of the virtual environment. This creates an illusion of

full immersion for the user to place them in a virtual or environment. This

environment can be fully computer generated, such as a videogame, or a

scene captured from the real world using special, 360 degree cameras.



2.2 Augmented Reality

Augmented Reality (AR) takes a virtual object and places it in a real

environment, by overlaying the rendered image of the object on a picture

of the environment [3]. However, in AR the real and virtual parts do not

interact with each other. The hardware required for AR applications is

usually a smartphone, as these devices are widely available and contain

the parts necessary for AR, such as a screen, camera, gyroscope etc. Thus

the goal of the technology is not to be immersive, but to add a few virtual

or augmented elements to the surrounding environment.

2.3 Mixed Reality

Mixed Reality (MR) is sometimes hard to differentiate from AR, as the

basic concept is the same, virtual objects overlaid on the real word [4].

MR, however, uses head mounted devices similar to VR HMDs, but with

the key difference of also letting the user see their surroundings. This can

be achieved by either a special screen that is not enclosed and lets light

through, or having cameras on the front of the device. The virtual scene

is anchored to the real environment, meaning these projected objects are

fixed to their designated space in the real world, or can move relative to

it.

Figure 1. Categories of XR. [5]



3 Current Multi User XR applications

Having multiple users in the same virtual environment opens up new

possibilities and applications for extended reality. This section explores

what use-cases and implementations have been developed for virtual,

augmented, and mixed reality.

3.1 Virtual Reality

The following papers and XR solutions are related to Virtual Reality.

MuVR

For the past few years, VR technology has been maturing rapidly, however

the accessibility of the technology did not increase similarly, especially

for multi-user applications. To address this problem, Jerald Thomas et

al. have developed MuVR, a multi-user virtual reality platform, with the

goal of making it as accessible as possible [6]. The platform uses reason-

ably cheap, off-the-shelf parts to decrease cost and increase accessibility.

The hardware setup is also designed to be portable, self-contained, and

quick to set up. The software solution is based on Unity [7], a 3D com-

puter graphics engine, and any type of virtual environment or application

compatible with it can be loaded and run on the system. Once a server

is created, multiple users can join simultaneously and interact with the

environment and each other.

In conclusion, the platform does not improve on current bleeding-edge

VR technology, but proves that a similar level of performance can be

achieved accessibly.

CoVR

One of the most important reasons to implement a multi-user vr system

is to make interpersonal communication easier for long-distance meet-

ings. This is especially important in the Architecture, Engineering and

Construction (AEC) industry. To make remote meetings of stakeholders

at AEC projects easier and more productive, in 2007, Jing Du et al. de-

veloped a multi-user VR system for this purpose [8]. This system, called

CoVR, works by loading a Building Information Model (BIM) into a cloud-

based game engine, creating a multi user interactive virtual environment.

The stakeholders can then join the environment, where they can carry

out virtual inspections and communicate with each other efficiently using

their environment as visual aid. In other words, the stakeholders can dis-



Figure 2. The components of the MuVR system. [6]

cuss details of a planned building, while standing inside the 3D plans of

said building.

The system was tested with 71 participants, using a real project. The

researchers have found that CoVR has enhanced communication, and

users performed better at building inspection tasks compared to tradi-

tional methods. All of this illustrates that multi-user VR has a great po-

tential in the AEC industry.

Figure 3. The CoVR system in use. [8]

EPICSAVE

Another very important use of multi-user VR is in medical training. In

paramedic training it is hard to prepare for life-threatening conditions

that only happen rarely, such as an anaphylactic shock. To tackle this

problem, Jonas Schild et al. have developed a multi-user VR paramedic

training system called EPICSAVE [9]. In this publicly funded project the

goal was to develop a system where paramedic trainees can practice in a

virtual environment including a patient with simulated symptoms. The

system uses the HTC Vive HMD and controllers and software developed

in-house. In a training situation two trainees work as a team, sharing



the same virtual and physical space to carry out their tasks. Meanwhile,

a trainer controls the virtual environment by, for example, changing the

symptoms of the patient.

The researchers have found that “positive learning experience depends

on a high presence experience which gains from high interactivity and VR

usability”. Furthermore, the lack of standards in VR made development

more difficult, and raised issues with user experience and usability.

Figure 4. The two trainees sharing the physical as well as the virtual space. [9]

3.2 Augmented/Mixed Reality

These papers and XR solutions are related to Augmented or Mixed Real-

ity.

Second Surface

Second Surface, an augmented reality system, developed by Shunichi Kasa-

hara et al. at the MIT Media lab, aims to create an environment for cre-

ative collaboration [10]. This novel multi-user AR application enables

user-generated content, such as 3D drawings or text, to be displayed over

real world environments and also feature real-time interactions. It uses

an image-based AR recognition software called Vuforia [11] to map the

surroundings, and builds a dictionary of data from the surfaces, which

acts like a fingerprint, identifying surfaces as unique objects. These dic-

tionaries are shared with other users through a cloud-based server. The

hardware used for the client side are off-the -shelf tablets, using the touch-

screen and camera of the device. This makes the use of the system easy

and intuitive for the user. Use-cases mentioned in the paper include ex-



planation for objects, describing their role or some additional information.

The researchers believe that this novel system can enable a new form of

interactive communication within cities or buildings.

Figure 5. Multiple users using Second Surface. [10]

ARfract

In the paper Hybrid Augmented Reality for Participatory Learning: The

Hidden Efficacy of the MultiUser Game-based Simulation, Seungjae Oh

et al. discuss how augmented reality can be used to help the scientific

learning process [12]. As part of their research they have developed two

multi-user AR simulations that teach users about light refraction, one in

a gamified way, the other not. The goal was to design an application that

encourages in-depth observations, accepts natural body movement as in-

put and naturally guides the user in understanding scientific phenomena.

The system, called ARfract, uses a hybrid approach, with Meta One, a

pair of see-through AR glasses, and a projector. The simulation supports

two distinct types of multi-user interaction, one between the users, and

one between the users and bystanders. The game based simulation has

a strong cooperative element, with users trying to achieve the same goal

working together, while the non-game version includes less interaction

between users. The experiment was carried out with pairs of participants

either starting with the game based version, then using the non-game

version, or the other way around. The researchers have found that AR-

fract was an effective way of learning about light refraction and the group

of participants trying the game based version first performed better than

the group experiencing the simulations in reverse order.



Figure 6. The ARfact system’s hybrid solution. [12]

4 Discussion

Having looked at a number of a number of research papers exploring the

topic, this section will discuss the benefits and problems of the technology,

based on the papers referenced in the previous section.

4.1 Benefits and Potential

Communication

One of the main benefits of the technology is the potential to enhance in-

terpersonal communication and interaction over the internet, especially

in certain industrial environments. CoVR enables users to share the same

virtual space from different physical locations, and allows them to freely

talk using a built-in VOIP service and point at parts of the 3D build-

ing plan using a virtual laser pointer [8]. Compared to traditional 2D

blueprints or 3D models, this system provides an improved way of commu-

nication, potentially reducing miscommunication, saving time and money

in the process.

Immersiveness

Another benefit of the technology lies in its immersiveness, situations

rarely seen can be reproduced with greater accuracy than ever before.

EPICSAVE is a great example of this [9]. Virtually recreating rare med-

ical emergencies in paramedic training provides a more effective way of

preparing for these situations. Trainees participating in the study were

observed to be more present and more enthusiastic, while also performed

better at the training evaluation test. Furthermore, because paramedics



work as a team, having a multi-user training environment is perfect to

learn cooperation in these situations.

Co-creation and the social element

Multi-user augmented reality applications can tie virtual objects to physi-

cal locations, having the potential to add a new, virtual space to the places

we live our lives. This can be a collaborative creative canvas, like in the

case of Second Surface [10]. Art, in a way, is meant to be shared, and

applications like this bring a whole new dimension to co-created art. On a

personal note, I used to play location-based multiplayer AR game, Ingress,

developed by Niantic Labs [13]. In this game, the player has to physically

travel to places to be able interact with virtual objects tied to that place.

To work toward the goal of the game, players have to cooperate with each

other, both in the real and the virtual world. During my time playing, I

had met several other players, people who I never would have met other-

wise. It motivated me to explore places in my surroundings and admire

buildings, statues and street art. The augmented reality and multiplayer

aspects of the game work together to achieve this unique gameplay, and

the end result is a prime example of what can be achieved with this tech-

nology, in my opinion.

4.2 Problems

Accessibility

While augmented reality apps for smartphones are relatively accessible

nowadays, virtual and mixed reality are held back by the high price of the

required hardware and the limited number of applications for an average

user. Solutions like MuVR try to lower this barrier to entry by taking rel-

atively cheap, off-the-shelf parts and combining them into a more accessi-

ble multi-user VR solution [6]. The problems with MuVR is that it is only

a proof of concept and that while the problem of price is addressed, the

complicated installation process raises usability questions. A more viable

solution could be standalone VR HMDs, like the Oculus Quest or the new

Oculus Quest 2 [14]. These devices have integrated computers capable of

rendering the 3D visuals necessary for VR applications, negating the need

for a powerful and expensive personal computer. Multi-user software can

also be run on these devices, as they also contain the wireless networking

hardware required. Furthermore, the tracking implemented requires no

additional external tracking sensors, making setup even easier.

Usability



Figure 7. The Oculus Quest 2 HMD and controllers. [14]

The other problem with multi-user XR is that the lack of standards cre-

ates a usability problem and makes development more difficult for these

platforms. As researchers from the EPICSAVE project stated, “there are

no standards, yet, so VR systems must be very careful in teaching how

to use them [...] such rough factors in our VR-prototype, which lead to

“breaks in presence” experience and cognitive load (e.g.,communication

and navigation in VE, wired head-sets)” [9].

5 Conclusion

Multi-user XR applications have a great potential in certain industries,

these use-cases are very specific and it is yet to be seen how wide the

adoption of the technology will be in other industries. The problems of ac-

cessibility and usability are greatly holding back the spread of XR, but it

is usually the case with such novel technologies. Interestingly, the techno-

logical advancements in this field are driven by the consumer market and

with the release of increasingly more affordable, highly integrated VR and

AR solutions we will possibly see it appear in more and more industries.
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Abstract

With increasing e-cigarette use and vaping among the youth, there is re-

search interest in the role of social media on nicotine use. This report

reviews methods for coding e-cigarette use and vaping on Instagram. First,

a literature search was conducted and 14 studies on the topic were chosen

for further analysis. Secondly, data extraction was performed on the studies

to summarize methodological information, coding methods, and the coded

categories. The coding methods were found to be dividable in two categories:

human-coding and machine-learning methods. Machine-learning meth-

ods use convolutional neural networks for feature extraction from images.

Feature classification was done using both supervised and unsupervised

machine learning methods. For captions, latent Dirichlet allocation, linear

support vector machines, and logistic regression are used. Finally, the hand-

coded and machine-learning methods are compared in terms of accuracy

and performance. Hand-coding methods are found to code a broader range

of categories than machine-learning methods with more nuanced distinc-

tions, but are limited in the number of codable posts. Machine-learning

approaches are found to be able to code a sufficiently broad set of categories

by combining both image- and caption-based methods with satisfactory

accuracy.

KEYWORDS: Instagram, e-cigarettes, vaping, review



1 Introduction

Instagram is one of the most popular social media platforms among the

youth [3]. Due its popularity, there has been a growing interest in using

Instagram posts for research purposes. Simultaneously, there is a growing

trend of nicotine use among the youth in the form of novel tobacco products

such as e-cigarettes [10]. One approach to study the growth is researching

how the novel products are exposed to the youth on social media. This

requires methods for systematically analyzing the contents of user posts.

In data analysis, coding is used to assign labels to data for consolidating

meaning. In the context of social media, coding can be used to consolidate

meaning from user posts. This can be used to better understand e.g.

sentiment towards novel tobacco products and how they are being exposed

to users. Previous studies [16] have compared different methods for coding

tobacco-related data on Twitter. The purpose of this literature review is

to apply a similar approach and systematically review methods for coding

tobacco-related data, but on Instagram instead of Twitter and limited to

e-cigarette use and vaping.

2 Background

According to The coding manual for qualitative researchers ([19], p. 4),

a code is “a word or short phrase that symbolically assigns a summa-

tive, salient, essence-capturing, and/or evocative attribute for a portion of

language- based or visual data”. For example, the transcript of an inter-

view can be coded by assigning a topic to each sentence. These topics could

then be used to identify patterns in the data based on characteristics such

as similarity and frequency. Hence, coding is analysis and can be seen as a

heuristic to discover new information. This is achieved by not only labeling

existing data, but also enabling linking of the original data. Furthermore,

the codes themselves can be synthesized to form broader categories that

can be used not only to reduce an answer, but also to consolidate meaning.

In other words, coding is a technique that can be used to help analyze and

consolidate meaning from sets of data [19].



3 Methods

For reviewing and comparing different methods for coding Instagram posts

related to novel tobacco products a systematic approach to literature search

and data extraction is needed. The approach chosen is based on a similar

article by Lienemann et al. [16] that compared methods for coding tobacco-

related Twitter data. While focused on Twitter data, the proposed method

is applicable to systematically reviewing coding methods for Instagram

posts as well. The following sections describe how the literature search was

conducted, how the study selection was done from the literature search,

and how data was extracted from the selected studies.

3.1 Literature search

A literature search was conducted in two stages with the first one being in

September 2020 and the second one in November 2020.

In September 2020, the e-article search functionality in Finna was used

(a search tool provided by the National Library of Finland). The search

terms were restricted to include only Instagram-related articles concerning

coding of e-cigarette use and vaping. This was done by formulating the

search query to include any article mentioning Instagram and a smoking-

related term in the title. For selected smoking-related terms, the search

terms used in the Twitter article by Lienemann et al. [16] were used as

base because they were considered to be comprehensive. However, only

a subset of the search terms were finally used to limit the search in this

article to e-cigarette use and vaping. The search term e-liquid* was also

added to include the liquid used in e-cigarette products. The final search

query was formulated as:

"Instagram" AND

(tobacco OR nicotine OR cig* OR smok* OR vap* OR e-liquid*)

This search query returned 24 results.

In November 2020, a second search was conducted to verify the compre-

hensiveness of the first search. The verification search was performed on

Web of Knowledge using the search query:

(TS=(Instagram AN

(tobacco OR nicotine OR cig* OR e-cig* OR electronic*

OR smok* OR vap* OR e-liquid*

)) AND LANGUAGE: (English) AND DOCUMENT TYPES: (Article)}



This search query returned 85 results.

3.2 Study selection

The results of the two literature searches were reviewed to verify that they

concerned coding Instagram posts related to e-cigarette use and vaping.

Out of the 24 articles found in the first literature search, three were

removed for concerning cigars, one for concerning water pipes, and three

for being duplicates. Furthermore, five articles were removed for not

coding posts (instead, they investigated perception by showing posts to

volunteers).

Out of the 85 articles found in the second literature search, 18 results

were removed for being duplicates from the first search, 57 for concerning

unrelated topics, five for being out of scope (concerning water pipes, betel

nets or cigarillos), and three for not coding posts. After removal, two

additional articles were added to the set of studies to review.

3.3 Data extraction

The articles were read to extract methodological information. Method-

ological information was extracted on data collection (date collected, data

collection rate, keyword/hashtag selection, data source), coding methods

(coding method, number of posts coded, number of Instagram users, re-

trieval precision, retrieval recall, and coding agreement), and the coded

categories (categories, based on image and/or caption). The extracted in-

formation is presented in tables 1 on page 5, 2 on page 6, and 3 on page 7.

The tables contents are summarized in the following results section.

4 Results

Coding Instagram posts involves both fetching Instagram posts and the

actual coding. First, the fetching methods used in the reviewed articles

are presented. Secondly, the coding methods are described and their

performance in terms of accuracy is summarized. Finally, the number of

posts coded is compared across the different methods.



Article Date collected Data collection

rate

Keyword selection Data source

[14] May 2017 and October

2017

100 posts per

hour

#eliquid, #ejuice Netlytic

[13] May 2017, October 2017,

March 2018, August 2018,

and September 2018

100 posts per

hour

#eliquid, #ejuice Netlytic

[12] October 2014 Sample from

the period

#ecig, #evape Iconosquare

[4] 2015-10-01–2015-12-31 All posts from

the period

#ecig, #ejuice, #eqliquid, #vape, #vaping, #vapelife Instagram API

[5] 2014-08-01–2015-07-31 Sample from

the period

#cig, #cigarette, #cigarettes, #cigarillo, #cigarillos, #cigs,

#ecig, #ecigs, #hookah, #nicotine, #rellos, #rillo, #ril-

los, #smokeclouds, #smokeselfie, #smokingselfie, #smok-

ingtricks, #vape

Instagram API

[15] "Span of five weeks" 10 posts twice

a week during

random times of

the week

#vape, #vapelife, #vapor, #vapelyfe, #vapeporn, #ecig, #vap-

ing, #cigs, #electroniccigarette

Statigram/Iconosquare

[7] 2018-03-01–2018-05-15 NS #juul, #juuling, #juulvapor, #juulpod, #switchtojuul, #juul-

gang

NUVI

[17] 2018-06-08–2018-08-08 First 1000 posts

per hour

#kandypens Netlytic

[21] 2017, 2018, and 2019 100 posts per

hour during 2

week sampling

periods

2017 and 2018: #vape, #vapenation 2019: #vape, #ejuice,

#eliquid, #vapecommunity, #vapefam, #vapelife, #vapelyfe,

#vapenation, #vapeporn

#TheRealCost

Instagram API

[11] 2019-06-01–2019-10-31 NS #vaping Instagram, scraped

[9] 2019-08-22–2019-09-12 All posts #ejuice Instagram, scraped

[6] 2018-03-01–2018-05-15,

2018-05-16–2018-11-16

Unspecified #doit4juul, #girlswhojuul, #justjuul, #juuhit, #juul,

#juul_university, #juulbabes, #juulbabies, #juulbong,

#juulboys, #juulbreak, #juulcentral, #juulchin, #juulcom-

patible, #juulers, #juulfanatics, #juulfavorite, #juulforsale,

#juulforyou, #juulgang, #juulgirls, #juulgirlz, #juulhigh, #ju-

ulhighschool, #juulhumor, #juuling, #juulinstock, #juuljob,

#juulkit, #juullife, #juullovers, #juulluge, #juullyfe, #juul-

mangopods, #juulmoment, #juulnation, #juulpen, #juulpod,

#juulpods, #juulrealm, #juuls, #juulsjuuls, #juulskins, #juul-

starterkit, #juulstick, #juulvapar, #juulvape, #juulvapes,

#juulvapor, #switchtojuul

NUVI

[1] 2017-11-03–2017-11-17 100 posts per

hour

#ejuice, #eliquid Netlytic

[20] 2012-02-03–2015-04-16 All posts Four e-cigarette brands’ (Blu, NJOY, Logic, and Metro) In-

stagram pages

Curalate

Figure 1. An overview of how Instagram data was collected in the reviewed articles. NS:
Not specified.

4.1 Fetching Instagram posts

The reviewed articles fetch Instagram posts using Netlytic, Iconosquare/

Statigram, NUVI, Curalate, the Instagram application programming inter-

face (API), and by scraping the web version of Instagram.

Netlytic is a tool for analyzing social network posts without programming

knowledge that uses public APIs to retrieve data [18]. In the five reviewed

articles that used Netlytic [14, 13, 17, 1], the post retrieval rate was limited

to 100, 1000 or 10 000 posts per hour. However, support for Instagram was

dropped by Netlytic in 2018 [18].

Iconosquare (previously Statigram) is an authorized third-party website

that allows access to Instagram data [12]. This service was used by two



Article Coding method No. of posts

coded

No. of Insta-

gram users

Retrieval

precision

Retrieval re-

call

Coding

agreement

[14] Hand-coded by researchers May: 500

October: 500

NS NR NR κ = 0.81

[13] Hand-coded by researchers Prewarning:

1,500

Postwarning:

1,000

NS NR NR κ = 0.85

[12] Hand-coded by researchers 85 NS NR NR κ = 0.77

[4] Hand-coded by researchers 2,208 NS NR NR κ = 0.91

[5] Hand-coded by researchers 5,721 NS NR NR Krippendorff ’s

α = 0.91

within the

team

[15] Hand-coded by researchers 900 NS NR NR NS

[7] Sample hand-coded by researchers

Depending on coding category: Logis-

tic regression with L1 regularization;

Linear support vector machine (SVM)

with radial kernel, optimized with grid

search; language-based filter

40,071 5,945 92% 92%

[17] Hand-coded by researchers 1,775 546 NR NR κ = 0.85 −
−0.96

[21] Image: Deep learning; convolutional

neural networks

Text: Tidytext

2017: 22,293

2018: 21,906

2019:

201,703

FDA cam-

paign #The-

RealCost:

46

NS NR NR

[11] Convolutional neural networks;

K-means clustering; VGG-19

560,414 45,232 "Validation

loss of

0.2575 and

validation

accuracy of

90.76%

[9] Hand-coded by researchers 1,936 NS NR NR "70% to 90%"

[6] Sample: Label if content was JUUL-

related

Classification: Linear support vector

machine (SVM)

Analysis: Semantic network analysis

(SNA)

50,817 16,323 > 90% > 90%

[1] Hand-coded by researchers 3481 NS NR NR "70.6% to

89.9%"

[20] Classification: Multinomial logistic re-

gression

Analysis: Discriminant function analy-

sis (DFA)

5022 4 Blu: 91.40%

NJOY: 61.63%

Logic: 50.87%

Metro: 45.55%

NR

Figure 2. An overview of the coding methods used in the reviewed articles. NS: Not
specified. NR: Not relevant.

articles [15, 12] and data retrieval was limited to unspecified samples from

a particular month and 10 posts twice a week during random times of the

week.

NUVI is “a licensed syndicator of Instagram data” [6]. The data collection

rate was unspecified in both two articles that used the service [6, 7].

Curalate is “a visual commerce platform that collects and compiles posts

from brand-owned social media accounts” [20]. In the study that used the

service [20] all posts from the time period were provided. However, the



Article Coding method Categories Image and/or cap-

tion

[14] Hand-coded by researchers 54 non-mutually exclusive coding categories.

Ten topics: Descriptive metadata; user type; user loca-

tion and language; image content; promotional practices

and strategies; product information and flavors; marketing

themes; health and product claims; politics; community and

addiction hashtags

Image and caption

[13] Hand-coded by researchers Instagram user type; post language and user location; de-

scriptive metadata; mentions of age restrictions for purchas-

ing content; political statements and calls for advocacy about

vaping; post visuals, promotional themes, and health claims ;

the nicotine level of promoted e-liquids; the flavors; precense

of FDA-mandated nicotine warning statement language on

post images

Image and caption

[12] Hand-coded by researchers Post metadata/demographics; Healthpromotion and smok-

ing cessation; Use and depiction of e-cigs; Shared iden-

tity/community; Critical of e-cigs

Image and caption

[4] Hand-coded by researchers Activity; Product; Advertisement; Text; Other Image and caption

[5] Hand-coded by researchers Artificat visible; person number; brand name or logo; smok-

ing normally; smoke play; presence of marijuana; anti-

smoking; gender; age; ethnicity

Image and caption

[15] Hand-coded by researchers Customization; juice/flavors/ memes; marketing; celebrities;

health benefits; anti-smoking; models; tricks; marijuana; so-

cial acceptance

Image and caption

[7] Sample hand-coded by researchers

Depending on coding category: Logis-

tic regression with L1 regularization;

Linear support vector machine (SVM)

with radial kernel, optimized with grid

search; language-based filter

Promotion; nicotine and addiction; lifestyle and youth-

related appeals

Caption only

[17] Hand-coded by researchers Theme: User experience; product appearance; promotions;

flavours; other

Type of e-liquid solutions: Cannabis-related solutions;

nicotine-related solutions; aromatherapy-related solutions;

no solutions

User profile: Average Instagram user; Vape vendor;

KandyPens official account; Vaping enthusiast/advocate; In-

fluencer; Other

Image and caption

[21] Image: Deep learning; convolutional

neural networks

Text: Tidytext

Image: Man; Woman; Mod; Pod; E-juice; Other

Caption: Promotions; Flavors; Devices; User experience

Image and caption

[11] Convolutional neural networks;

K-means clustering; VGG-19

E-liquid; e-liquids; e-cigarette; product package; persons;

statement; miscellaneous

Image

[9] Hand-coded by researchers Cartoon; promotional content; cartoon as the company’s logo;

name of the company that used cartoons; Instagram user

engagement data

Image and caption

[6] Sample: Label if content was JUUL-

related

Classification: Linear support vector

machine (SVM)

Analysis: Semantic network analysis

(SNA)

Major clusters: Youth and other tobacco and cannabis-

related content; JUUL and other brand product char-

acteristics; general vape community; promition of over-

consumption

Caption

[1] Hand-coded by researchers Cartoon; logo; promo Image and caption

[20] Classification: Multinomial logistic re-

gression

Analysis: Discriminant function analy-

sis (DFA)

Blu; NJOY; Logic; Metro Caption

Figure 3. An overview of the coded categories in the reivewed articles.

results were limited to posts published by a brand’s official account.

The Instagram API is the official programmatic way to access Instagram

posts and is composed of three different APIs: a legacy API, the Instagram

Basic Display API, and the Instagram Graph API. Which of these three

APIs that is used in the three articles that use “the Instagram API” is



unspecified, but it is assumed to be the legacy API as the graph API was

not released until January 2018 [8]. In the three articles that used the

Instagram API [4, 5, 21], the data collection rate was either specified as

all posts from a period, a sample from the period or a throttled rate of 100

posts per hour during two week sampling periods.

The final approach is scraping data from the web version of Instagram

and this approach was used by two articles [11, 9]. In one of the articles

the data collection rate was unspecified, but in the other all posts from the

specified period were collected.

4.2 Hand-coding by researchers

Hand-coding involves researchers visually inspecting Instagrams post

content and determining what categories posts belongs to based on the

image and caption. In the reviewed articles, coding was usually done

by either one or two researchers on different sets of posts. To validate

consistency, a subset of the posts were typically double coded independently

by two different researchers. By doing such double coding, the consistency

can be quantified by calculating Cohen’s kappa (κ). Cohen’s kappa is a

measurement that varies between 0.0 and 1.0, where a score of 1.0 indicates

perfect agreement. The agreement in the reviewed articles varied between

κ = 0.77 and κ = 0.96. If interpreting κ values of 0.61–0.80 as good and

0.81–1.0 as very good [2, 16], one of the articles specifying Cohen’s kappa

are considered good and four as very good.

In one article [5], hand-coding was split into multiple teams that coded

different subsets of the posts. For measuring agreement within teams

Krippendorff ’s alpha (α) was used and measured to be α = 0.91, which was

considered by the authors to be a high level of agreement.

4.3 Machine learning methods

Machine learning methods for coding Instagram posts can be applied

on both the images and on their captions (text). The following sections

compare the machine learning methods that have been used on images as

well as on text.

Image: Convolutional neural networks

Convolutional neural networks (CNNs) can be used to extract features

from images. The features can then be used to determine class of the

image, i.e. the image is coded. Coding images using CNNs has been done



by Ketonen and Malik [11] and Vassey et al. [21].

Ketonen and Malik [11] used VGG-19, a particular CNN architecture,

to predict a class label (a category) for each input image. The class la-

bels were determined by extracting large set of features using VGG-19

pre-trained on ImageNet data, reducing the feature set using principle

component analysis (PCA), and clustered using k-means clustering with

k = 7. The clustering yielded seven distinct classes (e-liquid, e-liquids,

e-cigarette, product package, persons, statement, miscellaneous) that were

then predicted using the final CNN. The authors achieved validation loss

of 0.2575 and validation accuracy of 90.76 %.

Vassey et al. [21] used Inception v3, a CNN trained by Google on the

ImageNet dataset. The CNN was fine-tuned using the image results from

querying Google Images and Instagram for the six identified classes (man,

woman, mod, pod, e-juice, other). The fine-tuned model achieved validation

loss of 0.32 and validation accuracy of 90 %.

Text: Latent Dirichlet allocation

Latent Dirichlet Allocation (LDA) is a method for finding patterns in

collections of text and attempt to group the texts by topic. In the context of

Instagram posts, the texts are the captions associated with a post. Vassey

et al. [21] used captions by extracting the most frequently used keywords

(ignoring stop words such as the) using R’s Tidytext package and grouped

the extracted keywords using LDA. The grouping resulted in 50 topics

that were by hand identified as four different themes: promotions, flavors,

devices, and user experience.

Text: Linear support vector machine

Linear support vector machines (SVMs) are supervised machine learning

algorithms used for classification. Czaplicki et al. have used SVMs for

classifying posts based on the captions in two different articles [7, 6]. In

both articles the authors used SVMs for data cleaning by determining

whether posts were related to the JUUL brand or not (a particular brand

of e-cigarettes). The performance of the classification had a precision and

recall of 0.92 and 0.92 in the first article [7] and "> 0.90" in the second

article [6]. Furthermore, the first article [7] also used SVMs to determine

whether posts contained youth content or not. For this, the classifier

precision was 0.83 and the recall 0.70.



Text: Logistic regression

Logistic regression can be used for modeling the probability of a binary

outcome given an input. Czaplicki et al. [7] modeled the two binary out-

comes of whether a post contains promotional content or not and whether

a post contains nicotine and addiction-related content or not. This was

done by constructing two logistic regression models based on human-coded

training data with L1 regularization to reduce overfitting. For promotional

content, the model achieved a precision of 0.84 and a recall of 0.84. For

nicotine and addiction-related content, the precision was 0.81 and recall

0.70.

Multinomial logistic regression extends the use case to more than two

outcomes. Vandewater et al. [20] used multinomial logistic regression to

predict by whom a post had been published from four different e-cigarette

brands (Blu, NJOY, Logic, and Metro). The input to the model was based

on a document-term matrix with the captions and the frequency of words

within the captions. The model was found to correctly classify 91.40 % of

Blu posts, 61.63 % of NJOY posts, 50.87 % of Logic posts, and 45.55 % of

Metro posts.

5 Discussion

The results show differences in how Instagram posts are fetched and

how posts are coded. The following sections discuss the performance of

Instagram post fetching, how the resulting categories differ between the

different coding methods, and their accuracy.

5.1 Instagram post fetching performance

Instagram post fetching performance varies greatly between the reviewed

methods. The worst performing method is limited to 10 posts twice a week

while the highest performing methods are able to fetch all posts from a

given period. In the reviewed methods, fetching all posts was achieved both

by using the Instagram API and by scraping the web version of Instagram.

However, none of the methods utilizing a third-party service (Netlytic,

Iconosquare/Statigram or NUVI) achieved this (Curalate did, but was

limited to posts by a particular brand’s official account). Hence, the results

suggest that the desired approaches for fetching the highest number of

user posts is by using the Instagram API or scraping the web version of



Instagram.

5.2 Coded categories

The types of coded categories differ depending on whether human-coding

or machine learning is used. Within machine learning methods, the coded

categories also differ depending on whether images or captions are used.

In general, the reviewed human-coding methods achieve more categories

with a median of nine categories compared to four categories for machine

learning. Human-coding is also able to recognize nuanced distinctions

such as “smoking normally” vs “smoke play” and the presence of models or

celebrities, nuances that the reviewed machine-learning methods do not

demonstrate. On the other hand, human-coding is limited in the number of

posts coded with 2500 posts being the median, while the reviewed machine-

learning methods code a median of 50817 posts. The highest number of

posts coded with machine-learning methods is 560414 compared to 5721

with hand-coding.

Within machine learning methods, image-based coding is able to distin-

guish between the presence of e-liquid(s), e-cigarettes, packaging, persons,

statements, men, and women. Concerning these categories, the reviewed

caption-based coding methods capture “statements” (similar to “promo-

tion”), but are limited to “devices” more broadly and do not code gender

at all. However, coding the categories “flavors”, “user experience”, “nico-

tine and addiction”, and age (“youth lifestyle”) is unique for caption-based

methods.

Coding accuracy is high for both hand-coding and machine-learning

methods. All hand-coding methods disclosing agreement in terms of Ko-

hen’s kappa achieve scores that are generally considered good or very good

[2]. The machine-learning methods disclose precision accuracy ranging

between 83 and 91 %, the only study with significantly worse results is

the method using multinomial logistic regression to estimate e-cigarette

brands based on captions with as low as 45.55 % precision for the worst

performing brand. This suggests that the reviewed method is not sufficient

for coding for brands, but that the other reviewed methods for coding posts

based on either images or captions are sufficiently accurate.



6 Usage, review limitations, and directions for further research

Researchers interested in studying e-cigarette use and vaping on Insta-

gram can use these findings either to find previous studies on user behavior

or as an aid to choosing an appropriate coding method for new studies. For

the latter, the final table 3 listing the coded categories is the entry point

for finding methods that cover the desired categories. Then, the second

table 2 can be used to compare the methods used and their performance

(both number of posts coded and precision). Finally, the first table 1 can be

used to identify an approach to fetching Instagram posts and relevant key

words to use in the search.

This study is limited to the search results found from the used search

queries, which means that there may be additional studies on the topic

that were not found. Furthermore, studies on other tobacco products were

excluded from the review and further research could expand the scope to

cover a broader range of tobacco products such as hookahs and cigars.

Performance comparison between different studies is also limited. This

is due to the methods using varying categories as well as different data

sets of Instagram posts to code posts. Further research could standardize

a set of categories and Instagram posts and use the coding methods from

the selected studies to better evaluate how their performance compares to

each other.

7 Conclusion

Previous research on coding e-cigarette use and vaping on Instagram

can be divided into hand-coded methods and machine-learning methods.

Hand-coded methods rely on researchers assigning user posts to categories

manually. Machine-learning methods use either images or captions. For

images, convolutional neural networks are used to extract features from

images and for feature classification both supervised and unsupervised ma-

chine learning methods are used. For captions, latent Dirichlet allocation,

linear support vector machines, and logistic regression are used.

Hand-coded methods are able to code a slightly larger number of cate-

gories than machine-learning methods with more nuanced distinctions, but

are limited in the number of posts they are able to code. Machine-learning

approaches are able to code a broad set of categories by combining both

image- and caption-based methods with satisfactory accuracy.
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This review paper researches capacity planning methods used in the cloud,

fog and edge computing and reviews their feasibility and limitations in

vehicular fog computing.

The increased number of IoT applications has created a demand for more

communication and computation capacity at the edge of the network. The

IoT applications, such as vehicular applications, require low latency and

high bandwidth in order to succeed in their latency-sensitive tasks. Vehicu-

lar fog computing is a fog computing architecture that uses mobile vehicles

as carriers for fog nodes which has been enabled by the vehicle-to-vehicle

and device-to-device communication technologies. Vehicular fog comput-

ing enables on-demand resource distribution cost-efficiently at the edge of

the network.

The researched capacity planning methods have shown to be promising

but with some limitations. The capacity planning method should consider

changes in traffic between various areas at different times so resources

could be distributed to areas according to their needs. Profiling require-

ments of different tasks were shown to be promising for vehicular fog com-

puting because it had the potential to also bring improvements to the net-

working side while using 5G.



1 Introduction

The usage of Internet of things (IoT) has increased quickly in the last

decade. IoT refers to a concept where various devices are connected to the

Internet interacting with each other [3]. Along with the IoT, cloud com-

puting services have become more and more popular. Cloud computing

has provided on-demand services that IoT devices require. These ser-

vices can be for example computation, storage and communication ser-

vices. However more and more IoT applications require low latency but

cloud computing cannot guarantee it since the distance between IoT de-

vices and centralized data centers grows at the edge of the network which

increases the latency and leads to worse quality of services (QoS). For

example latency-sensitive tasks of self-driving cars require a lot of com-

puting power and communication capacity in the interest of making safe

decisions [14].

Fog computing can help to solve the above problem. Fog computing

refers to an architecture where application services are hosted at the edge

of the network as close as possible to the end-users reducing latency and

optimizing bandwidth usage [12]. Compared to cloud computing’s central-

ized architecture, fog computing uses a decentralized architecture that

brings services to the edge where the data is generated and used [4].

Recently fog computing has been expanded to vehicular networks which

is called vehicular fog computing. Vehicular fog computing refers to a fog

computing architecture where fog nodes are installed on mobile connected

vehicles [14]. The main strength of this architecture is the mobility of fog

nodes. It enables on-demand resource delivery cost-efficiently at the edge

of the network.

There are three decisions that must be made when designing fog com-

puting architecture [13]. Where should the fog nodes be installed? How

requests are routed from end-user to fog node? How many fog nodes

should each data center hold? Vehicle-to-Vehicle (V2V) and Device-to-

Device (D2D) communication technologies enable vehicles to serve as fog

nodes which provides more possibilities [14]. But also the possibility of

deploying fog nodes as static roadside units should not be neglected. Com-

munication between end-users and vehicles is handled using V2V or D2D

communication technologies as stated previously. The third question is



more complicated. Should the fog nodes be deployed on buses and taxis

as proposed in work [14], to all vehicles or what kind of vehicles? How

much capacity should each vehicle carry, and do they have homogeneous

fog nodes or do some vehicles carry more powerful fog nodes.

Since the research in fog computing and vehicular fog computing is still

at its infant age, this paper researches capacity planning methods in the

cloud, fog and edge computing. Then it reviews their feasibility and limi-

tations in vehicular fog computing.

This paper is organized as follows. Section 2 presents the architecture

and the challenges of vehicular fog computing. Section 3 presents basic

concepts used in capacity planning, related work for capacity planning

methods used in cloud, edge and fog computing, and finally feasibility

and limitations of presented methods in vehicular fog computing. Section

4 discusses observations of section 3 and finally, section 5 concludes the

paper.

2 Vehicular fog computing

2.1 Architecture

Architecture for vehicular fog computing is composed from different lay-

ers; data generation layer, fog layer and cloud layer [5] [8]. Figure 1 shows

a basic architecture for vehicular fog computing.

End users

End users can be anyone from vehicles to pedestrians to other road users.

Generally, for vehicular fog computing, end users are smart vehicles. Smart

vehicles generate data with their sensors (e.g. cameras, radars and GPS).

The estimated amount of data collected by a smart vehicle is 25 GB/h in

a single day [5]. Smart vehicles can process some of the collected data but

their computing capacity is limited. In this case, they can offload their

tasks to the fog layer for processing or other purposes which is enabled by

the V2V and D2D communication technologies such as 802.11p [1].

The fog layer contains fog nodes that act as a middleware that processes

the collected data and reports the processed data back to end-users and

to the cloud server. Fog nodes can be deployed into static roadside units

or mobile vehicles. Currently, much of the research has focused on how

vehicles could be utilized as a carrier to deploy fog nodes. Y. Xiao et al.



[14] proposed a vehicular fog computing model where fog nodes are de-

ployed on buses and taxis which allows the fog nodes to move along with

the changing traffic. M. Sookhak et al. [11] present the vehicular fog

computing architecture where computing power of parked cars could be

utilized by surrounding end-users.

Cloud servers

The Cloud layer consists of centralized cloud servers. In some cases, fog

nodes upload the data to cloud servers for additional processing or stor-

ing purposes. The Cloud layer also enables backing up important data

uploaded by the fog layer.

Data generation layer Fog layer Cloud layer

Generate data 
and offload it to fog layer.

Process the
received data.

Additional processing,
storing and backing up.

Figure 1. Architecture for vehicular fog computing [5].

2.2 Challenges

The traffic keeps changing over time and between different areas. It can

be unpredictable at times due to car accidents or some other unpredictable

events. This is a major challenge for capacity planning in vehicular fog

computing because QoS drops instantly when there is not enough capacity

at the edge [14]. But then also there should never be too much capacity

since it increases the cost.

One challenge is managing computation capacity. The cost for computa-

tion should be minimized, the tasks should be managed and distributed

among the nearby vehicular fog nodes [4]. The non-latency-sensitive ap-

plications can be deployed on the cloud but the latency-sensitive applica-

tions should be deployed on the vehicular fog nodes.

There are also challenges in managing communication capacity. The re-

liability of wireless and cellular networks is challenging especially when

fog nodes and end-users are moving simultaneously. This causes changes

in network topology which leads occasionally to uncertain connections be-

tween vehicles. [14] Also, wireless and cellular networks might not cover

all the areas and their bandwidth has limited capacity which should al-



ways be taken into consideration.

3 Capacity planning

The goal of capacity planning is to optimize the number of vehicular fog

nodes while maximizing the QoS and minimizing the cost of infrastruc-

ture. In addition, capacity planning is also used to find optimal specifica-

tions for nodes e.g. whether to use nodes with more computing power or

storing capacity.

There are two types of latencies that must be taken into account when

doing capacity planning for vehicular fog computing; the processing time

of the fog node and the networking time from end-user to fog node. Pro-

cessing time depends on factors such as the configuration of hardware,

the queuing of the end-users, the requirements of vehicular application

etc. The networking time depends on direct and indirect factors. Directly

it depends on factors such as the offloading time, bandwidth strength etc.

Indirect factors are for example velocity, the distance between the end-

user and the fog node, density of users connected to the same fog node

and data traffics [13].

3.1 Self-Adaptive Cloud Capacity Planning

Y. Jiang et al. [7] propose a self adaptive capacity planning method for

cloud computing. They use historical data of requests to create provi-

sioning and de-provisioning estimations. In provisioning estimation, an

over-estimation led to increased cost due to idled resources, and an un-

derestimation led to worse QoS. In de-provisioning estimation, an over-

estimation led to worse QoS and an underestimation led to an increased

amount of idled resources. For both estimations, they calculated the cost

of idled resources and the cost of service-level agreement (SLA) penalty

which happens when the QoS violates the predefined agreement. Through

experiments, they demonstrated that their method can significantly re-

duce the maintenance cost of the cloud environment with their capacity

planning method.

The cost of the SLA penalty might be too hard to estimate since there

is no practical deployment. On the other, the cost of idled resources can

be estimated as long as the historical data can be provided. However,

this might also be challenging since vehicular applications are not yet in



mainstream use. The method does not either consider the networking side

in capacity planning which could be a limiting factor. Still, this method

could be quite feasible in the future when historical data can be provided

and fog computing services become more popular.

3.2 Capacity Planning of Fog Computing Infrastructures under
Probabilistic Delay Guarantees

I. Stypsanelli et al. [13] propose that capacity planning in fog computing

can be presented as a Mixed Integer Linear Programming (MILP) prob-

lem. MILP problem refers to a problem where some of the variables are

bound to be integers while others are allowed to be non-integers. They

showed that by minimizing the probability where the processing time of

the microdata center and the networking time of the request is greater

than the maximum acceptable processing time, can be formulated as a

MILP problem. The results of their experiment showed that notable cost

savings can be obtained using this method.

This method is designed for fog computing hence it could be utilized in

vehicular fog computing. But still, there is one major limitation. When it

comes to vehicular fog computing, there should also be planning on how

many vehicular fog nodes should be distributed into different urban ar-

eas. One of the strengths that vehicular fog computing provides, is mobile

fog nodes which enables the service provider to control the number of fog

nodes via vehicles between different areas. In order to use this strength

fully, the predictions and models of future traffic should be made. With the

help of the traffic models, the algorithm could be used separately for dif-

ferent areas in order to find the optimal capacity for vehicular fog nodes.

3.3 QoS-oriented capacity planning for edge computing

M. Noreikix et al. [9] propose a capacity planning method for edge com-

puting where they use a knapsack algorithm in order to minimize the ca-

pacity. They research a hybrid edge cloud where the traffic is divided be-

tween edge nodes and the cloud. To determine resource requirements for

applications, they profile different tasks and use benchmarking tools. For

profiling, they determine what kind of resource demands various tasks

have. For example, do the tasks have a need for CPU, GPU or both.

They also profile demands for networking latency and bandwidth. Using

this information and the knapsack algorithm, they determine what tasks



should be executed at the edge or in the cloud and the required capacity

estimation for the system. The results show that executing the latency-

sensitive tasks at the edge improved QoS and the non-latency-sensitive

tasks could be executed in the cloud without reducing QoS.

This method could definitely work for vehicular fog computing. The

profiling of tasks could yield to improvement in QoS because then the

latency-sensitive tasks could be executed at the edge and the non-latency-

sensitive tasks could be offloaded to the cloud. Especially the task offload-

ing to the cloud could be beneficial as all the applications do not require

minimal latency. Besides, the profiles of tasks could help to decide what

kind of configuration of hardware is needed for fog nodes. Nevertheless,

the presented method has the same limitation as the method presented

in section 3.2 which means that the predictions and models could be very

useful.

4 Discussion

A lot of research in fog computing has already focused on finding optimal

locations for fog nodes at the edge of the network [15] [6]. For vehicular

fog computing, it is not important to find exact locations for vehicular fog

nodes but rather it should be focused on finding the optimal density of

vehicular fog nodes in specific areas at different times of the day.

S. A. A. Shah et al. [10] present an overview of the 5G building blocks in

the context of vehicular communication. According to the article, vehicles

will have benefits from 5G at the application and system levels. Also,

the usage of 5G with technologies, such as mobile edge computing, was

shown to fix some of the deficiencies of 802.11p. However, the benefits

of 5G could only be obtained as long as requirements for the vehicular

applications were well defined.

5G shows a lot of promise in the context of vehicular fog computing.

As cellular networks are moving towards 5G, it means that profiling the

tasks of vehicular applications for capacity planning as in the work [9]

could be very beneficial since benefits on the networking side can also be

achieved. The data rate of 5G is also peaking at least 1Gb/s [2] which also

benefits vehicular applications since they can generate gigabytes of data

for processing.

Predictions and models for future traffic would definitely be helpful for

capacity planning. The current research, especially works [13] [9] re-



viewed at sections 3.2 and 3.3 could very well be utilized for capacity

planning in vehicular fog computing if the amount of end-users were well

defined between various areas at different times of day. Although fog

nodes could be installed on vehicles such as busses and taxis as in work

[14] which could guarantee enough capacity during rush hours and also

during more quiet hours. Nevertheless, it might lead to too much or too

little capacity at the edge of the network if the fog nodes were installed

on every bus and taxi. The models of future traffic might help to decide to

what extent capacity is need because using only busses and taxis might

lead to over or underestimation of capacity.

Service providers promise often good QoS around the clock but for ex-

ample, during the night there might be very little or no traffic at the edge

of the network. Then it might not be efficient to distribute vehicular fog

nodes to those areas at those times because the chances are that there is

very little or no traffic at all. In these situations, the option of deploying

fog nodes to static roadside units in addition to mobile vehicles should

be considered. This option could be an easy and efficient way to guaran-

tee the minimum required capacity at the edge. Then vehicular fog nodes

could be distributed to different areas on demand according to their needs.

5 Conclusion

This paper reviewed different capacity planning methods used in cloud,

fog or edge computing and it researched their feasibility and limitations

in vehicular fog computing. Vehicular fog computing is still a visionary

concept and capacity planning for it is still at its early stages. Current re-

search on capacity planning in cloud, fog and edge computing can be uti-

lized for vehicular fog computing but nevertheless, they have their limita-

tions. Ever-changing traffic makes it more difficult to utilize these meth-

ods because the capacity plan has to be optimized between different areas

around the clock.

Current research for capacity planning in cloud, fog and edge comput-

ing has already shown promising methods. As for future work, there are

many directions where to go. A capacity planning method that utilizes

predictions and models for future traffic should be researched and also

the option of deploying fog nodes into both static roadside units and ve-

hicles should be researched as it might be a convenient way to guarantee

minimum capacity at the edge of the network. Also profiling different



tasks for capacity planning appears to be promising since improvements

to the networking side could be achieved, especially while using 5G.
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Abstract

Run-time attestation is a security service which enables a trusted party

(verifier) to authenticate information about the execution state of software

running on a remote device (prover). Run-time attestation for embedded

systems is a topic actively researched in recent years. Although different

attestation schemes for resource constrained embedded systems have been

proposed by researchers, there are few comparative research about the pro-

posed solutions. This seminar paper conducts a literature survey of avail-

able solutions for run-time attestation and presents a comparison of their

advantages, limitations, design and implementation technique as well as

their performance.

KEYWORDS: remote attestation, embedded system security

1 Introduction

Embedded systems are ubiquitous in people’s life. They can be anything

from mobile phones to automotive systems, from medical devices to crit-

ical infrastructure, and even smart light bulbs. Several major cyber at-

tacks [15, 13, 3], especially the Mirai botnet launched in 2016, made se-



curity concerns about embedded systems urgent.

Due to limited resources available to embedded systems, many security

solutions feasible on general-purposed computers or data centers, are not

suitable for embedded systems. According to the Internet Engineering

Task Force (IETF), minimal resource required by Class-1 IoT devices are

10kB RAM and 100 kB Flash memory [4].

Remote attestation of embedded systems is a prominent security mea-

sure that enables a trusted party: the verifier, to verify if software on

another device: the prover, is in a particular state.

Solutions for remote attestation can be based on either static features,

such as measuring the program binary, or dynamic features, which de-

scribe the behavior of target program at run-time. Static features based

attestation authenticates the integrity of the loaded program binary. Dy-

namic features based attestation can carry out verification of operational

behavior based on the run-time state, such as control flow, number of loop

iterations and so on.

The goal of this paper is to conduct a literature survey of available run-

time attestation solutions for special-purpose and resource-constrained

embedded systems. Solutions surveyed in this paper includes C-FLAT

[2], LO-FAT [10], ATRIUM [22], LiteHAX [9] and OAT [21].

The paper is organized as follows: Section 2 describes background in-

formation as well as basic terminology and adversarial models. A survey

of selected run-time attestation solutions is presented in Section 3. After

that, Section 4, which is the main contribution of this paper, contains the

comparison and evaluation of available solutions. Finally, Section 5 offers

concluding remarks based on the survey.

2 Background

In this section, we present relevant background information and termi-

nology related to embedded systems security.

2.1 The state of Embedded Device Security

Attacks such as Stuxnet discovered in 2010 and the Mirai botnet launched

in 2016 put embedded systems security into the headlines of mass media.

The landscape of embedded systems security are described by [24, 12].

Attackers are motivated by the data collected by embedded devices as



well as the combined computing and network power by massive numbers

of vulnerable devices. With more and more embedded devices connected

to the internet, the internet connectivity removes the physical access re-

strictions for adversaries. Research [8, 5] shows that vulnerabilities in

firmware may lead to run-time exploitation.

2.2 Adversarial Methods

As mentioned in section 2.1, the connected embedded systems attract at-

tackers. Here we introduce a few attack methods.

Return-oriented programming (ROP) [20], which is a type of code reuse

attack. ROP corrupts memory during target program execution [19, 23].

ROP dynamically generates malicious code by chaining together code snip-

pets of benign code without injecting any malicious instructions [23]. They

modify the heap and stack of target program to divert execution flow. ROP

attack can be utilized both in x86 architecture [20] and embedded proces-

sor [14].

Control-data attacks alter control flow of target program.

Non-control data attacks [6] do not alter control flow, instead, they cor-

rupt application data such as user identity, configuration data and deci-

sion making data. These types of attacks corrupt program data, but not

code pointers [18]. The attacked program can execute permissible but

higher privileged control flow which is not intended for this program’s

run-time state. Chen et al. [6] showed in 2008 that these types of attacks

are realistic.

Data-oriented programming (DOP) [11], is an attack to simulate expres-

sive computations on the program memory, without exhibiting any ille-

gitimate control flow [11]. In DOP, the adversary carefully corrupts non-

control-data to build up sequences of operations without modifying the

program’s control flow [18].

2.3 Run-time Attestation

As shown by Figure 1, run-time attestation is typically implemented via

a challenge and response protocol between a verifier and a prover [2]. The

protocol works as following steps: 0) Verifier carries out one off-line mea-

surement of the program to be attested and stores the result. Necessary

features such as control flow information, value of critical variables, num-

ber of loops during the execution of program are measured. The measured



Figure 1. Run-time Attestation Protocol in General

features can be represented compactly by hashes. 1) Target software is de-

ployed to the prover. 2) When attestation is requested, the verifier sends

desired input and a nonce (for freshness) to the prover. 3) The prover loads

target program into memory for execution. 4) The prover executes the

program with received input, as well as potentially additional malicious

input. 5) Corresponding features during the execution are measured by

the prover. 6) Then the prover signs the measurement result represented

by hash and the received nonce with it’s private key as an attestation re-

port. The report is sent back to verifier. 7) The verifier authenticates the

report with prover’s public key and nonce. The measurement value from

received report is compared with off-line measurement for verification.

2.4 Standard Assumption

We have basic assumptions when discussing run-time attestation for em-

bedded systems.

• Critical information such as private key of prover, attestation scheme

code, etc are well protected inside trust anchor.



• We consider solutions for software-only attacks in our survey with an

exception of ATRIUM [22].

2.5 Path Explosion

The hash measurements over all control-flow and data-flow events will

result in a combinatorial explosion of the number of valid hash measure-

ments, even if without considering the order of execution and iteration

counts for loops [9].

3 Survey

This chapter summarises run-time attestation solutions surveyed in this

survey paper. We elaborate the strengths and weaknesses of the selected

solutions. We focus on comparison of run-time attestation solutions for

resource-constrained embedded devices in this survey. So run-time attes-

tation proposals based on Trusted Platform Module (TPM), which are too

complex and expensive to deploy on embedded devices, are not included

here.

Other commonly seen solutions such as control-flow integrity (CFI) [1],

code-pointer integrity (CPI) [16], code randomization [7, 17], which can

detect control flow attacks but can not provide any extra information. are

not included in this survey neither.

Following sections describe the selected solutions for this literature sur-

vey.

3.1 C-FLAT

C-FLAT [2] is the abbreviation of Control-FLow Attestation for Embedded

systems software.

This scheme measures execution path with a fine-grained control flow

measurement. It is the first control-flow attestation scheme ever proposed

and implemented [10]. Execution flow is measured by recording taken

indirect branches. C-FLAT provides protections against certain level non-

control data attacks which redirect the control flow to a high-privileged

routine. These kinds of protections can not be provided by CFI.

C-FLAT also has limitations. 1) Software binary instrumentation is re-

quired by the scheme. This instrumentation requires compiler support



and leads to lack of legacy software support. 2) There is high performance

overhead on prover devices. 3) This scheme is prone to CFG refactoring1

(if without binary integrity check) 4) C-FLAT can not detect data only at-

tack which does not modify control-flow [21] 5) Hash measured on prover

device may not be verifiable at verifier due to program path explosion is-

sue [21].

3.2 LO-FAT

LO-FAT [10] is the abbreviation of Low Overhead control Flow ATtesta-

tion in hardware.

This scheme is the first practical hardware-based approach to control-

flow attestation [10]. Granularity of control-flow tracking (ie. max num-

ber of branches to track per loop) is configurable for a light weight version

of LO-FAT.

Source and destination address pair (Src, Dst) of each executed branch

instruction is measured during the target program execution at prover.

Other information including auxiliary loop metadata about executed path

in each loop, order of first occurrence of each executed path, iteration num-

ber per loop path, indirect branch target are measured as well to describe

the run-time state of the target program.

Because recording of run-time information is performed by a separate

hardware in parallel to the prover’s main processor, the attestation per-

formance is improved.

Heuristic in how to distinguishing backward branches is provided by

LO-FAT: non-linking backwards branch is loop, because subroutine calls

usually update link-register.

3.3 ATRIUM

ATRIUM [22] is the abbreviation of ATtestation ResIlient Under Memory.

It is the first scheme to address physical attacks towards prover’s mem-

ory without instruction set extension or code instrumentation [22]. This

scheme can detect if the code in memory is replaced by adversary. The

code replacement can be achieved for example by splicing in new memory

with malicious code on memory bus. The detection is done by attesting

executed instructions that extracted from the execution stage of processor

pipeline.

1https://github.com/xoreaxeaxeax/REpsych



ATRIUM is inspired by the above surveyed 2 schemes with considera-

tion about TOCTOU2 problem, as one of the author for ATRIUM is also

co-author for C-Flat and LO-FAT.

Executed instructions and control-flow path are measured by ATRIUM.

Hash values of loop paths are calculated separately from that of non-loop

code segments to avoid the path explosion issue.

Comparing with LO-FAT, ATRIUM reduces overhead by removing loop

measurement information from on-chip memory to a content-addressable

memory (CAM). Hash values are still stored at an on-chip dedicated mem-

ory.

With the conclusion reached, the authors of ATRIUM also agree with re-

gards to LO-FAT that for obvious performance reasons, attestation based

on recording every executed instruction is not practical. It is recom-

mended to apply executed instruction attestation to pre-defined security-

critical code regions.

3.4 LiteHAX

LiteHAX [9] is the abbreviation of LIghTwEight Hardware-assisted At-

testation of program eXecution. It is the first run-time attestation scheme

that verifies both control flow and data flow of target program for Reduced

Instruction Set Computer (RISC) based embedded devices. It can detect

attacks which do not modify control-flow of the target program on prover.

Data flow attestation is based on the intuition, that for RISC architec-

ture, all known and reported DOP and non-control data attacks only cor-

rupt memory load and store operation. Detection of data-flow attack is

achieved by a short digest of memory access operations.

The representation of the prover’s control flow is encoded by a bitstream

and sent to verifier during the execution, which enables continuously

monitoring of the target code execution on the prover. Instead of compar-

ing measured run-time states with pre-calculated hash measurements,

LiteHAX carries out attestation by performing symbolic execution and

data-flow analysis constrained to activated segment of the control flow

graph of the target program. Thus, execution path explosion problem is

mitigated by restricting the attestation scope.

In the proof of concept implementation, dynamic symbolic execution is

2https://cwe.mitre.org/data/definitions/367.html



implemented on top of a Python framework angr3. CoreMark4 was used

for performance evaluation.

There is limitation of symbolic execution. Theoretically, symbolic execu-

tion may fail to resolve a symbolic expression which is required to gener-

ate data memory access [9].

3.5 OAT

OAT [21] is the abbreviation of Operation ATtester.

OAT introduced a new property, "Operation Execution Integrity (OEI)",

which is a new security property for embedded devices. OEI covers the

integrity of both control-flow and critical data-flow of the target program

execution.

There is no need for verification engine at verifier to pre-compute the

path. Verification engine uses a disassembler5 to disassemble the target

binary and carries out an abstract execution.

Control-flow integrity of target program is measured with the combina-

tion of hashes of back-ward edges in control-flow graph and the execu-

tion trace of 3 different types of forward-edges (direct jump, conditional

branch and indirect transfers) in control-flow graph. Verifier carries out

attestation by abstract execution of the binary code guided by forward-

edge traces. Thus OAT reduces the amount of information needed for

verification.

Data-flow integrity is measured by the define-use consistency of criti-

cal data, to trace if the value of critical variable at use is same as the

value at previous define. Hence it reduces the overhead of checking ev-

ery memory-write instruction. Beside, data integrity is only enforced for

critical variables.

Obviously, binary instrumentation requires compiler support and the

scheme does not support legacy software. Beside these two limitations,

developers are required to define the scope of operations and to annotate

critical variables.
3http://angr.io/
4https://github.com/eembc/coremark
5http://www.capstone-engine.org/



C-FLAT LO-FAT ATRIUM LiteHAX OAT

ROP a

Non-control data b

Control-flow c

Path explosion d

Compiler support e

HW support f

Table 1. Comparison of conducted run-time attestation solutions

asymbol indicates the scheme is effective under return-oriented programming
attack
bsymbol indicates the scheme is effective under non-control data attack
csymbol indicates the scheme is effective under control-flow attack
dsymbol indicates the scheme can limit the impact of path explosion problem
esymbol indicates the scheme requires compiler support for binary instru-
mentation
fsymbol indicates the scheme requires custom hardware extension

4 Comparison

In this section, we present the result of our comparison of the surveyed

run-time attestation. We aim to compare the chosen measurement tech-

niques of each scheme, as well as their respective adversarial models of

each scheme with each other.

The following aspects are compared: 1) Under which adversarial mod-

els do they remain effective, 2) how each scheme is designed and imple-

mented, 3) and the underlying hardware platform for proof of concept im-

plementation. This survey does not compare the performance and over-

head of each solution.

Table 1 provides an overview of each attestation scheme. It shows com-

parison about 1) what kind of attack can each scheme detect, 2) does the

target software application need instruction instrumentation at compile

time, 3) and does the scheme solve the execution path explosion problem.

We can see from Table 1 that the surveyed scheme either needs com-

piler support for binary instrumentation or needs customized hardware

extension support. Techniques for information measurements have been

developed over time to limited the impact of combinatorial explosion of

the state space.

Table 2 compares techniques how each scheme handles loop measure-



ment and the choice of hash algorithm. Hash algorithms are either black-

2 family implementation or SHA-3 family implementation.

For loop measurement, C-FLAT treats loops as subroutines. LO-FAT

hashes each loop path once and keeps a loop iteration counter for each

unique loop. ATRIUM splits loop into separate segments from basic con-

trol flow. LiteHAX utilizes symbolic execution and data flow analyse con-

strained to the current active execution segment. OAT treats loop condi-

tion variables as critical data and assert it with data integrity.

Loop Handling Hash Algorithm

C-FLAT as subroutine Blake-2

LO-FAT loop path (Src, Dst) + loop counter SHA-3 512

ATRIUM loop path (Src, Dst),+ loop counter + depth Blake-2

LiteHAX every executed instruction SHA-3 512

OAT hybrid scheme (loop variables) Blake-2sa

Table 2. Comparison of Loop Information Measurement and Hash Algorithm Choice

aoptimized for 8 - 32 bit platform

Table 3 compares what hardware platform are used for the proof of con-

cept for each scheme, as well as the corresponding trust anchor. Prototype

of C-FLAT and OAT are implemented on off-the-shelf hardware, while

others use custom hardware extensions.

Hardware in PoC Trust Anchor

C-FLAT Raspberry Pi 2 (ARM) TrustZone A

LO-FAT RISC-V Pulpino + Virtex-7 FPGA Custom HW Extension

ATRIUM RISC-V Pulpino + Virtex-7 FPGA Custom HW Extension

LiteHAX RISC-V Pulpino Custom HW Extension

OAT HiKey (Kirin 6220 ARM A53) TrustZone A

Table 3. Hardware for Proof of Concept Implementation

5 Discussion

We conducted a literature survey on 5 prominent run-time attestation

solutions for embedded systems.

From the above surveyed solutions, we conclude that measurement of

execution states is the main challenge in run-time attestation. Different



techniques have been proposed, with corresponding advantages and limi-

tations.

The measurement requires computation tasks. These tasks can be per-

formed with off-line supports such as binary instrumentation by compil-

ers or during run-time with additional hardware extensions support like

others.

Attestation schemes also have to handle the execution path explosion

problem during measurement of execution states. This is an inherent

problem from target program execution. Different approaches has differ-

ent scheme to limit the impact from path explosion.

Swarm attestation of large amount devices is a challenge which is not

included in this survey.
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Abstract

Technology is penetrating everyday lives at an accelerated rate, it is essen-

tial to understand how the modern smart devices can provide benefits to

the users while ensuring their safety from the inherent security challenges

associated with the internet. This paper will discuss the fundamentals of

IoT, how IoT can contribute in improving lives, and a brief analysis on

the negative aspects of increased exposure to the internet that can lead to

potential harm.
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1 Introduction

The Internet of Things (IoT) is a recent communication paradigm that

envisions a future in which the objects of everyday life will be equipped

with microcontrollers, transceivers for digital communication. These dig-

ital objects will be able to communicate among themselves as well as with

the users, becoming an integral part of the Internet [2]. People commu-

nicate with the medium of internet using their personal computers and



smartphones but it is about to change because of IoT. Internet is going to

become much more immersive and pervasive. Transformation is happen-

ing in many key industry and service sectors because of the technological

advancements IoT is bringing to the market such as, Smart Governance,

Smart Mobility, Smart Utilities, Smart Buildings, and Smart Environ-

ment [1].

In recent decades, consumer electronics became popular in almost every

household, hospital, educational institute, and workspace all around the

globe. Most of the users will lose if not already the track of the number of

items they own containing a microprocessor and integrated circuits [3].

In the near future, an average person will have hundreds of devices

capable of collecting information, communicating over the internet, and

they will become a part of the routine life. At present, it is difficult to

imagine living without smartphones as users have become too dependent

on the easy to use and valuable services. In the future, these IoT sensors

and devices will become an extension of the five human senses making it

hard to move away from the benefits provided by them.

The Usability and fast adaptation of these devices are dependent on the

user interface and user experience that these devices offer. Fast response

time and correct information are essential for the system to seem realistic.

We will discuss some of the major use cases and potential risks involved

with these technologies is further detail.

First section discusses the internet of things, Section 2 deals with the

different use cases in benefits of these smart devices. Section 3 and 4 are

related to the potential safety risks and how can these risks be avoided by

following the best practices. Finally, the last section will conclude the pa-

per based of the advantages and disadvantages analyzed in the previous

sections.

2 Use cases of IoT

IoT is penetrating almost every field of human life just like the transfor-

mation caused by personal computers in the past few decades. We will

discuss some key fields that are transforming by microprocessors.



2.1 Entertainment

Drones, Smart Bulbs, connected speakers, and smart home entertainment

systems are a few examples of the contribution of IoT in this industry.

Data collected by the devices and sensors help users in getting more per-

sonalized interaction with the content and companies can produce and

target directly to the personal preferences. When interacting with smart

TV with the help of voice commands, rewinding, fast-forwarding, muting,

paying attention to the content by not talking to one another, the TV can

analyze and extrapolate the personal preferences without the need of an

explicitly input [18]. As the gap between a person and their digital self

closes, users will be offered more personalized services by the service pro-

vides, and as a result, customer satisfaction will improve.

2.2 Farming and Agriculture

The concept of drip irrigation [19] is continuously gaining popularity as

the swear consequences of the climate crisis are starting to show up. Mois-

ture sensors in the soil and software-controlled watering systems and

helping us achieve maximum yield with the least amount of water from

agricultural lands that are prone to swear droughts. Drowns are used to

spray the fields with pesticides and technology is also playing a great role

in quality control and effect transportation of food items with short shelf

life.

2.3 Medical and Health

Wearable devices available in the market can measure blood oxygen level,

hearts electrocardiogram, heart rate, SpO2 level, stress level. In the fu-

ture, these devices will have considerable more capabilities. A watch on

the wrist with GPS and cellular connectivity can call emergency services

in case an accident or the person losing consciousness.

Cardiac arrest (is a sudden loss of blood flow) is one of the prime factors

for a breathing disorder [7]. Mild cardiac arrest can be identified using an

echocardiogram [7]. Wearable devices equipped with necessary sensors

can detect such conditions in advance and inform the emergency contacts

and nearby medical services to save lives.

The contagious disease such as corona virus spread when infected asymp-

tomatic person is coming in proximity of healthy people; as a result the



virus is transferred without any detection. In order to track and notify

people about the possible exposure to virus, smartphones and wearable

device equipped with low energy wireless radio are used to keep track of

people who are coming in contact with one another, and later the same in-

formation is used to notify for possible exposure. As a result, a seemingly

difficult problem of tracking the invisible virus is resolved by a small piece

of software installed in the existing devices.

Assisted living is a concept where technology helps people in the trivial

tasks of everyday live specially in senior care. Elderly can communicate

with their loved ones with a click of a button. Caretakers can monitor and

respond to their needs instantaneously. Medication management is done

digitally, and it eliminates the possibility for human error there where

it is critical for a patient to strictly follow the prescribed medicine. The

human body has multiple different physiological signs that can be mea-

sured: from electrical signs to biochemical, human bio-signals are possible

to be extracted and be used to better understand the bodily health status

and reaction to external factors [8]. Passively monitoring these vital signs

with the help of wearable devices can save lives of critical patients.

2.4 Security

Drone technology, security cameras, and facial recognition technology help

security agencies fight crime and make the neighborhoods safer. Small

inexpensive quadcopter drones can fly loge distances and can be used in

rescue operations.

Digital forensics is the process of identification, extraction, and docu-

mentation of computer evidence which can be used by security agencies

to track down criminals and help the process of justice [22]. The devices

are tracking activities and logging them with time stamps that can be

used to reconstruct the timeline of different events, serving as evidence,

or for validating the statements made my the witnesses in the court of

law.

2.5 Energy

The energy demand is growing exponentially, and the world is in a period

of transitioning from the sources of energy generation that burn petro-

chemicals to a better reusable and sustainable future. It is necessary

to improve the efficiency of the energy consumption processes and tech-



nology is playing an essential role in achieving that. Governments have

recognized a need for modernizing the electric energy system and estab-

lishing such Smart Grids around the world [4]. Tools such as Autobidder

uses advanced machine learning algorithms to decentralize the electric

grid.

Sensors are used on the roads to detect traffic and accordingly turn the

road lights on when needed. In the houses, the smart thermostats con-

trolled by artificial intelligence knows when owners will arrive home and

efficiently set the temperature just in time and save electricity.

2.6 Transportation

The transportation industry is also benefiting heavily from modern de-

vices. Data shared by the users driving all over the globe help us see

real-time traffic information that is crucial for planning our routes and

reaching out destinations on time. Traffic police can monitor traffic from

the control room and redirect drivers automatically. Cameras and sensors

can detect traffic rule violations and penalize the drivers electronically.

Traffic lights are controlled according to the traffic on the road, digital

road signs and smart navigation devices provide warning and suggestions

in advance to make driving safer.

In the future, people will be driven by autonomous vehicles that make

use of advanced artificial intelligence. There are various semi-autonomous

features already introduced in modern cars such as, lane-keeping, auto-

matic braking, and adaptive cruise control are based on such systems. It

is predicted that most companies will launch fully autonomous vehicles in

the coming years. The future of autonomous vehicles is an ambitious era

of safe and comfortable transportation [6].

3 Potential risks of IoT

Given the functional requirements of privacy, maximal anonymity might

not be practically useful for individuals and could circumvent account-

ability. Privacy is a universal requirement that enables individuals to

maintain different types of interactions, for some individuals the conse-

quence of a breach of privacy protection could be psychological or physical

harm, including death [5].



3.1 Data Breach and Hacking

With increasing amounts of data being generated and stored in a vari-

ety of environments, the probability of a breach in the security of our

databases is also increasing. Data will become increasingly more valu-

able. Basic personal information that is usually termed as useless in the

hands of criminals can be life threatening.

3.2 IoT Botnets

IoT botnets are a group of hacked computers, smart appliances and Internet-

connected devices that have been co-opted for illicit purposes [13]. Hack-

ers gain access to these devices and wait for the right time to plan and

execute a target attack or sell the access on dark web. A DDos attack

happened in 2016 that took many of the top websites down, including

Twitter and Pinterest. The attackers used more than twenty-five thou-

sand CCTV cameras from ninety-five different countries to generate more

than fifty thousand web requests per second, as a result the servers were

overloaded, and it took hours for the services to get restored [11].

Hackers can create artificial spikes on the electric grid by switching on

the high energy appliances at once and cause widespread blackouts that

can follow by large scale vandalism or target attacks on the valuable in-

frastructure when the security and surveillance systems are shutdown

because of the break in electricity supply.

3.3 False Digital Evidence

Digital devices log events from the begining of the day to the time the per-

son goes to bed, every single activity is recorded. The digital alarm device

knows when the wake up alarm was set, The smart bulb in the wash-

room, every time the smart fridge is opened, the smoke detector in the

kitchen, smart door lock, smart car, social media feeds, check-ins, use of

digital payment methods, digital communications, and all the scheduled

appointments in the digital calendar, every single thing is generating a

digital trails. If a malicious entity wants to plant a false evidence against

an innocent person, altering the logs and adding false information can

turn that person into a suspect of a serious crime.



3.4 Wardriving

It is a process of geotagging different wireless access points that can later

be used to identify the location of any digital device connected with them

[10]. The location can later be used for targeted attacks. Suppose there

is as unsecure IoT device in a network and someone can remotely gain

access. Unauthorized access and location data from publicly available

achieves obtained from wardriving can be combined. The attacker can

exploit such vulnerabilities possibly deactivate the security system and

unlock the smart door locks and steel valuable items without any alarm

going off.

3.5 Tracking and Spying

The technology used to track the exposure to Corona Virus can also be

used by malicious entities to trace anyones movements and social con-

nections. A small low energy Bluetooth device can log the unique media

access code address of any other Bluetooth enabled device that comes in

its vicinity. With a little correlation analysis and analytics with the in-

formation form other digital service, someone can extract movements and

social connections of the subject and start to exploit in numerous ways.

The cameras, microphones, and other very sensitive sensor suite in the

electronic devices can allow someone to track the user’s moments from

a distance. The private communications, banking details, personal data,

and preferences can be stolen and processed without victim’s knowledge.

Such detailed information can be used to generate behavioral models that

can predict a persons future decisions, and it can also be used in a targeted

campaign to brainwash masses use them to nefarious purposes with them

realizing that they are being used. Cambridge Analytica was a company

that specialized in changing the opinions of general public using volumes

of data and running targeted advertisement [17].

3.6 Safety of Children

The toys for little children equipped with wireless radios antennas that let

them connect with the apps on the smartphones and sometimes directly

to the cloud services. Lack of awareness about cyber security and un-

willingness of manufacturers to invest in enhancing the security of these

relatively inexpensive toys leave out children vulnerable. Several years



ago, a smart doll named Cayla was banned in Germany because it of its

potential of being used as a spying tool, as it had a built-in microphone

and the ability to transmit data wirelessly [9].

3.7 Ransomware

Cyber criminals can hold the victim’s important personal or business data

by encrypting it, locking users out of their own devices and charge you

ransom for returning the data back. Sometimes business must pay mil-

lions for dollars to regain access to their data back from these criminals

[15]. Attackers would ask for payments in crypto currencies resulting in

minimizing the possibility of law enforcement agencies tracking them.

It is always a better to invest in enhancing the security infrastructure of

business, hospitals or governmental organizations then to wait for a secu-

rity breach. A ransomware attack can be triggered with a single phishing

email, a pop-up or a message with embedded code.

3.8 Privacy

One of the main concerns regarding the adaptation of modern technology

is the amount of data being collected by large corporations about the per-

sonalities, habits, likes, and dislikes of their consumers. Every internet

user has a digital footprint that is going to live forever on cloud servers

somewhere in the world. These companies know more about us then we

know ourselves and it is an alarming situation. The targeted ads that

naive internet users cannot resist, personalized content recommendation

encouraging to keep consuming content have damaging effects on human

brains. The world has become a global village and human beings are be-

coming increasingly isolated in their digital bubbles.

The privacy should be everyones right and companies should be regu-

lated with sensible privacy laws. Sensible privacy refers to the combina-

tion of privacy tradeoffs between privacy and usability and privacy and

accountability [5].

Identity theft, damaging reputation, targeted attacks, black mailing are

few of the examples of the potential attacks after the invasion of someones

privacy.



3.9 Governmental control

In some parts of the world, the tyrannical governments are controlling

every aspect of the lives of their citizens. The idea of freedom is lost.

You cannot communicate with anyone without governmental agencies lis-

tening and analyzing to the conversations [21]. Data generated for IoT

devices can be misused by the corrupt elements as a result the user suf-

fers.

4 How to be safe

Information and cyber security should become a part of education from

an early age because in the future our personal information is going to

be our most valuable assert and as the value of information grows the

probability of attacks also grows in proportion. Human beings are the

weakest link in any cyber-attacks [14]. A vast majority of internet users

lack digital health training and are unwittingly exposing themselves to

easily avoidable risks [14].

Kids are spending time on the internet and being exposed to all kinds

of treats. They are the naïve targets of attackers would encourage them

to click on links to get free games of win prizes. It is reasonable to teach

them about cyber security at schools along with other essential subjects.

4.1 Use UpToDate software

The old devices with no security patches are the easiest target of attach.

Regularly updating to the latest software version. Avoid using devices

whose support period as passes and they do not receive security updates

from the manufacturer.

4.2 Avoid buying unsecure devices

If an IoT device is inherently unsecure by design or the company making

the device is not committed to providing security of its customers in order

to save cost or any other reason, such products should be avoided.

4.3 Use separate network

Sometimes the data in a small inexpensive device is not so valuable so

the manufacturers do not invest as heavily on the security side as they



should. But the vulnerability in that particular device can compromise

the whole network providing an gateway to important sensitive personal

data moving on the network, so it is a good practice to use a separate

network for your IoT device from other more important gadgets.

4.4 Periodic Backups

It is a good practice to take periodic backups of your critical data and

software, which not only help you restore operations after a cyber-attack

about also protect you from other unexpected events such as hardware

failures or natural disasters.

5 Conclusion

The privacy is as important as usability of IoT devices. It is important

for governmental organizations to standardize frameworks that ensure

safety and security of internet users. Unsecure devices should not be al-

lowed to enter the market. Although the usability of these devices suffers

when privacy is insured but it is necessary to find a balance between the

two.

Once the security and privacy concerns are addressed the benefits of

integrating everyday lives with smart devices that can monitor a per-

son’s health, wellbeing, provide security, and automate the trivial daily

tasks will out way the short comings and will lay a foundation for the

widespread adaptation where life without these devices will become un-

desirable.
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1 Introduction

This paper is a literature review on the topic of distributed and parallel

rendering. The research is focused particularly on rendering in games

and mixed reality (XR). Furthermore, cloud gaming is discussed, as it is

in close relationship with the before mentioned topics. As these topics

focus heavily on real-time rendering, 3D modeling and other non-real-

time rendering is left out of the scope of this paper.

The main solutions discussed here consist of different approaches to im-

plementing rendering pipelines for distributed remote systems. To elab-

orate, the possibilities of asynchronous lighting processing and megatex-

ture processing are examples of methods discussed in this review. These

methods are evaluated and compared, and the paper discusses the impli-

cations and possibilities of them.

This paper also provides examples and presents discussion on existing



solutions and commercial services utilizing parallel and distributed ren-

dering. Such examples are Google Stadia, GeForce SLI and GeForce Now

by NVidia, AMD Crossfire and Vulkan by Khronos Group. Two of these,

Stadia and GeForce Now, are discussed more in detail. The main research

method used in this paper is reviewing and comparing existing solutions

and research.

2 Background

As user expectations on high fidelity graphics are constantly increasing,

the hardware requirements of devices are also increasingly expensive.

User experience is diminished when they are required to run applications

with reduced graphical fidelity or if they are forced to experience input

lag. Furthermore, users with mobile devices or low-end hardware may

not be able to utilize the applications with high-end graphical demand at

all. [12, p. 10] [13, p. 255]

One approach on solving these challenges is to utilize remote parallel

rendering. The most common method is to divide the tasks required for

the application and sending the calculation-heavy parts to a server, where

they are again divided by multiple parallel computing units, Graphic Pro-

cessing Units (GPUs) in this case. Utilizing this method enables the client

to focus on the tasks most crucial to user responsiveness. [13, p. 255]

The next subsections provide basic background for both parallel ren-

dering and remote rendering individually and the reasons and problems

behind these topics are discussed.

2.1 Parallel rendering

Graphical computing is very calculation intense. For example, a virtual

reality application requires substantial amounts of floating point opera-

tions executed frequently [14, pp. 1-2]. Newest top-of-the-line graphic

cards today are capable of performing tens of trillions of floating point op-

erations per second (Teraflops, TFLOPS). However, this computing power

may always be surpassed by adding graphics complexity. This is why de-

manding applications may utilize rendering clusters of multiple GPUs.

Parallelism in rendering may occur on different levels simultaneously.

A single GPU utilizes parallelism between its cores. However, cluster-

ing multiple GPUs and utilizing them in a single application further en-



hances the performance. In a cluster of GPUs, the rendering task is split

between the GPUs and then synchronized after each individual GPU has

completed its task [9, p. 2].

One method of utilizing GPU parallelism is utilizing more than one GPU

in one computer. There exists technologies such as NVidia SLI [10] and

AMD Crossfire [4] which may be utilized in multi-GPU system to paral-

lelize rendering. [18, p. 114].

2.2 Remote rendering

Regardless of the current state of top-of-the-line GPUs, most of the con-

sumers are utilizing substantially more limited graphical processing ca-

pabilities. Examples of this are mobile and laptop users. Remote ren-

dering might offer these users a solution for using high fidelity graphics

applications, as it does not require the clients to possess a powerful GPU.

In a system utilizing remote rendering, a server performs the rendering

and conveys the output to another device displaying it to the user. When

the connection between the server and client device is interactive, the user

is able to feed input into the client device, which in turn sends it to the

server. The server then proceeds to render the output based on the input

and then sends it back to the client device to be displayed to the user. [15,

p. 1] Main hindrance in this setting is latency. The user experience is

greatly diminished if the input latency rises above a certain level. [7, p.

1]

3 Parallel remote rendering

When rendering graphics in a parallelized remote system, the different

parts of the pipeline may be distinguished into two parts: front end and

back end. Front end contains the application and the scene to be rendered.

The back end contains a master computer and a number of slave comput-

ers. [9, p. 2] In this communication between these two parts, the sorting

of geometry primitives may be performed in different stages of the process

[9, p. 2] [14, p. 2]. This section explains the functions of these parts and

discusses different approaches to the sorting of geometry primitives.



3.1 Geometry primitive sorting

Geometry primitives are the simplest geometric units the system may

process. When rendering, the system is required to sort the primitives

and calculate their effects regarding the output image [14, p. 2]. This

sorting may occur in different stages during the process. Three methods

of sorting discussed here are: sort-first, sort-middle and sort-last [14, p.

2].

Sort-first approach distributes the primitives for processing units dur-

ing the geometry processing [14, p. 3]. The color buffer of the image is

divided into sections and distributed arbitrarily for the processing units

[9, p. 2] [14, p. 3]. The basic concept is simple, but problems occur, if

a primitive is located between the regions assigned to different process-

ing units. In this case, these primitives are redistributed. However, this

causes overhead. [14, p. 3] After each slave processing unit has com-

pleted their rendering task, they return their color buffers to the master

processing unit, which then combines them resulting in the final image.

[9, p. 2]

Sort-middle approach conducts the distribution of primitives in the mid-

dle of the pipeline, after geometry processing, but before rasterization.

The parallel processing units then rasterize the regions of the output im-

age dedicated to them. [14, p. 3] This method allows the passing of light

rays, when using ray tracing techniques, enabling increased graphical fi-

delity [3].

Sort-last approach distributes the primitives in the end of the rendering

pipeline. The rasterized image is divided in regions and distributed to the

processing units, where the pixels are computed from the samples. [14,

pp. 3-4] [17, p. 458] This approach requires the system to convey the

depth buffer in addition to the color buffer. The depth buffer is used to

determine the visibility of the final pixels. This requires more bandwidth

between the processing units. [9, p. 3] [14, p. 4]

3.2 Front end

The application which contains the scene to be rendered resides in the

front end of the distributed remote rendering pipeline [9, p. 2]. A rela-

tively simple solution might be to send all the primitives to the rendering

units. However, this increases the bandwidth usage, as the more complex

the scene is, the more bandwidth is required. [9, p. 5]



Alternative approach to this task is to cache all the primitives of a re-

spective processing unit in the rendering slave itself. Using this method,

the front end requires only to send the primitives that are altered. This re-

quires the system to transmit the whole scene data only once, after which

the bandwidth requirements are substantially lower. [9, p. 5] However, a

drawback of this solution is the increased complexity.

Front end using sort-first method of distribution may be sub-optimal,

as changes in the camera position or rotation require the sending of the

whole scene to the back end. However, in sort-last approach, the scene

may be divided in a manner that is view-independent. This reduces amount

of the sent data. [9, p. 6] As later discussed in this paper, view-independent

calculations enable more efficient ways of parallerization, especially in

scenarios where there are multiple clients in the same scene [8, p. 9].

3.3 Back end

The back end contains multiple processing units. They may be split into

one master combiner and chosen number of slave renderers [9, p. 2]. Fur-

thermore, before master combiner, there might be additional sub-combiners

[9, p. 3]. The slave processing units render their assigned regions of the

image and send the result to master combiner. The master combiner com-

bines the results and produces a full image. [9, p. 2] To reduce bandwidth

issues in the backend, sub-combiners may perform sub-image combina-

tions before the master combiner [9, p. 3].

As discussed before, the sort-first approach requires less bandwidth but

causes more overhead. Furthermore, as sort-first approach is not view-

independent, which requires a substantial amount of data to be moved, if

the camera view in the scene changes [3]. The sort-last approach reduces

the overhead but requires the depth buffer to be transmitted between the

processing units, which effectively doubles the bandwidth requirements

as both color and depth buffer is required [9, p. 3]. Using cascading

sub-combiners reduces bandwidth problems on the back end side, but in-

creases latency [9, p. 4]. However, sort-last as is, prevents the processing

of global illumination (GI) [3]. This paper discusses GI more in detail later

on in the text.



4 Distributd rendering solutions

This section discusses different methods considering distributed and re-

mote rendering. A number of relevant approaches and solutions are pre-

sented and their advantages and disadvantages are discussed.

4.1 Distributed global illumination using regular grid

Global illumination (GI) describes the movement of light in a scene, be-

tween different objects and surfaces. Magro et al. present a solution to

remotely calculate global illumination using Regular Grid Global Illumi-

nation (ReGGi). This solution offers high-fidelity illumination to any de-

vice, regardless of the hardware [12, p. 10]. It may be utilized for example

in wireless VR headsets, due to small hardware and bandwidth require-

ments [12, p. 11].

The design of ReGGi is focused on distributed environments, such as a

rendering server. The server calculates the illumination data and trans-

fers it to the clients, which are responsible for rasterization. The server

divides the scene into a regular grid and every cell receives up to two light

samples. The cell illumination is then calculated and sent to the client.

The client stores a snapshot of the grid and updates it asynchronously

when the individual cell data is received from the server [12, p. 13]. Us-

ing this method, the calculation heavy illumination processing occur on

the more powerful server and the limited hardware of the client only has

to rasterize the result.

4.2 Asynchronous distributed lighting calculation

The two approaches presented here are partially similar to before men-

tioned ReGGi, but they are discussed in this separate section, due to their

similarity among themselves. Direct lighting is relatively light compu-

tationally and thus may occur in a client device [5, p. 1829] [8, p. 5].

However, indirect lighting requires substantially more computational re-

sources. Remote Asynchronous Indirect Lighting (RAIL) is an approach

to asynchronous distributed rendering. The main purpose of RAIL is to

decouple the calculation of direct and indirect lighting in dynamic scenes.

[5, p. 1829] Second approach to distributing lighting calculations is Cloud-

Light framework, which also utilizes asynchronous lighting processing. It

includes three different pipelines for different client-server scenarios. [8,



Figure 1. The architecture of the RAIL [5, p. 1830]

Figure 2. The three different CloudLight pipelines [8, p. 1]

p. 1]

In both CloudLight and RAIL, the server utilizes different tracing tech-

niques, such as path, ray or cone tracing, to calculate the indirect lighting

of the scene. [5, p. 1830] [8, p. 6] The results are then sent to the client,

which has calculated the direct lighting. Client then proceeds to recon-

struct the indirect lighting and merge it to the direct lighting. After that,

the client may continue calculating the direct lighting. (Figure 1) How-

ever, in CloudLight approach, also the direct lighting may be calculated

in server, when the clients are low-end devices, such as mobile phones.

(Figure 2)

RAIL reduces latency, as the frame updates are not connected directly



to network performance. It also enables devices to reach higher fidelity

visuals, as the graphics rendering is not entirely depended on the client

hardware. Furthermore, computation costs may be reduced by sharing

the view-independent indirect lighting information among other clients

in the same scene. [5, p. 1829]

The testing with CloudLight revealed that latency in indirect illumina-

tion is in fact not a substantial problem. As the updating of lighting is

performed asynchronously, it leaves the game play mostly unaffected. As

long as half a second latency might be acceptable visually when rendering

indirect lights [8, p. 2].

4.3 Megatexture processing

One bottleneck for graphics processing is the limitations of Video RAM

(VRAM). Applications or games utilizing large textures are limited to

the size of the VRAM of the graphics processing unit. Magro et al. ap-

proach this problem by circumventing the VRAM limitations by using

Device-Agnostic Radiance Megatextures (DARM). Furthermore, this so-

lution does not require high-end hardware on the client device, as a server

performing the more calculation heavy operations. [13, p. 256]

Megatextures are large textures containing the whole scene geometry.

DARM utilizes remote server for rendering and similarly to the before

mentioned global illumination solution, the client rasterizes the result

received from the server (Figure 3). The server utilizes two threads: a

rendering thread and streaming thread. The updating of the megatex-

ture occurs on the rendering thread and the streaming thread is respon-

sible of conveying the data from the megatexture to the client. [13, p.

257] The server creates a megatexture out of the scene geometry, dividing

the intdividual objects into non-overlapping patches that are set to the

megatexture. The connection between patches are stored into connectiv-

ity graph. The server utilizes chosen rendering technique to render the

megatexture. This technique may be for example rasterization, ray trac-

ing or path tracing. Any calculation heavy shading, lighting information

or other data are baked into the megatexture [13, p. 258] To preserve

bandwidth, only modifications to the megatexture are sent to the client.

The client renders the received megatexture on the scene mesh. [13, p.

259]



Figure 3. The architecture of the DARM server-client system [13, p. 257]

4.4 Distributed Framebuffer

Distributed Framebuffer (DFB) is a framework for applications using dis-

tributed rendering. In this framework, the image is divided into tiles and

a dependency tree is established between them. If an operation for tile

requires imforrmation from other tile, DFB uses the dependency tree to

route the required information. [17, p. 460]

However, this implementation supports only local lighting effects. There-

fore, global illumination is not a possibility for DFB as is. [17, p. 466]

Yet, there exists approaches on sending global illumination rays between

nodes, utilizing ray passing in sort-middle approach, as mentioned be-

fore [3]. Those implementations might offer ways of integrating global

lighting effects into the DFB, but it remains unknown how efficient this

implementation is [17, p. 466].

5 Case study: cloud gaming platforms

Cloud gaming is a relative new form of virtual entertainment, but it al-

ready has potential of gaining a substantial market share in the future [7,

p. 1]. A number of services are already available for consumers. This sec-

tion discusses two cloud gaming platforms: Google Stadia [1] and NVIDIA

GeForce Now [2]. The bandwidth and latency compensation strategies of

these platforms are presented and analyzed.



5.1 Google Stadia

One of the most recent major entries in the cloud gaming market is Stadia

by Google Inc. It is a cloud gaming platform that provides both single time

purchase games and subscription based services. [6, p. 1]

Google claims that it is using solutions named "negative latency" that

reduce the latency over network. However, Google has not published any

official details covering this statement, but there exists speculation over

what methods they might have used. [6, p. 4] One possible method of

reducing latency is future state prediction [6, p. 4] [11, p. 1]. The sys-

tem uses Markov chains to predict user input and thus makes it faster

to respond user input, if predicted correctly. In the case of contradiction

between the user input and the prediction, the system may use error com-

pensation or rollbacking. [11, pp. 2, 12] The Results implied increased

user experience [11, pp. 12-13], thus Google might be implementing simi-

lar features to Stadia.

5.2 NVIDIA GeForce Now

NVIDIA is one of the largest graphics card manufacturers in the world.

They have developed their own cloud gaming approach, GeForce Now

(GFN) [16, p. 1]. GeForce Now implements bandwidth estimation and

adaptation algorithms that compensate for the fluctuations in network

connection. The adaptation algorithm prioritizes frame rate over resolu-

tion. Due to this, in the case of increased latency, GFN attempts to keep

the frame rate (FPS) of the game stable by lowering the resolution. When

recovering from latency increase, this same priority is observable: frame

rate increases before resolution. [16, p. 3]

Additionally, GFN implements an error correction solution in the case

of packet loss. Gameplay testing with atrificial packet loss displayed that

even at packet loss rate of 10%, the gameplay was fluid. [16, p. 4]

6 Conclusion

This paper discussed certain approaches on distributed remote rendering.

The general trend implies that there are three key factors: latency (and

by extension client side frames per second (FPS)), bandwidth and graph-

ics quality. In most of the cases, there is a trade-off between at least two



of these variables. An example of this was using sort-last approach, to

decrease latency at the cost of bandwidth. Furthermore, certain methods

described are applicable only to a certain feature of graphical processing,

for example dividing image to tiles reduces the applicability of global il-

lumination processing. Moreover, splitting graphics processing into task

performed locally and externally, is a method that offered performance

benefits. To give an example, increase in performance was discovered

when using the division between direct and indirect light calculations for

client and server side respectively.

As the case studies over cloud gaming platforms imply, there is also

methods of compensating latency and bandwidth issues by other means

than optimizing graphical calculations. User input prediction, network

estimation and adaptation algorithms and error correction have also dis-

played value in achieving enhanced user experience in cloud gaming.

As the paper focused mainly on real-time rendering, a portion of po-

tential material might have been left out of the scope of this paper. For

example, some medical rendering or 3D-modeling methods might provide

efficient approaches also to real-time rendering. This area of study was

left out of the scope of this review, but further investigation might provide

useful insight.

This paper covers only a portion of all the possible solutions in dis-

tributed rendering. However, even from this narrow literature review,

potential solutions for seamless cloud rendering is visible. The techniques

and methods described in this paper are proven to provide increase in per-

formance individually. The next step is to explore methods of combining

these different approaches, to achieve maximum efficiency for remote ren-

dering.

7 Future sights

As mobile devices and by extension mobile applications continue to grow

their hold on the computing hardware market, it is reasonable to believe

that cloud computing in real-time rendering applications will also be used

increasingly. As for today, gaming in cloud services is already a rising

trend, but has not yet reached the point, where all of the users may expe-

rience the same quality than with own desktop PC or console.

As the paper by Crassin et al. suggests, a substantial amount of non-

graphical applications today are using peer-to-peer techniques to send



data [8, p. 22]. Could it be plausible to implement a remote distributed

peer-to-peer solution, that might not even require a hardware-heavy server,

but rather utilizes the hardware of the users as a distributed rendering

system?
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Abstract

Quick Response (QR) codes are two-dimensional bar codes that can be read

and generated with ease using smartphones. For this reason, they have

entered the public consciousness and are used in various contexts in our

everyday life. Despite their popularity and long history, they are known

to be vulnerable to security threats due to a lack of standardized counter-

measures. These concerns have generally been accepted in order to keep the

user experience simple and flexible. This paper is a literature review of re-

cently published proposals and experimental solutions to further augment

the technology. The central criteria with regards to the user experience of

QR codes are laid out and inspected in detail followed by the biggest secu-

rity challenges. Subsequently, the featured schemes are evaluated by their

capability to make the use of QR codes safer for the user while maintaining

a desirable extent of usability.
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1 Introduction

As the world becomes increasingly more digital and wireless, the need

for fast and seamless transmission of information increases. In the ideal

case, the process should only require hardware that is readily available

and simple to operate while only demanding minimal input from the user.

One such method is the Quick Response code (QR code) that was initially

conceived by and for the Japanese automotive industry in 1994 [2].

The QR code [21] uses square grids with two-dimensional bar codes con-

sisting of black squares on a white background to convey the data in a

form that is readable by many devices with visual scanning capabilities,

including modern smartphones that are typically equipped with cameras.

In a typical case, the code contains an encoding of text data or a URL for

quick access via a web browser.

The use of QR codes is cost-effective in addition to being easy both to

generate and distribute, which has made them common in contexts such

as marketing and making purchases via mobile devices. Despite their nu-

merous advantages for everyday application, their utilization comes with

its own set of weaknesses. In particular, the risks regarding security are

often overlooked in the context of QR codes [16]. This paper examines the

potentially susceptible aspects of the technology and to what extent can

they be remedied without significantly dampening the user experience.

The structure of this paper is outlined in the following manner. Section

2 establishes the underlying technical specifications and principles of QR

codes. Section 3 inspects the usability criteria in the context of typical

present-day use cases, whereas Section 4 presents the security problems

and methods to thwart them in contrast. These two aspects are combined

in Section 5 in the form of tradeoff analysis and proposed solutions. Sec-

tion 6 concludes the topic with finishing statements.

2 Technology

The QR code [1] can be generated according to several configurations with

a different total number of filled and empty square-shaped cells, which are

also referred to as modules. These configurations range from 21x21 mod-

ules (Version 1) to 177x177 modules (Version 40). Furthermore, the more

compact Micro QR code can comprise from 11x11 squares up to 17x17 in

increments of two per dimension for a total of 4 versions (M1 – M4).



Figure 1. Composition of a QR code [13]

In addition to the size of the matrix, another contributing factor to the

amount of data that can be carried by one code is the encoding used. QR

codes support four different character encoding sets: numeric, alphanu-

meric, byte and kanji (i.e. characters of Chinese origin in the Japanese

language) data [1].

As specified in detail in [21], a Reed-Solomon error correction algorithm

with four levels of varying intensity is utilized in QR codes to recover dam-

aged or unrecognized data. The maximum capacity of the data carried by

the matrix becomes smaller for each increase in the level of correction.

The second to lowest degree is the most commonly used form of correc-

tion, but it may be profitable to sacrifice character count in favor of more

reliability in more harsh conditions.

2.1 Encoding

The aforementioned components make up for the majority of any given

QR code. In accordance with the encoding chosen, the central data area

of the square contains the data as white and black symbols indicating the

binary symbols 0 and 1 respectively. These cells and the characteristics

mentioned in the following paragraph are pinpointed in Figure 1.

For the purpose of locating and interpreting the QR code in a stable

manner, the square contains standardized patterns at specific points of

the matrix [5, 16]. Finder patterns at three corners of a matrix allow

its size, position and orientation to be deduced correctly. Larger versions

of QR codes include lone isolated modules as alignment patterns to com-

bat warping of the image and timing patterns to pinpoint coordinates of

each module. Timing patterns are characterized as single horizontal and



vertical lines with alternating modules of black and white that connect

the finder patterns to each other. To distinguish the QR code from back-

ground noise, the matrix is enclosed in a white margin on all sides. This

part is called the quiet zone and is often equal in depth to the size of four

modules.

2.2 Decoding

After being read by a camera, a common method of deciphering the image

used by decoders is to calculate the luminance values of each module [9].

The binarization process uses a non-standard threshold value to differen-

tiate between black and white modules, as there will always be situational

variables based on the specific circumstances and the hardware used, of-

ten providing vastly different results. Furthermore, the calculation can be

done on a global scale including the entire graph or with local windows,

the latter of which has generally been proven to be more reliable. A pop-

ular open source library called ZXing uses a hybrid technique in which a

set of windows are overlapped in order to measure the average luminance.

3 Usability

Given the growth in the diversity of applications reliant on QR codes in-

tended for various industrial and leisure purposes alike, the technology

must accommodate for many different situations while keeping the user

experience at an acceptable level [12]. The main problem that arises may

change depending on the task at hand – as such, the shortcomings must

be examined at a case-by-case base. In any event, the speed at which the

code is recognized and decoded in tandem with the overall success rate are

generally considered [8, 12, 21] adequate metrics for measuring usability.

This section presents common challenges encountered when scanning

QR codes and what should be taken into account when generating them

in some of the most prominent areas where they are utilized.

3.1 Distance

As supported by the experiment in [8], the proximity of the reader to the

QR code that is being read proves to have a significant effect on the suc-

cess rate of a scan attempt. The effect is further compounded when the

data density of the given matrix increases, with the discrepancy being



especially large between matrices of different sizes that contain smaller

amounts of information. A logical counter-measure to deal with situa-

tions where a greater distance must be achieved is to enlarge the physical

dimensions of the QR code upon deployment.

3.2 Geometric distortion

Minimizing the distance to a QR code brings up another issue in that even

small lateral movements cause the angle to deviate further from perpen-

dicular. While the existence of alignment patterns mitigates this to an

extent [21], the difficulties that arise from such distortions are not lim-

ited to the scanning direction being suboptimal. In fact, there are times

in which it is desirable to display the QR code on a curved or otherwise

uneven surface. For achieving such purposes, approaches such as the one

employing a form of shadow manipulation for matrices on non-planar sur-

faces in [20] have been studied.

3.3 Particularity

Some use cases, such as the one described in [17] may require several QR

codes to be placed near one another. In such instances the adjacent ma-

trices may interfere with each other, as typical scanners are not equipped

with the capabilities to pick and choose at one’s discretion but rather de-

code the first one that is recognized as valid. A digital zoom feature in

some smartphone applications can be used to tackle this problem, but a

marker that singles out the specific QR code is ideal.

3.4 Identifiability

One apparent drawback of QR codes is that their contents are unintelli-

gible to the human eye. As a monochromatic bar code, the characteristic

look lacks the attractive and captivating qualities that are deemed im-

portant in public relations and commercial contexts. Research has been

conducted [9, 18] for the purpose of incorporating visually consequential

colored imagery into a standard QR code to make them more appealing

and distinguishable. However, it is crucial to understand that this is

merely a decoration and does not guarantee the actual contents of any

given matrix.



4 Security

The QR code presents appealing propositions due to the high availability

of readers and fast, simple operation. On the other hand, the ease of use

combined with the lack of a standardized security or privacy measures

makes it a potential target for malicious attacks [8]. Security becomes

an increasingly important aspect for use cases where confidentiality is

assumed, such as when the identity of a person has to be asserted or

when money is transferred – both of which QR codes have been used for

[16].

Some of the most prominent security loopholes and forms of misuse of

QR codes are described below followed by concepts that could help mini-

mize their impact.

4.1 Tampering

An existing QR code can be turned into an attack vector by superimposing

a set of black squares on top of it in such a way that the encoded data

changes [23]. If the bad actor is aware of the the inner workings of the

technology, virtually any white-to-black modification can be carried out

using something as simple as a pen. The attacker may also replace the

entire QR code to achieve similar results in cases where it is printed on a

loose sheet [16].

This method has been used for example to alter an URL in order to lead

the user to a website that differs from what the destination was assumed

to be [15]. The site may masquerade as a trusted entity and try to get the

user to disclose some confidential information for example by prompting

for credentials as a form of phishing attack. Likewise, QR codes attached

to advertisements that are meant to offer goods or services can be tam-

pered with to display website similar to the one expected, but having the

payment directed to the carrier of an attack, thus leading to a fraudulent

sale and monetary loss.

4.2 Malicious QR codes

Rather than modifying a point of interest, the fast and cheap generation

and proliferation of QR codes also allows attackers to tailor their own

matrix from scratch, therefore enabling for more bespoke data content.

Spreading unassuming QR codes on the internet or by other means even



without explicit context can prove surprisingly effective, as the mere cu-

riosity of people can turn them into potential victims [6]. These types of

attacks have the possibility of including malware that can exploit vulner-

abilities in a given reader software to hijack the device and take use of its

various functions [15].

4.3 Combative measures

To prevent unsuspecting users from visiting malicious websites via QR

codes, the most self-explanatory method is to make the target URL known

before navigation can occur [14]. However, that alone can not be deemed

a sufficient solution as it assumes that the person scanning is capable of

recognizing harmful links on their own. The prominence of URL short-

ening services and domain names that closely resemble legitimate ones

by including subdomain prefixes or special characters make this type of

attack even more effective. Thus, preventive measures that blacklist or

detect dubious sites could be incorporated to the browser or reader soft-

ware themselves.

The paper in [3] proposes a public key authentication method using the

secure RSA algorithm as a form of encryption for QR codes. Therefore, fol-

lowing the specification each matrix is signed and encrypted before gener-

ation and can only be read by a user possessing the matching private key.

In addition to the validation feature, documents shared in the schema can

be verified using a digital signature. The system is intended to allow the

sharing of sensitive data while retaining the convenience of the ubiqui-

tous nature of QR code scanners.

A novel approach to the encrypting of QR codes by camouflaging the

matrix called mQRCode is presented in [19]. The technique is based on

the distractions created by the Moiré phenomenon and as such the matrix

is concealed due to the innate properties of the display projecting the bar

code and the camera lens rather than encrypted messages or passwords.

During the scanning process, the QR code is introduced to the scanner at

an exceedingly limited distance and viewing angle in order to expose the

data. The intended use for this kind of security measure that relies on

optical cryptography is mainly to prevent an outside force of interrupting

a mobile payment QR code, which are characteristically only visible for a

short period of time before it is scanned by the intended recipient.



5 Evaluation of usability–security tradeoffs

The concepts of usability and security maintain a close relationship that,

depending on the circumstances, can often be considered to be a conflict

of interest to a varying degree: any modifications to improve one of these

two aspects in a given system will in most cases cause the other to suffer.

As the user experience is significantly more visible and widely understood

by the general population, it is only natural for security concerns to attain

a much smaller degree of importance – at least until the protection is com-

promised and the damage is already done. QR codes exemplify this phe-

nomenon quite well, as despite their relatively long existence and the lack

of security being acknowledged by professionals, the process of improving

security for mobile technologies in general has experienced a considerable

level of friction [14].

This section analyzes possible solutions to improve the lacking aspects

of the QR code standard. More specifically, we are interested in the large-

scale implications with both security and usability viewpoints in mind.

5.1 Encryption

Incorporating additional security features such as a encryption would go

a long way towards making the application of QR codes safer. To this

end, cryptography systems based on symmetric [10] and private-public

key pairs [3] have been proposed. The primary aim of both solutions is

to provide a way to share sensitive information without the possibility

of outsider interference, which would expand the pool possible use cases.

In addition, the symmetric key method doubles as a means to prevent

modified, malicious QR codes from being read, as the encryption prevents

tampering by anyone who does not know the password.

There are numerous impediments to integrating such cryptographic meth-

ods to the current, widespread implementation of QR codes. Generating

encryption keys can be computationally expensive and unavoidably intro-

duces some processing time to each bar code creation and scan attempt.

This drawback is aggravated even more by the need to prompt users for

password input, which complicates the experience in addition to causing

the process to take longer.

We also note that encryption inevitably creates overhead that further

curtails the already limited data cap of QR codes. If the proposed method

were to be used for transferring large records of identifiable information,



it could well require multiple matrices to be generated and consequently

read with each event enquiring for credentials separately. On the other

hand, a comprehensive survey conducted on cryptographic QR codes de-

scribes their evaluation of the user experience as "reasonable" [8] while

admitting that situations where many of the aforementioned obstacles do

become a significant problem.

5.2 Trusted third parties

The use of QR codes could also be made more secure via the help of an

external authentication layer [3]. An authority that can certificate a QR

code could turn their use into a legitimate method of identification, as

currently there is no guarantee on the validity of the decoded contents.

However, the current implementation has proven adequate for closed en-

vironments such as hospitals where the risk of outsider interference is

small when evaluated against the benefits of the fast operation, but fails

to provide enough protection on a larger scale and in the context of public

spaces. As an applicable real-world example of a highly critical use case

in the form of an authenticated online voting system is presented in [7].

Nevertheless, the validity of such schemes has also been contested by

highlighting the impracticality of having to rely on signatures and trusted

third parties [17, 23]. In the current times, internet infrastructure and

mobile end devices are arguably even more omnipresent than the bar code

scanners themselves, but necessitating online confirmation creates addi-

tional costs and another potential hurdle to be cleared in the case of a

downtime or other disruption in service. Furthermore, if a specific appli-

cation is required to operate such an interface, the entire process is likely

to be cumbersome enough that the immediate and distinguished benefits

of QR codes are essentially nullified.

5.3 Obfuscation

A more human-centric approach to achieving an increase in security that

relies on the perception and habits of the users is to conceal QR codes in

various ways. If the aim of the attacker is to make minor adjustments to

the contents of a bar code and lead victims to a falsified destination, in-

jecting QR codes on surfaces other than flat, two-dimensional print media

and screens [20] turns tampering into a far more complicated task. Alter-

natively, the matrix can be disguised so that it cannot be observed by the



naked eye and requires a specific procedure to be scanned [19]. The pre-

viously introduced e-voting scheme [7] uses an additional layer of visual

cryptography by means of splitting the encoded data into two components,

both of which are required to obtain the resultant QR code.

While the aforementioned methods provide interesting results with po-

tential for certain situations, we maintain that their large-scale applica-

tions are limited. The traditional QR code specification has been criticized

for its lack of immediate visual feedback [9] and any additional masking

is sure to cause confusion and ire to the inexperienced user. Moreover, us-

ing camouflaging in this manner can be though of as security by obscurity

and thus cannot be relied upon as the lone form of protection.

5.4 Regulation

When visiting an open mobile marketplace such as the Google Play digital

store, a quick search in the application section reveals numerous third-

party alternatives for a QR code reader. There are no immediately per-

ceptible differences between any of them and we can observe that the vast

majority of the applications have received positive ratings. Be that as it

may, a thorough survey [22] suggests that a significant portion of available

software capable of parsing QR codes does not employ security measures

to a sufficient degree. Most notably, there is a large discrepancy in how a

decoded URL is displayed, if at all, and the permissions requested do not

always correspond to any specific actions of the software.

A quick test on Android 9 and 10 reveals that the default camera soft-

ware recognizes and scans QR codes, although the older version requires

Google Lens to be active. This feature is not advertised in any mean-

ingful way, so an user who is not aware of its inclusion might resort to

downloading a dedicated application and subject themselves to potential

security risk. The same problem technically exists on iOS but is mitigated

considerably, as the review process [4] is much more thorough on the plat-

form. However, as freedom is a key asset of the Android ecosystem [11]

and the core user base is built upon this very foundation, there can never

be absolute guarantee of all available applications being up to the stan-

dards despite their best efforts. Ultimately, the burden then falls on the

platform holder to raise awareness of the features it provides and addi-

tionally to implement system-level security measures that utilize cutting

edge technology such as machine learning.



6 Conclusion

In this paper, we inspect potential means of improving the technology of

QR codes. The main focus is placed on the aspects of usability and secu-

rity. In particular, the point of interest is how changes in one of the key

areas affects the other and whether or not a well-balanced solution can be

proposed at this time. Innovations that would enable the technology to be

applied in new ways were also discussed.

We find that despite several studies having touched upon the subject,

a sufficiently versatile solution is proving hard to develop. The topic of

QR codes is still ongoing research, but the extent and long-term impacts

of any experimentation conducted have been minimal. The viability of

making significant modifications to an already established standard is a

challenging endeavor on the face of it, and even more so for a technology

that is as known and widely used by the general populace as QR codes

are. It seems rather likely that QR codes continue to fill their purpose as

they currently do and a competing technology fills the needs that remain

unaccounted for.
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