SEMICONDUCTOR
MATERIAL AND DEVICE
CHARACTERIZATION



SEMICONDUCTOR
MATERIAL AND DEVICE
CHARACTERIZATION

Third Edition

DIETER K. SCHRODER
Arizona State University
Tempe, AZ

4 IEEE

IEEE PRESS

WILEY~
INTERSCIENCE

A JOHN WILEY & SONS, INC., PUBLICATION



Copyright © 2006 by John Wiley & Sons, Inc. All rights reserved.

Published by John Wiley & Sons, Inc., Hoboken, New Jersey.
Published simultaneously in Canada.

No part of this publication may be reproduced, stored in a retrieval system, or transmitted in any
form or by any means, electronic, mechanical, photocopying, recording, scanning, or otherwise,
except as permitted under Section 107 or 108 of the 1976 United States Copyright Act, without
either the prior written permission of the Publisher, or authorization through payment of the
appropriate per-copy fee to the Copyright Clearance Center, Inc., 222 Rosewood Drive, Danvers,
MA 01923, (978) 750-8400, fax (978) 750-4470, or on the web at www.copyright.com. Requests
to the Publisher for permission should be addressed to the Permissions Department, John Wiley &
Sons, Inc., 111 River Street, Hoboken, NJ 07030, (201) 748-6011, fax (201) 748-6008, or online at
http://www.wiley.com/go/permission.

Limit of Liability/Disclaimer of Warranty: While the publisher and author have used their best
efforts in preparing this book, they make no representations or warranties with respect to the
accuracy or completeness of the contents of this book and specifically disclaim any implied
warranties of merchantability or fitness for a particular purpose. No warranty may be created or
extended by sales representatives or written sales materials. The advice and strategies contained
herein may not be suitable for your situation. You should consult with a professional where
appropriate. Neither the publisher nor author shall be liable for any loss of profit or any other
commercial damages, including but not limited to special, incidental, consequential, or other
damages.

For general information on our other products and services or for technical support, please contact
our Customer Care Department within the United States at (800) 762-2974, outside the United
States at (317) 572-3993 or fax (317) 572-4002.

Wiley also publishes its books in a variety of electronic formats. Some content that appears in print
may not be available in electronic formats. For more information about Wiley products, visit our
web site at www.wiley.com.

Library of Congress Cataloging-in-Publication Data:

Schroder, Dieter K.
Semiconductor material and device characterization / by Dieter K. Schroder.
p. cm.

“A Wiley-Interscience Publication.”
Includes bibliographical references and index.
ISBN-13: 978-0-471-73906-7 (acid-free paper)
ISBN-10: 0-471-73906-5 (acid-free paper)
1. Semiconductors. 2. Semiconductors—Testing. I. Title.

QC611.8335 2005

621.3815'2—dc22

2005048514

Printed in the United States of America.

10987654321



CONTENTS

Preface to Third Edition xiii
1 Resistivity 1
1.1 Introduction, 1
1.2 Two-Point Versus Four-Point Probe, 2
1.2.1 Correction Factors, 8
1.2.2 Resistivity of Arbitrarily Shaped Samples, 14
1.2.3 Measurement Circuits, 18
1.2.4 Measurement Errors and Precautions, 18
1.3 Wafer Mapping, 21
1.3.1 Double Implant, 21
1.3.2 Modulated Photoreflectance, 23
1.3.3 Carrier Illumination (CI), 24
1.3.4 Optical Densitometry, 25
1.4 Resistivity Profiling, 25
1.4.1 Differential Hall Effect (DHE), 26
1.4.2 Spreading Resistance Profiling (SRP), 29
1.5 Contactless Methods, 34
1.5.1 Eddy Current, 34
1.6 Conductivity Type, 38
1.7 Strengths and Weaknesses, 40

Appendix 1.1 Resistivity as a Function of Doping Density, 41
Appendix 1.2 Intrinsic Carrier Density, 43

References, 44

Problems, 50

Review Questions, 59


tewarig1
Highlight


vi CONTENTS

2 Carrier and Doping Density 61

2.1
22

23

24

25
2.6

2.7
2.8
29
2.10

Introduction, 61
Capacitance-Voltage (C-V), 61
2.2.1 Differential Capacitance, 61
2.2.2 Band Offsets, 68
2.2.3 Maximum-Minimum MOS-C Capacitance, 71
2.2.4 Integral Capacitance, 75
2.2.5 Mercury Probe Contacts, 76
2.2.6 Electrochemical C-V Profiler (ECV), 77
Current-Voltage (I-V), 79
2.3.1 MOSFET Substrate Voltage—Gate Voltage, 79
2.3.2 MOSFET Threshold Voltage, 81
2.3.3 Spreading Resistance, 82
Measurement Errors and Precautions, 82
24.1 Debye Length and Voltage Breakdown, 82
2.4.2 Series Resistance, 83
2.4.3 Minority Carriers and Interface Traps, 89
244 Diode Edge and Stray Capacitance, 90
2.4.5 Excess Leakage Current, 91
2.4.6 Deep Level Dopants/Traps, 91
2.47 Semi-Insulating Substrates, 93
2.4.8 Instrumental Limitations, 94
Hall Effect, 94
Optical Techniques, 97
2.6.1 Plasma Resonance, 97
2.6.2 Free Carrier Absorption, 98
2.6.3 Infrared Spectroscopy, 99
2.6.4 Photoluminescence (PL), 101
Secondary Ion Mass Spectrometry (SIMS), 102
Rutherford Backscattering (RBS), 103
Lateral Profiling, 104
Strengths and Weaknesses, 105
Appendix 2.1 Parallel or Series Connection?, 107
Appendix 2.2 Circuit Conversion, 108
References, 109
Problems, 117
Review Questions, 124

3 Contact Resistance and Schottky Barriers 127

3.1
32
33
34

Introduction, 127

Metal-Semiconductor' Contacts, 128

Contact Resistance, 131

Measurement Techniques, 135
3.4.1 Two-Contact Two-Terminal Method, 135
3.4.2 Multiple-Contact Two-Terminal Methods, 138

3.4.3  Four-Terminal Contact Resistance Method, 149

(344 (Six-Terminal Contact Resistance Method, 156


tewarig1
Highlight

tewarig1
Highlight

tewarig1
Highlight

tewarig1
Highlight

tewarig1
Highlight

tewarig1
Highlight

tewarig1
Highlight

tewarig1
Highlight


CONTENTS vii

3.4.5 Non-Planar Contacts, 156
3.5 Schottky Barrier Height, 157
3.5.1 Current-Voltage, 158
3.5.2 Current—Temperature, 160
3.5.3 Capacitance-Voltage, 161
3.5.4 Photocurrent, 162
3.5.5 Ballistic Electron Emission Microscopy (BEEM), 163
3.6 Comparison of Methods, 163
3.7 Strengths and Weaknesses, 164
Appendix 3.1 Effect of Parasitic Resistance, 165
Appendix 3.2 Alloys for Contacts to Semiconductors, 167
References, 168
Problems, 174
Review Questions, 184

4 Series Resistance, Channel Length and Width, and Threshold Voltage 185

4.1 Introduction, 185
4.2 PN Junction Diodes, 185
4.2.1 Current-Voltage, 185
4.2.2  Open-Circuit Voltage Decay (OCVD), 188
4.2.3 Capacitance-Voltage (C—V), 190
4.3 Schottky Barrier Diodes, 190
4.3.1 Series Resistance, 190
4.4  Solar Cells, 192
4.4.1 Series Resistance—Multiple Light Intensities, 195
4.4.2 Series Resistance—Constant Light Intensity, 196
4.4.3 Shunt Resistance, 197
4.5 Bipolar Junction Transistors, 198
4.5.1 Emitter Resistance, 200
4.5.2 Collector Resistance, 202
4.5.3 Base Resistance, 202
4.6 MOSFETSs, 206
4.6.1 Series Resistance and Channel Length—Current-Voltage, 206
4.6.2 Channel Length—Capacitance-Voltage, 216
4.6.3 Channel Width, 218
47 MESFETs and MODFETS, 219
4.8 Threshold Voltage, 222
4.8.1 Linear Extrapolation, 223
4.8.2 Constant Drain Current, 225
4.8.3 Sub-threshold Drain Current, 226
4.8.4 Transconductance, 227
4.8.5 Transconductance Derivative, 228
4.8.6 Drain Current Ratio, 228
4.9 Pseudo MOSFET, 230
4.10 Strengths and Weaknesses, 231
Appendix 4.1 Schottky Diode Current-Voltage Equation, 231
References, 232



viii CONTENTS

Problems, 238
Review Questions, 250

5 Defects 251

5.1 Introduction, 251
5.2 Generation-Recombination Statistics, 253
5.2.1 A Pictorial View, 253
5.2.2 A Mathematical Description, 255
5.3 Capacitance Measurements, 258
5.3.1 Steady-State Measurements, 259
5.3.2 Transient Measurements, 259
5.4 Current Measurements, 267
5.5 Charge Measurements, 269
5.6 Deep-Level Transient Spectroscopy (DLTS), 270
5.6.1 Conventional DLTS, 270
5.6.2 Interface Trapped Charge DLTS, 280
5.6.3 Optical and Scanning DLTS, 283
5.6.4 Precautions, 285
5.7 Thermally Stimulated Capacitance and Current, 288
5.8 Positron Annihilation Spectroscopy (PAS), 289
5.9 Strengths and Weaknesses, 292
Appendix 5.1 Activation Energy and Capture Cross-Section, 293
Appendix 5.2 Time Constant Extraction, 294
Appendix 5.3 Si and GaAs Data, 296
References, 301
Problems, 308
Review Questions, 316

6 Oxide and Interface Trapped Charges, Oxide Thickness 319

6.1 Introduction, 319
6.2 Fixed, Oxide Trapped, and Mobile Oxide Charge, 321
6.2.1 Capacitance-Voltage Curves, 321
6.2.2 Flatband Voltage, 327
6.2.3 Capacitance Measurements, 331
6.2.4 Fixed Charge, 334
6.2.5 Gate-Semiconductor Work Function Difference, 335
6.2.6 Oxide Trapped Charge, 338
6.2.7 Mobile Charge, 338
6.3 Interface Trapped Charge, 342
6.3.1 Low Frequency (Quasi-static) Methods, 342
6.3.2 Conductance, 347
6.3.3 High Frequency Methods, 350
6.3.4 Charge Pumping, 352
6.3.5 MOSFET Sub-threshold Current, 359
6.3.6 DC-1V, 361
6.3.7 Other Methods, 363



6.4

6.5

CONTENTS ix

Oxide Thickness, 364

6.4.1 Capacitance-Voltage, 364

6.4.2 Current-Voltage, 369

6.4.3 Other Methods, 369

Strengths and Weaknesses, 369

Appendix 6.1 Capacitance Measurement Techniques, 371

Appendix 6.2 Effect of Chuck Capacitance and Leakage Current, 372
References, 374

Problems, 381

Review Questions, 387

7 Carrier Lifetimes 389

7.1
7.2
7.3
7.4

7.5

7.6

7.7

Introduction, 389
Recombination Lifetime/Surface Recombination Velocity, 390
Generation Lifetime/Surface Generation Velocity, 394
Recombination Lifetime—Optical Measurements, 395
7.4.1 Photoconductance Decay (PCD), 399
7.4.2 Quasi-Steady-State Photoconductance (QSSPC), 402
7.4.3 Short-Circuit Current/Open-Circuit Voltage Decay
(SCCD/OCVD), 402
7.4.4 Photoluminescence Decay (PLD), 404
7.4.5 Surface Photovoltage (SPV), 404
7.4.6 Steady-State Short-Circuit Current (SSSCC), 411
7.4.7 Free Carrier Absorption, 413
7.4.8 Electron Beam Induced Current (EBIC), 416
Recombination Lifetime—Electrical Measurements, 417
7.5.1 Diode Current-Voltage, 417
7.5.2 Reverse Recovery (RR), 420
7.5.3 Open-Circuit Voltage Decay (OCVD), 422
7.5.4 Pulsed MOS Capacitor, 424
7.5.5 Other Techniques, 428
Generation Lifetime—Electrical Measurements, 429
7.6.1 Gate-Controlled Diode, 429
7.6.2 Pulsed MOS Capacitor, 432
Strengths and Weaknesses, 440
Appendix 7.1 Optical Excitation, 441
Appendix 7.2 Electrical Excitation, 448
References, 448
Problems, 458
Review Questions, 464

8 Mobility 465

8.1
8.2
8.3

Introduction, 465

Conductivity Mobility, 465

Hall Effect and Mobility, 466
8.3.1 Basic Equations for Uniform Layers or Wafers, 466
8.3.2 Non-uniform Layers, 471



X CONTENTS

8.3.3 Multi Layers, 474
8.3.4 Sample Shapes and Measurement Circuits, 475
8.4 Magnetoresistance Mobility, 479
8.5 Time-of-Flight Drift Mobility, 482
8.6 MOSFET Mobility, 489
8.6.1 Effective Mobility, 489
8.6.2 Field-Effect Mobility, 500
8.6.3 Saturation Mobility, 502
8.7 Contactless Mobility, 502
8.8 Strengths and Weaknesses, 502
Appendix 8.1 Semiconductor Bulk Mobilities, 503
Appendix 8.2 Semiconductor Surface Mobilities, 506
Appendix 8.3 Effect of Channel Frequency Response, 506
Appendix 8.4 Effect of Interface Trapped Charge, 507
References, 508
Problems, 514
Review Questions, 521

9 Charge-based and Probe Characterization

9.1 Introduction, 523
9.2 Background, 524
9.3 Surface Charging, 525
9.4 The Kelvin Probe, 526
9.5 Applications, 533
9.5.1 Surface Photovoltage (SPV), 533
9.5.2 Carrier Lifetimes, 534
9.5.3 Surface Modification, 537
9.5.4 Near-Surface Doping Density, 538
9.5.5 Oxide Charge, 538
9.5.6 Oxide Thickness and Interface Trap Density, 540
9.5.7 Oxide Leakage Current, 541
9.6 Scanning Probe Microscopy (SPM), 542
9.6.1 Scanning Tunneling Microscopy (STM), 543
9.6.2 Atomic Force Microscopy (AFM), 544
9.6.3 Scanning Capacitance Microscopy (SCM), 547
9.6.4 Scanning Kelvin Probe Microscopy (SKPM), 550
9.6.5 Scanning Spreading Resistance Microscopy (SSRM), 553
9.6.6 Ballistic Electron Emission Microscopy (BEEM), 554
9.7 Strengths and Weaknesses, 556
References, 556
Problems, 560
Review Questions, 561

10 Optical Characterization

10.1 Introduction, 563
10.2  Optical Microscopy, 564
10.2.1 Resolution, Magnification, Contrast, 565

523

563



CONTENTS

10.2.2 Dark-Field, Phase, and Interference Contrast
Microscopy, 568
10.2.3 Confocal Optical Microscopy, 570
10.2.4 Interferometric Microscopy, 572
10.2.5 Defect Etches, 575
10.2.6 Near-Field Optical Microscopy (NFOM), 575
10.3  Ellipsometry, 579
10.3.1 Theory, 579
10.3.2  Null Ellipsometry, 581
10.3.3 Rotating Analyzer Ellipsometry, 582
10.3.4 Spectroscopic Ellipsometry (SE), 583
10.3.5 Applications, 584
10.4 Transmission, 585
10.4.1 Theory, 585
10.4.2 Instrumentation, 587
10.4.3  Applications, 590
10.5 Reflection, 592
10.5.1 Theory, 592
10.5.2 Applications, 594
10.5.3 Internal Reflection Infrared Spectroscopy, 598
10.6 Light Scattering, 599
10.7 Modulation Spectroscopy, 600
10.8 Line Width, 601
10.8.1 Optical-Physical Methods, 601
10.8.2 Electrical Methods, 603
10.9 Photoluminescence (PL), 604
10.10 Raman Spectroscopy, 608
10.11 Strengths and Weaknesses, 610
Appendix 10.1 Transmission Equations, 611

xi

Appendix 10.2 Absorption Coefficients and Refractive Indices for Selected

Semiconductors, 613
References, 615
Problems, 621
Review Questions, 626

11 Chemical and Physical Characterization

11.1 Introduction, 627

11.2  Electron Beam Techniques, 628
11.2.1 Scanning Electron Microscopy (SEM), 629
11.2.2  Auger Electron Spectroscopy (AES), 634
11.2.3 Electron Microprobe (EMP), 639
11.2.4 Transmission Electron Microscopy (TEM), 645
11.2.5 Electron Beam Induced Current (EBIC), 649
11.2.6 Cathodoluminescence (CL), 651

11.2.7 Low-Energy, High-Energy Electron Diffraction (LEED), 652

11.3 Ion Beam Techniques, 653
11.3.1 Secondary Ion Mass Spectrometry (SIMS), 654
11.3.2 Rutherford Backscattering Spectrometry (RBS), 659

627



xii CONTENTS

11.4 X-Ray and Gamma-Ray Techniques, 665
11.4.1 X-Ray Fluorescence (XRF), 666
11.4.2 X-Ray Photoelectron Spectroscopy (XPS), 668
11.4.3 X-Ray Topography (XRT), 671
11.4.4 Neutron Activation Analysis (NAA), 674
11.5 Strengths and Weaknesses, 676
Appendix 11.1 Selected Features of Some Analytical Techniques, 678
References, 678
Problems, 686
Review Questions, 687

12 Reliability and Failure Analysis 689

12.1 Introduction, 689
12.2 Failure Times and Acceleration Factors, 690
12.2.1 Failure Times, 690
12.2.2  Acceleration Factors, 690
12.3 Distribution Functions, 692
12.4 Reliability Concerns, 695
12.4.1 Electromigration (EM), 695
12.4.2 Hot Carriers, 701
12.4.3 Gate Oxide Integrity (GOI), 704
12.4.4 Negative Bias Temperature Instability (NBTI), 711
12.4.5 Stress Induced Leakage Current (SILC), 712
12.4.6  Electrostatic Discharge (ESD), 712
12.5 Failure Analysis Characterization Techniques, 713
12.5.1 Quiescent Drain Current (Ippg), 713
12.5.2 Mechanical Probes, 715
12.5.3 Emission Microscopy (EMMI), 715
12.5.4  Fluorescent Microthermography (FMT), 718
12.5.5 Infrared Thermography (IRT), 718
12.5.6 Voltage Contrast, 718
12.5.7 Laser Voltage Probe (LVP), 719
12.5.8 Liquid Crystals (LC), 720
12.5.9 Optical Beam Induced Resistance Change (OBIRCH), 721
12.5.10 Focused Ion Beam (FIB), 723
12.5.11 Noise, 723
12.6  Strengths and Weaknesses, 726
Appendix 12.1 Gate Currents, 728
References, 730
Problems, 737
Review Questions, 740

Appendix 1 List of Symbols 741
Appendix 2 Abbreviations and Acronyms 749

Index 755



PREFACE TO THIRD EDITION

Semiconductor characterization has continued its relentless advance since the publication
of the second edition. New techniques have been developed, others have been refined.
In the second edition preface I mentioned that techniques such as scanning probe, total-
reflection X-ray fluorescence and contactless lifetime/diffusion length measurements had
become routine. In the intervening years, probe techniques have further expanded, charge-
based techniques have become routine, as has transmission electron microscopy through
the use of focused ion beam sample preparation. Line width measurements have become
more difficult since lines have become very narrow and the traditional SEM and electrical
measurements have been augmented by optical techniques like scatterometry and spec-
troscopic ellipsometry. In addition to new measurement techniques, the interpretation of
existing techniques has changed. For example, the high leakage currents of thin oxides
make it necessary to alter existing techniques/theories for many MOS-based techniques.

I have rewritten parts of each chapter and added two new chapters, deleted some
outdated material, clarified some obscure/confusing parts that have been pointed out to
me. I have redone most of the figures, deleted some outdated ones or replaced them with
more recent data. The third edition is further enhanced through additional problems and
review questions at the end of each chapter and examples throughout the book, to make
it a more attractive textbook. I have added 260 new references to bring the book as up-
to-date as possible. I have also changed the symbol for sheet resistance from p; to Ry,
to bring it in line with more accepted use.

I list the main additional or expanded material here briefly by chapter. There are many
other smaller changes throughout the book.

Chapter 1

New sheet resistance explanation; new 4-point probe derivation; use of 4-point probe
for shallow junctions and high sheet resistance sample; added the Carrier Illumination
method.

xiii



xiv PREFACE TO THIRD EDITION

Chapter 2

Contactless C—V added; integral capacitance augmented; series capacitance added/aug-
mented; free carrier absorption augmented; new lateral profiling section; added Appendix
2—equivalent circuit derivations.

Chapter 3

Augmented circular contact resistance section; added considerations of parasitic resistance
in TLM method; expanded barrier height section by adding BEEM; added Appendix
dealing with parasitic resistance effects.

Chapter 4

Added section of pseudo MOSFET: for silicon-on-insulator characterization; added several
MOSFET effective channel length measurement methods and deleted some of the older
methods.

Chapter 5
Added Laplace DLTS; added a section to the time constant extraction portion in Appendix
5.2.

Chapter 6

Expanded the section on oxide thickness measurements; added considerations for the effect
of leaky gate oxides on conductance and charge pumping; added the DC-IV method;
expanded the section on gate oxide leakage currents; added Appendix 6.2 considering the
effects of wafer chuck parasitic capacitance and leakage current.

Chapter 7

Clarified the optical lifetime section; added Quasi-steady-state Photoconductance; aug-
mented the free carrier absorption and diode current lifetime method; added leaky oxide
current considerations to the pulsed MOS capacitor technique.

Chapter 8

Added the effects of gate depletion, channel location, gate current, interface traps, and
inversion charge frequency response to the extraction of the effective mobility. I also
added a section on contactless mobility measurements.

Chapter 9

This chapter is new and introduces charge-based measurement and Kelvin probes. I have
also included probe-based measurements here and expanded these by including scanning
capacitance, scanning Kelvin force, scanning spreading resistance, and ballistic electron
emission microscopy.

Chapter 10
Expanded confocal optical microscopy, photoluminescence, and line width measurement.

Chapter 11
Made some small changes.



PREFACE TO THIRD EDITION XV

Chapter 12

This is a new chapter, dealing with Failure Analysis and Reliability. 1 have taken some
sections from other chapters in the second edition and expanded them. I introduce fail-
ure times and distribution functions here, then discuss electromigration; hot carriers; gate
oxide integrity; negative bias temperature instability; stress induced leakage current; elec-
trostatic discharge that are of concern for device reliability. The rest of this chapter deals
with the more common failure analysis techniques: quiescent drain current; mechani-
cal probes; emission microscopy; fluorescent microthermography; infrared thermographys;
voltage contrast; laser voltage probe; liquid crystals; optical beam induced resistance
change and noise.

Several people have supplied experimental data and several concepts were clarified by
discussions with experts in the semiconductor industry. I acknowledge their contributions
in the figure captions. Tom Shaffner from the National Institute of Standards and Tech-
nology has continued to be an excellent source of knowledge and a good friend and Steve
Kilgore from Freescale Semiconductor has helped with electromigration concepts. The
recent book Handbook of Silicon Semiconductor Metrology, edited by Alain Diebold, is
an excellent companion volume as it gives many of the practical details of semiconductor
metrology missing here. I thank executive editor G. Telecki, R. Witmer and M. Yanuzzi
from John Wiley & Sons for editorial assistance in bringing this edition to print.

DIETER K. SCHRODER

Tempe, AZ



RESISTIVITY

1.1 INTRODUCTION

The resistivity p of a semiconductor is important for starting material as well as for
semiconductor devices. Although carefully controlled during crystal growth, it is not truly
uniform in the grown ingot due to variability during growth and segregation coefficients
less than unity for the common dopant atoms. The resistivity of epitaxially grown layers
is generally very uniform. Resistivity is important for devices because it contributes to
the device series resistance, capacitance, threshold voltage, hot carrier degradation of
MOS devices, latch up of CMOS circuits, and other parameters. The wafers resistivity is
usually modified locally during device processing by diffusion and ion implantation, for
example.

The resistivity depends on the free electron and hole densities n and p, and the electron
and hole mobilities i, and 1), according to the relationship

1

P = G ¥ piy) (b

p can be calculated from the measured carrier densities and mobilities. For extrinsic
materials in which the majority carrier density is much higher than the minority carrier
density, it is generally sufficient to know the majority carrier density and the majority
carrier mobility. The carrier densities and mobilities are generally not known, however.
Hence we must look for alternative measurement techniques, ranging from contactless,
through temporary contact to permanent contact techniques.

Semiconductor Material and Device Characterization, Third Edition, by Dieter K. Schroder
Copyright © 2006 John Wiley & Sons, Inc.



2 RESISTIVITY
1.2 TWO-POINT VERSUS FOUR-POINT PROBE

The four-point probe is commonly used to measure the semiconductor resistivity. It is
an absolute measurement without recourse to calibrated standards and is sometimes used
to provide standards for other resistivity measurements. Two-point probe methods would
appear to be easier to implement, because only two probes need to be manipulated. But
the interpretation of the measured data is more difficult. Consider the two-point probe or
two-contact arrangement of Fig. 1.1(a). Each contact serves as a current and as a voltage
probe. We wish to determine the resistance of the device under test (DUT). The total
resistance Ry is given by

Rr =V/I =2Rw 4+ 2Rc + Rpur (1.2)

where Ry is the wire or probe resistance, Rc the contact resistance, and Rpyr the
resistance of the device under test. Clearly it is impossible to determine Rpyr with this
measurement arrangement. The remedy is the four-point probe or four-contact arrangement
in Fig. 1.1(b). The current path is identical to that in Fig. 1.1(a). However, the voltage
is now measured with two additional contacts. Although the voltage path contains Ry
and R¢ as well, the current flowing through the voltage path is very low due to the high
input impedance of the voltmeter (around 10'? ohms or higher). Hence, the voltage drops
across Ry and R are negligibly small and can be neglected and the measured voltage
is essentially the voltage drop across the DUT. By using four rather than two probes,
we have eliminated parasitic voltage drops, even though the voltage probes contact the
device on the same contact pads as the current probes. Such four contact measurements
are frequently referred to as Kelvin measurements, after Lord Kelvin.

An example of the effect of two versus four contacts is shown in Fig. 1.2. The drain
current—gate voltage characteristics of a metal-oxide-semiconductor field-effect transistor
were measured with one contact on source and drain (no Kelvin), one contact on source
and two contacts on drain (Kelvin-Drain), two contacts on source and one on drain
(Kelvin-Source), and two contacts on source and drain (Full Kelvin). It is quite obvious
that eliminating contact and probe resistances in the “Full Kelvin” has a significant effect
on the measured current. The probe, contact, and spreading resistances of a two-point
probe arrangement on a semiconductor are illustrated in Fig. 1.3.

Ry Ry
AW AN
" K

1 \% /%:|DUT 1 CD 174 DUT

Rpur [N\ Rpyr \R

Rc c
—N\N\NN— AN
Ry Ry
(@) (b)

Fig. 1.1 Two-terminal and four-terminal resistance measurement arrangements.



TWO-POINT VERSUS FOUR-POINT PROBE 3

25llll|llll|llll|llll|llll
r Full Kelvin
20
2 |
E
% 15 Kelvin-Source
E -
T 10f .
'z Kelvin-Drain
o L
[a)
51 .
No Kelvin
0 (PR R B R
0 1 2 3 4 5

Gate Voltage (V)

Fig. 1.2 Effect of contact resistance on MOSFET drain current. Data courtesy of J. Wang, Arizona
State University.

Current
Spreading
Fig. 1.3 Two-point probe arrangement showing the probe resistance R, the contact resistance R.,
and the spreading resistance R;),.

The four-point probe was originally proposed by Wenner! in 1916 to measure the
earth’s resistivity. The four-point probe measurement technique is referred to in Geo-
physics as Wenner’s method. Valdes adopted it for semiconductor wafer resistivity mea-
surements in 1954.> The probes are generally collinear, i.e., arranged in-line with equal
probe spacing, but other probe configurations are possible.’

Exercise 1.1

Problem: This exercise deals with data presentation. Frequently non-linear behavior is
encountered in presenting data of semiconductor materials or devices, where one parameter
may be proportional to another parameter to some power, e.g., y = Kx®, where both the
prefactor K and exponent b are constant. One parameter may vary exponentially with
another parameter, e.g., I = I, exp(B8V). What is the best way to present the information
to be able to extract “b” and “B”?



4 RESISTIVITY

Solution: Consider the relationship y = Kx” = 8x. Plots of y versus x on a linear scale,
shown in Fig. E1.1(a) and (b), do not allow “b” do be determined, regardless what scale
is used because the curves are non-linear. However, when the same data are plotted on a
log-log plot as in (c), “b” is simply the slope of such a plot. In this case the slope is 5,
because

log(y) = log(Kx?) = log(K) + log(x”) = log(K) + blog(x)

and the slope m is
_dllog(»)]

m=——=
d[log(x)]

If the data are plotted as in (d), which is also a log-log plot, the data must first be converted
to “log” before the slope is taken. When that is done, the slope is again m = 5.

Let us now consider the relationship y = y, exp(8x) = 10~*exp(40x). Obviously, a
linear-linear plot, shown in (e), allows neither y, nor B to be extracted. When, however,
the data are plotted on a semilog plot, as in (f), we have

In(y) = In(y,) + px = log(y) = log(y,) + x/In(10)

Ix{6 T T T T

8x 103 |
6x 10
-

4% 100 -

2x 105 -

A R ol RS R
0 0 200 400 600 800 1000
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Fig. E1.1
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Fig. E1.1 (continued)
The slope m is
o dllog)] g B 14
T dx  In(10)  2.3036  2.3036 x 0.8

and the intercept at x = 0 is y, = 10714,

To derive the four-point probe resistivity expression, we start with the sample geometry
in Fig. 1.4(a). The electric field  is related to the current density J, the resistivity p, and

the voltage V through the relationship?

dv 1
_ J =
2r?

The voltage at point P at a distance r from the probe, is then

\4 r
1 d 1
[favtof iy to
0 27 Jo r? 2nr

'11 11' '11 , 1'

(1.3)

(1.4)

N\ 7/
S~ X"A=277 r r
7 1 2
00 «— —> oo 00— —> 0 00 —
I \r !
% &

(a) (b)

Fig. 1.4 (a) one-point probe, (b) two-point, and (c) collinear four-point probe showing current flow

and voltage measurement.
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For the configuration in Fig. 1.4(b), the voltage is

Ip _ _Ip —I—p(l—i> (1.5)

2wry 2wy 2r \r1 n

where r; and r, are the distances from probes 1 and 2, respectively. The minus sign
accounts for current leaving through probe 2. For probe spacings s;, s», and s3, as in
Fig. 1.4(c), the voltage at probe 2 is

VALY - (1.6)
2 2w \ sy $2 + 53 ’
and at probe 3 it is
= o (1 ! 1.7)
Tt \s1 5 s '
The total measured voltage V = V,3 = V, — V3 becomes
Ip (1 1 1 1
V=—|———- + — (1.8)
2r \s1 s2+s3 si+s2 83
The resistivity p is given by
2 \%
p= — (1.9)
(I/s1 = 1/(s1+s2) = 1/(s1 +52) + 1/53) [

usually expressed in units of ohm - cm, with V measured in volts, / in amperes, and s in
cm. The current is usually such that the resulting voltage is approximately 10 mV. For
most four-point probes the probe spacings are equal. With s = s = 5, = 53, Eq. (1.9)
reduces to

1%
p =215 (1.10)

Typical probe radii are 30 to 500 wm and probe spacings range from 0.5 to 1.5 mm.
The spacings vary for different sample diameter and thickness.* For s = 0.1588 cm, 27s is
unity, and p becomes simply p = V/I. Smaller probe spacings allow measurements closer
to wafer edges, an important consideration during wafer mapping. Probes to measure metal
films should not be mixed with probes to measure semiconductors. For some applications,
e.g. magnetic tunnel junctions, polymer films, and semiconductor defects, microscopic
four-point probes with probe spacings of 1.5 jum have been used.’

Semiconductor wafers are not semi-infinite in extent in either the lateral or the vertical
dimension and Eq. (1.10) must be corrected for finite geometries. For an arbitrarily shaped
sample the resistivity is given by

1%
p=2msF— (1.11)

where F corrects for probe location near sample edges, for sample thickness, sample
diameter, probe placement, and sample temperature. It is usually a product of several
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independent correction factors. For samples thicker than the probe spacing, the simple,
independent correction factors contained in F of Eq. (1.11) are no longer adequate due
to interactions between thickness and edge effects. Fortunately the samples are gener-
ally thinner than the probe spacings, and the correction factors can be independently
calculated.

1.2.1 Correction Factors

Four-point probe correction factors have been calculated by the method of images,?©

complex variable theory,7 the method of Corbino sources,® Poisson’s equation,9 Green’s
functions,'® and conformal mapping.'!~'2 We will give the most appropriate factors here
and refer the reader to others where appropriate.

The following correction factors are for collinear or in-line probes with equal probe
spacing, s. We write F as a product of three separate correction factors

F=FFRF (1.12)

Each of these factors can be further subdivided. F; corrects for sample thickness, F,
for lateral sample dimensions, and F3 for placement of the probes relative to the sample
edges. Other correction factors are discussed later in the chapter.

Sample thickness must be corrected for most measurements since semiconductor wafers
are not infinitely thick. A detailed derivation of thickness correction factors is given
by Weller."* Sample thicknesses are usually on the order of the probe spacing or less
introducing the correction factor'#

_ t/s
"~ 2In{[sinh(¢/s)]/[sinh(r/25)]}

Fiy (1.13)

for a non-conducting bottom wafer surface boundary, where ¢ is the wafer or layer thick-
ness. If the sample consists of a semiconducting layer on a semiconductor substrate, it is
important that the layer be electrically isolated from the substrate. The simplest way to
do this is for the two regions to be of opposite conductivity, i.e., n-layer on a p-substrate
or p-layer on an n-substrate. The space-charge region is usually sufficiently insulating to
confine the current to the layer.

For a conducting bottom surface the correction factor becomes

_ t/s
" 21In{[cosh(z/s)]/[cosh(t/25)]}

Fip (1.14)

Fy, and F}; are plotted in Fig. 1.5. Conducting bottom boundaries are difficult to achieve.
Even a metal deposited on the wafer back surface does not ensure a conducting contact.
There is always a contact resistance. Most four-point probe measurements are made with
insulating bottom boundaries.

For thin samples Eq. (1.13) reduces to

t/s

Fiy
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Fig. 1.5 Wafer thickness correction factors versus normalized wafer thickness; ¢ is the wafer thick-
ness, s the probe spacing. The data points are taken from ref. 15.

using the approximation sinh(x) =~ x for x < 1. Eq. (1.15) is valid for # < s/2. For very
thin samples that satisfy the conditions for F, and F3 to be approximately unity, we find
from Egs. (1.11), (1.12), and (1.15)

T V \%4
= t— =4.532t—
p m2)' 1 7 (1.16)

Thin layers are often characterized by their sheet resistance Ry, expressed in units of
ohms per square. The sheet resistance of uniformly doped samples is given by

Ry=L =TV _4s53V
T T 1 T (1.17)

subject to the constraint ¢ < s/2. The sheet resistance characterizes thin semiconductor
sheets or layers, such as diffused or ion-implanted layers, epitaxial films, polycrystalline
layers, and metallic conductors.

The sheet resistance is a measure of the resistivity averaged over the sample thickness.
The sheet resistance is the inverse of the sheet conductance Gyj,. For uniformly-doped
samples we find

Ry, = =— (1.18)

where o is the conductivity and ¢ the sample thickness. For non uniformly-doped samples

1 1 1
R - (1.19)

sh = 1 t = t
/0 [1/p(0)] dx /0 cdx g /0 [ () + P01y ()] dx




10 RESISTIVITY

Exercise 1.2

Fig. E1.2

Problem: Is there another way to derive the sheet resistance expression?

Solution: Consider a sample of thickness ¢ and resistivity p. The four probes are arranged
as in Fig. E1.2. Current [ is injected at probe /* and spreads out cylindrically symmet-
ric. By symmetry and current conservation, the current density at distance r from the
probe is

1
J =
2mrt
The electric field is
Ip dv
P Jp = = ——
2mrt dr

Integrating this expression gives the voltage drop between probes V* and V ~, located at
distances s; and s, from [T as

Via K
$2 Ip 2 dr Ip $2
dV = — —=>Vyg—Vo=Vp=—I|-—
/v 2t J, 1 st 2 27 (s]

sl

By the principle of superposition, the voltage drop due to current injected at /™ is
1 1Y 83
Vag=———In[ —
H 2t <S4 )

1
V= V12— V34: —pIII(%)
2t 5154

leading to

For a collinear arrangement with s; = s4 = s and s, = 53 = 2s

nt V T V
P 1

T 1T )

Exercise 1.3

Problem: What does sheet resistance mean and why does it have such strange units?
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Fig. E1.3

Solution: To understand the concept of sheet resistance, consider the sample in Fig. E1.3.
The resistance between the two ends is given by

R L L p L h
=p— =p— = —— ohms

PA=Pwi~ 7w
Since L/ W has no units, p/¢ should have units of ohms. But p/¢ is not the sample resis-
tance. To distinguish between R and p/t, the ratio p/t is given the units of ohms/square
and is named sheet resistance, R;;. Hence the sample resistance can be written as

L
R = RshW ohms

The sample is sometimes divided into squares, as in Fig. E1.4. The resistance is then
given as
R = Ry;, (ohms/square) x Number of squares = SRy, ohms

Looking at it this way, the “square” cancels.

The sheet resistance of a semiconductor sample is commonly used to characterize ion
implanted and diffused layers, metal films, etc. The depth variation of the dopant atoms
need not be known, as is evident from Eq. (1.19). The sheet resistance can be thought of
as the depth integral of the dopant atom density in the sample, regardless of its vertical
spatial doping density variation. A few sheet resistances are plotted in Fig. E1.5 versus
sample thickness as a function of sample resistivity. Also shown are typical values for
Al, Cu and heavily-doped Si.

Exercise 1.4

Problem: For the carrier density profiles in Fig. E1.6, do the sheet resistances of the three
layers differ?

5 squares
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Fig. E1.5

Solution: Eq. (1.19) shows the sheet resistance to be inversely proportional to the
conductivity-thickness product. For constant mobility, Ry, is inversely proportional to
the area under the curves in Fig. E1.6. Since the three areas are equal, this implies that
Ry, is the same for all three cases. In other words, it does not matter what the carrier
distribution is, only the integrated distribution matters for Ryy,.

Four-point probe measurements are subject to further sample size correction factors.
For circular wafers of diameter D, the correction factor F, in Eq. (1.12) is given by!®

B In(2)
~ In(2) + In{[(D/s)? + 31/[(D/s)* — 31}

F, is plotted in Fig. 1.6 for circular wafers. The sample must have a diameter D > 40 s
for F; to be unity. For a probe spacing of 0.1588 cm, this implies that the wafer must be
at least 6.5 cm in diameter. Also shown in Fig. 1.6 is the correction factor for rectangular
samples.5

The correction factor 4.532 in Eq. (1.17) is for collinear probes with the current flowing
into probe 1, out of probe 4, and with the voltage sensed across probes 2 and 3. For the
current applied to and the voltage sensed across other probes, different correction factors
obtain.!” For probes perpendicular to and a distance d from a non-conducting boundary,
the correction factors, for infinitely thick samples, are shown in Fig. 1.7.2 Tt is obvious
from the figures that as long as the probe distance from the wafer boundary is at least

F, (1.20)

n(x)
0 I [

n Type (©

% \

(@)

(b
p Type

Fig. E1.6
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Fig. 1.6 Wafer diameter correction factors versus normalized wafer diameter. For circular wafers:
D = wafer diameter; for rectangular samples: D = sample width, s = probe spacing.
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Fig. 1.7 Boundary proximity correction factors versus normalized distance d (s = probe spacing)
from the boundary. F3; and Fz, are for non-conducting boundaries, F33 and F34 are for conducting
boundaries.

three to four probe spacings, the correction factors F3; to F34 reduce to unity. For most
four-point probe measurements this condition is easily satisfied. Correction factors F3; to
F34 only become important for small samples in which the probe is, of necessity, close
to the sample boundary.

Other corrections must be applied when the probe is not centered even in a wafer of
substantial diameter.'® For rectangular samples it has been found that the sensitivity of the
geometrical correction factor to positional error is minimized by orienting the probe with
its electrodes within about 10% of the center.!! For square arrays the error is minimized
by orienting the probe array with its electrodes equidistant from the midpoints of the sides.
There is also an angular dependence of the placement of a square array on the rectangular



14 RESISTIVITY

sample.” ! We should mention that if the probe spacings are not exactly identical, there
is a further small correction.'®

The key to high precision four-point probe measurements, including reduced geometric
effects associated with proximity of the probe to a non-conducting boundary, is the use of
two measurement configurations at each probe location.'*=2! This technique is known as
the “dual configuration” or as the “configuration switched” method. The first configuration
is usually with current into probe 1 and out of probe 4 and with the voltage sensed across
probes 2 and 3. The second measurement is made with current driven through probes 1 and
3 and voltage measured across probes 2 and 4. The advantages are: (i) the probe no longer
needs to be in a high symmetry orientation (being perpendicular or parallel to the wafer
radius of a circular wafer or to the length or width of a rectangular sample), (ii) the lateral
dimensions of the specimen do not have to be known since the geometric correction factor
results directly from the two measurements, and (iii) the two measurements self-correct
for the actual probe spacings.

The sheet resistance in the dual configuration is given by?!

Ry, = —14.696 + 25.173(R,/Ry) — 7.872(R,/ Ry)? (1.21)

where
Vi /lpia+ Vioa/Ira R Vioa/I 13+ Vioa/ 113
= N b =

R
“ 2 2

(1.22)

V23/1714 is the voltage/current across terminals 2,3 and 1,4 with the current in the forward
direction and V,,3/1,14 with the current in the reverse direction.
The resistivity of semiconductor ingots, measured with the four-point probe, is given by

1%
p=21s— (1.23)

only if the ingot diameter D satisfies the relationship D > 10 s.'%-22.23

1.2.2 Resistivity of Arbitrarily Shaped Samples

The collinear probe configuration is the most common four-point probe arrangement.
Arrangement of the points in a square has the advantage of occupying a smaller area
since the spacing between points is only s or 2'/s, whereas in a collinear configuration
the spacing between the outer two probes is 3s. The square arrangement is more com-
monly used, not as an array of four mechanical probes, but rather as contacts to square
semiconductor samples.

The theoretical foundation of measurements on irregularly shaped samples is based
on conformal mapping developed by van der Pauw.”*2® He showed how the specific
resistivity of a flat sample of arbitrary shape can be measured without knowing the current
pattern, if the following conditions are met: (1) the contacts are at the circumference of
the sample, (2) the contacts are sufficiently small, (3) the sample is uniformly thick, and
(4) the surface of the sample is singly connected, i.e., the sample does not contain any
isolated holes.

Consider the flat sample of a conducting material of arbitrary shape, with contacts 1,
2, 3, and 4 along the periphery as shown in Fig. 1.8 to satisfy the conditions above. The

resistance Rz 34 is defined as
Va4
Rio3s = — (1.24)
P
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2

Fig. 1.8 Arbitrarily shaped sample with four contacts.

where the current /;, enters the sample through contact 1 and leaves through contact 2 and
Vay = V3 — Vy is the voltage difference between the contacts 3 and 4. Ry34; is defined
similarly.

The resistivity is given by?*

o= 7 (Riz3a+ Roza1)
RTE) 2

F (1.25)

where F is a function only of the ratio R, = Rj2 34/ R23 41, satisfying the relation

R=1_ F o cosh (M> (1.26)

R +1 1@ 2

The dependence of F on R, is shown in Fig. 1.9.
For a symmetrical sample such as the circle or the square in Fig. 1.10, R, =1 and
F = 1. This allows Eq. (1.25) to be simplified to

b1
= ——tR = 4.532tR
o ()’ 123 12,34 (1.27)
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Fig. 1.9 The van der Pauw correction factor F versus R,.
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(a) (b) (©)

Fig. 1.10 Typical symmetrical circular and square sample geometries.

The sheet resistance becomes

_ TRz

o= =4.532R
sh nQ) 12,34 (1.28)

similar to the four-point probe expression in Eq. (1.17).

The van der Pauw equations are based on the assumption of negligibly small contacts
located on the sample periphery. Real contacts have finite dimensions and may not be
exactly on the periphery of the sample. The influence of non-ideal peripheral contacts is
shown in Fig. 1.11. The correction factor C is plotted as a function of the ratio of contact
size to sample side length d/I. C is defined as

o =CtR1234; Ry = CRin34 (1.29)

Figure 1.11 shows that corner contacts introduce less error than contacts placed in the
center of the sample sides. However, if the contact length is less than about 10% of the
side length, the correction is negligible for either contact placement.

The error introduced by non-ideal contacts can be eliminated by the cloverleaf config-
uration of Fig. 1.10(b). Such configurations make sample preparation more complicated
and are undesirable, so square samples are generally used. One of the advantages of the
van der Pauw structure is the small sample size compared with the area required for four-
point probe measurements. For simple processing it is preferable to use the circular or

B e e e e s e e e s s 1 r T
Mo || o @ |
6 N 7
Il e—; lSl 1
&) 4
51 (b)
/ln2 b
4 I TR TN N TN TN TN A TN T T N T T T I SO 1 ]
0 0.2 0.4 0.6 0.8 1

d/l

Fig. 1.11 Correction factor C versus d /! for contacts at the center and at the corners of the square.
Data after ref. 25.
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square sample geometries shown in Fig. 1.10. For such structures it is not always possible
to align the contacts exactly.

Geometries other than those in Fig. 1.10 are also used. One of these is the Greek cross
in Fig. 1.12. Using photolithographic techniques, it is possible to make such structures
very small and place many of them on a wafer for uniformity characterization. The sheet
resistance of the shaded area is determined in such measurements. For structures with
L = W, the contacts should be placed so that d < L/6 from the edge of the cross, where
d is the distance of the contact from the edge.?” Surface leakage can introduce errors if L
is too large.”® A variety of cross sheet resistor structures have been investigated and their
performance compares well with conventional bridge-type structures.”” The measured
voltages in cross and van der Pauw structures are lower than those in conventional bridge
structures.

The cross and the bridge structures are combined in the cross-bridge structure in
Fig. 1.13, allowing the sheet resistance and the line width to be determined. The sheet
resistance, determined in the shaded cross area, is

o Vi
T InQ) I,

sh (1.30)

where V34 = V3 — V4 and [, is the current flowing into contact /; and out of contact 1.

The left part of Fig. 1.13 is a bridge resistor to determine the line width W. We mention
the line width measurement feature only briefly here. Line width measurements are more
fully discussed in Chapter 10. The voltage along the bridge resistor is

Rsn L1
Vig = —— 1.31
45 W (1.31)

i i . - Contact
L i L ¢ |:| Diffusion
Implant
w H T v_ Poly-Si
d—>] T T

Fig. 1.12 A Greek cross sheet resistance test structure. d = distance of contact from edge.
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Fig. 1.13 A cross bridge sheet resistance and line width test structure.
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where Vs = V4 — V5 and Iy is the current flowing from contact 2 to contact 6. From
Eq. (1.31) the line width is

Ry LI
Vas

with Ry, determined from the cross structure and Eq. (1.30). A key assumption in this
measurement is that the sheet resistance be identical for the entire test structure.

Since the bridge structure in Fig. 1.13 is suitable for resistance measurements, it can
be used to characterize “dishing” during chemical-mechanical polishing of semiconduc-
tor wafers, where soft metal lines tend polish thinner in the central portion than at the
edges leading to non-uniform thickness. This is particularly important for soft metals
such as copper. With the resistance inversely proportional to metal thickness, resistance
measurements can be used to determine the amount of dishing.*

1.2.3 Measurement Circuits

Four-point probe measurement circuits are given in various ASTM Standards. For
example, ASTM F84'% and F76' give detailed circuit diagrams. Today’s equipment is
supplied with computers to provide the current stimulus, measure the voltage and apply
appropriate correction factors as well as provide the signals for the probe station stepping
for wafer mapping.

1.2.4 Measurement Errors and Precautions

For four-point probe measurements to be successful a number of precautions must be
taken and appropriate correction factors must be applied to the measured data.

Sample Size: As mentioned earlier, a number of corrections must be applied, depend-
ing on the location of the probe as well as sample thickness and size. For those cases
where the wafer is uniformly doped in the lateral direction and its diameter is appreciably
larger than the probe spacing, the wafer thickness is the chief correction. If the wafer
or the layer to be measured is appreciably thinner than the probe spacing, the calculated
resistivity varies directly with thickness. It is therefore very important to determine the
thickness accurately for resistivity determination. For sheet resistance measurements the
thickness need not be known.

Minority/Majority Carrier Injection: It is often stated that metal-semiconductor con-
tacts do not inject minority carriers. That is not strictly true. Metal-semiconductor contacts
do inject minority carriers, but their injection efficiency is low. However, under high cur-
rent conditions it may not be negligible. Minority carrier injection causes conductivity
modulation because increased minority carrier density leads to increased majority carrier
density (to maintain charge neutrality) and subsequent enhanced conductivity. To reduce
minority carrier injection, the surface should have a high recombination rate for minority
carriers. This is best achieved by using lapped surfaces. For a highly polished wafer it
may not be possible to achieve the necessary high surface recombination. Injected minor-
ity carriers will have decayed by recombination and cause very little error for voltage
probes 3—4 minority carrier diffusion lengths from the injecting current probe. However,
for high lifetime material the diffusion length may be longer than the probe spacing, and
the measured resistivity will be in error. Another possible source of error is the probe
pressure-induced band gap narrowing leading to enhanced minority carrier injection.
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Minority carrier injection may be important for high resistivity materials. For silicon
this applies for p > 100 ohm - cm. An error of less than 2% is introduced by minority
carrier injection if the voltage across the two voltage-sensing probes is held to less than
100 mV for 1 mm probe spacings for samples with lapped surfaces. If the current density
exceeds the value J = gnv, where n ~ Np for n-type samples and v is the thermal
velocity, excess majority carriers can be injected into the sample, causing the resistivity
to change. Majority carrier injection is usually of little concern if the four-point probe
voltage does not exceed 10 mV.

Probe Spacing: A mechanical four-point probe exhibits small random probe spacing
variations. Such variations give erroneous values of resistivity or sheet resistance, espe-
cially when evaluating uniformly doped wafers. In such cases it is very important to know
whether any non-uniformities are due to the wafer, due to process variations, or due to
measurement errors. An example is the evaluation of ion-implanted layers. It is known
that ion-implanted layers can have sheet resistance uniformities better than 1%. For small
probe spacing variations the correction factor!®

Fg~ 1+ 1.082(1 —s2/5m) (1.33)

must be applied, where s, is the spacing between the inner two probes and s, is the mean
value of the probe spacings. Errors due to probe wander can be reduced by averaging
several independent readings.

Current:  Additional sources of error are the current amplitude and surface leakage
current. The current can affect the measured resistivity in two ways: by an apparent
resistivity increase produced by wafer heating and by an apparent resistivity decrease due
to minority and/or majority carrier injection. The suggested four-point probe measurement
current for silicon wafers is shown in Fig. 1.14 as a function of resistivity and sheet
resistance.!® The data were obtained by measuring the four-point probe resistivity as a
function of current for a given sample. Such resistivity-current curves show typically a
flat region bounded by non-linearities at both low and high currents. The flat region gives
the appropriate current. Surface leakage is reduced or eliminated by enclosing the probe
in a shielded enclosure held at a potential equal to the inner probe potential.

Resistivity (£2-cm)
Sheet Resistance (€/square)
=

1072
102 107! 10° 10! 102 103

Current (mA)

Fig. 1.14 Recommended four-point probe current versus Si sheet resistance and resistivity.



20 RESISTIVITY

Temperature: 1t is important that the sample temperature be uniform in order not
to introduce thermoelectric voltages. Temperature gradients can be caused by ambient
effects but are more likely due to sample heating by the probe current. Current heating is
most likely to occur in low resistivity samples where high currents are required to obtain
readily measurable voltages.

Even if temperature variations are not caused by the measurement apparatus and there
are no temperature gradients, there may still be temperature variations due to temperature
fluctuations in the measurement room. Since semiconductors have relatively large tem-
perature coefficients of resistivity, errors are easily introduced by failing to compensate
for such temperature variations (n- and p-Si'® and for n- and p-Ge).3? For resistivities of
10 ohm - cm or higher, the Si coefficient is on the order of 1%/°C. Temperature corrections
are made by using the correction factor'®

Fr=1—-Cr(T —23) (1.34)
where Cr is the temperature coefficient of resistivity and 7 is the temperature in °C.

Surface Preparation: Proper surface preparation is important for high sheet resistance
Si measurements. For example, positive charge on the surface of a p-type layer on an
n-type wafer, leads to a surface charge-induced space-charge region leaving only a portion
of the layer in its neutral state. This, of course, increases the thickness-dependent sheet
resistance. Similarly, a positive surface charge on an n-type implanted layer, leads to
surface accumulation and a sheet resistance reduction. An example of this effect is shown
in Fig. 1.15. Wafers dipped into boiling water or into H,SO4 or H,O, exhibit stabilized
surfaces while those etched in HF exhibit a time-dependent sheet resistance.®

High Resistivity, High Sheet Resistance Materials: Materials of very high resistivity
are more difficult to measure by four-point probe or van der Pauw methods. Moderately
doped wafers can become highly resistive at low temperatures and are similarly difficult

—&— B Unpassivated
—— B Passivated

” —O— As Passivated
7x 10 —&— As Unpassivated

Sheet Resistance (£2/square)

0)(100 vl Lol L
10! 102 103 104

Time in Air (min)

Fig. 1.15 Sheet resistance versus time in room temperature air. B implant: 8 x 10'' cm~2, 70 keV
through 59 nm oxide into n-Si substrate, annealed 1050°C, 15 s; As implant: 8 x 10" cm~2 into
bare p-Si substrate, annealed 1000°C, 30 min. Both passivated in boiling water for 10 min. After
ref. 33.
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to measure. Special measurement precautions must be observed. Thin semiconductor films
usually have high sheet resistance. These include lightly doped layers, polycrystalline Si
films, amorphous Si films, silicon-on-insulator, efc. It is possible to make four-point probe
measurements with sheet resistances up to about 10'°—10"" ohms/square, provided one
uses a stable low current as low as picoamperes. A further consideration is penetration
of the probes through shallow implanted layers. One solution to this problem is to use
mercury four-point probes instead of metal “needles”.

A measurement for high-resistivity bulk wafers relies on providing the wafer with
a large contact on one side and a small contact on the other side. A current is passed
through the contacts and the voltage is measured. This arrangement, by itself, can suffer
from surface leakage currents. By surrounding the small contact with a guard ring and
holding the guard ring at the same or nearly the same potential as the small contact,
surface currents are essentially suppressed.®* It is of course necessary to ensure that the
contacts are ohmic or as close to ohmic as possible so that the bulk resistivity and not
the contact resistance is measured.

Two-terminal measurements are notorious for being complicated by contact effects and
the true sample resistivity is not easy to determine as indicated by Eq. (1.2). Conventional
van der Pauw measurements suitable for moderate or low resistivity materials are suspect
for high resistance samples unless care is taken to eliminate current leakage paths and
sample loading by the voltmeter. One approach around this problem is the “guarded”
approach using high input impedance, unity gain amplifiers between each probe on the
sample, and the external circuitry.3> The unity gain amplifiers drive the shields on the leads
between the amplifier and the sample, thereby effectively eliminating the stray capacitance
in the leads. This reduces leakage currents and the system time constant. Measurements of
resistances up to 10'2 ohms have been made with such a system. The “guarded” approach
can also be automated.?

1.3 WAFER MAPPING

Wafer mapping, originally developed to characterize ion implantation uniformity, has
become a powerful process monitoring tool. Manual wafer mapping originated in the
1970s.3” Today, highly automated systems are used. During wafer mapping the sheet
resistance or some other parameter proportional to ion implant dose is measured at
many locations across a sample. The data are then converted to two-dimensional or
three-dimensional contour maps. Contour maps are a more powerful display of process
uniformity than displaying the same data in tabular form. A well-designed contour map
gives instant information about ion implant uniformity, flow patterns during diffusion,
epitaxial reactor non-uniformities, efc. If desired, line scans along one line across the
sample can also be displayed to show the uniformity along that line.

The most common sheet resistance wafer mapping techniques are: four-point probe
sheet resistance, modulated photoreflectance, and optical densitometry.38 Of these, the
configuration-switched four-point probe method is commonly used. It allows for rapid
comparison between samples and has been used for ion implantation, diffusion, poly-
Si films, and metal uniformity characterization.’® Example wafer maps are shown in
Fig. 1.16.

1.3.1 Double Implant

Precaution needs to be taken to measure the sheet resistance of low-dose, single implanted
layers by the four-point probe technique, because (1) it is difficult to make good electrical
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Fig. 1.16 Four-point probe contour maps; (a) boron, 10" cm~2, 40 keV, Ry, (average) = 98.5
ohms/square; (a) arsenic, 10" cm~2, 80 keV, R;; (average) = 98.7 ohms/square; 1% intervals.
200 mm diameter Si wafers. Data courtesy of Marylou Meloni, Varian Ion Implant Systems.

contact from the probe to the semiconductor, (2) low doses give low carrier densities
and low conductivity, and (3) the surface leakage current can be comparable to the
measurement current. The conventional four-point probe method can be used provided
the starting wafers are of high resistivity, and they are oxidized before the implant to
stabilize the surface resistance and to prevent ion channeling. The wafer is implanted and
annealed, the oxide is stripped, and the surface is stabilized in a hot sulfuric acid and
hydrogen peroxide solution (piranha etch).

A modified four-point probe method, the double implant technique, is sometimes used
for sheet resistance measurements of such layers.?® 4% It is implemented as follows: A
p-type (n-type) impurity is implanted into an n-type (p-type) substrate at a dose P
and energy E;. For example, boron is implanted at a dose of ®; = 10'* cm~2 and energy
E, = 120 keV. The wafer is annealed to activate the implanted ions electrically. The sheet
resistance Ry;; is measured and the data are stored. Next the desired low-dose impurity
is implanted at dose &, and energy E,, with &, < ®;. E, should be less than E; to
prevent penetration through the first implant layer. The first implant energy is typically
at least 10—-20% higher, and the first implant dose is at least two orders of magnitude
higher than the second implant. The second implant conditions might be &, = 10" cm™2
and E, = 100 keV. The sheet resistance Ry, after the second implant is measured and
compared to Ry;; without annealing the second implant.

The second sheet resistance measurement relies on the implant damage of the sec-
ond implant being proportional to the implant dose. This is true for low implant doses.
Implanted, but not activated ions, do not contribute to electrical conduction. Furthermore,
due to implant damage, the mobility is reduced making Ry, > Ry;1. The impurity atomic
mass of the first implant should be approximately the same mass as the second implant. It
has also been found that (111)-oriented Si wafers are preferred over (100)-oriented wafers
to reduce channeling effects. The double-implant method allows measurements immedi-
ately after the second implant. Implant doses as low as 10'© cm™2 can be measured by
this technique. Test wafers can be annealed and reused, provided the anneal temperature is
kept sufficiently low to prevent impurity redistribution. The method is also applicable for
electrically inactive species, such as oxygen, argon, or nitrogen implants. A more detailed
discussion is given in Smith et al.*®
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The double-implant technique suffers from several problems. Any sheet resistance non-
uniformities resulting from the first implant and its activation cycle alter the low-dose
measurement. Additionally, since this method derives its low-dose sensitivity from ion-
implant damage, it is sensitive to post-implant relaxation, where implant damage anneals
itself over a period of hours to days following the implant. If the measurement is made
immediately after the second implant, damage relaxation has little effect. However, if
the measurement is made several hours or days after the implant, damage relaxation can
reduce the measured resistance by 10—20% for the types of implant doses and energies
typical for low-dose implants. The measurement stability is improved by a 200°C, dry N,
anneal for 45 min before making the measurement.*’

1.3.2 Modulated Photoreflectance

Modulated photoreflectance is the modulation of the optical reflectance of a sample in
response to waves generated when a semiconductor sample is subjected to periodic heat
stimuli. In the modulated photoreflectance or thermal wave method an Ar* ion laser beam,
incident on the semiconductor sample, is modulated at a frequency of 0.1 to 10 MHz,
creating transient thermal waves near the surface that propagate at different speeds in
damaged and crystalline regions. Hence, signals from regions with various damages dif-
fer, leading to a measure of crystal damage. The thermal wave diffusion length at a
1 MHz modulation frequency is 2 to 3 pwm.*! The small temperature variations cause
small volume changes of the wafer near the surface and the surface expands slightly.*?
These changes include both thermoelastic and optical effects,*’ and they are detected with
a second laser—the probe beam—by measuring the reflectivity change. The apparatus is
illustrated in Fig. 1.17. Both pump and probe laser beams are focused to approximately
1 pm diameter spots, allowing measurements not only on uniformly implanted wafers but
also on patterned wafers.

Modulated photoreflectance is commonly used to determine the implant dose of ion
implanted wafers. Conversion from thermal wave signal to implant dose requires cali-
brated standards with known implant doses. The ability to determine ion-implant doses
by thermal waves depends on the conversion of the single crystal substrate to a partially

Detector

Wave €«— Pump
Signal Laser
Probe
Laser

Damaged
Layer

Fig. 1.17 Schematic diagram of the modulated photoreflectance apparatus.
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disordered layer by the implant process. The thermal wave-induced thermoelastic and
optical effects are changed in proportion to the number of implanted ions. Modulated
photoreflectance implant monitoring is subject to post-implant damage relaxation. How-
ever, the laser detection scheme accelerates the damage relaxation process, and the sample
stabilizes within a few minutes.

The technique is contactless and non-destructive and has been used to measure implant
doses from 10'! to 105 cm™2.* Measurements can be made on bare and on oxidized
wafers. The ability to characterize oxidized samples has the advantage of allowing mea-
surements of implants through an oxide. The technique can discriminate between implant
species since the lattice damage increases with implant atom size and the thermal wave
signal depends on the lattice damage. It has been used for ion implantation monitoring,
wafer polish damage, and reactive and plasma etch damage studies. Its chief strength lies
in the ability to detect low-dose implants contactless and to display the information as
contour maps. Example contour maps are shown in Fig. 1.18.

1.3.3 Carrier Illumination (CI)

Somewhat similar to modulated photoreflectance is carrier illumination, to determine
junction depth. Optical characterization of activated shallow junctions requires high con-
trast between the active implant and the underlying layer. The index of refraction of the
doped layer is slightly higher than the underlying silicon by virtue of its higher conductiv-
ity. However, this is insufficient to enable measurement using conventional methods. In
carrier illumination, a focused laser (A = 830 nm) injects excess carriers into the semicon-
ductor, forming a dc excess carrier distribution and a A = 980 nm probe beam measures
the reflectance.* The carrier distribution is deduced from the reflected signal. The carrier
density in the substrate is flat, and falls rapidly at the junction edge. This creates a steep
gradient in the index of refraction at the edge of the doping profile. The index of refraction
change An relates to the excess carrier density AN as

. g>AN
T 2K,e,m*w?

An

(1.35)

Fig. 1.18 Modulated photoreflectance contour maps; (a) boron, 6.5 x 10'> cm~2, 70 keV, 648 TW
units; (a) boron, 5 x 10'2 cm~2, 30 keV, 600 TW units; 0.5% intervals. 200 mm diameter Si wafers.
Data courtesy of Marylou Meloni, Varian Ion Implant Systems.
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where w is the radial frequency of the light. Light is reflected from this distribution and
interference with a reference leads to an interference signal correlating directly to the
junction depth. By slowly modulating the laser generating the excess carriers, thereby
maintaining the static distribution conditions, it is possible to use sensitive phase-locked
methods to obtain a reflection signal with several orders of magnitude gain over a dc
measurement.

The method works best for layers with active doping densities in excess of 10'® cm™ to
avoid high-level injection conditions in the active implanted region. High depth resolution
is achieved because of the high index of refraction of the semiconductor. The measurement
wavelength in silicon is about 270 nm, and a full 27 phase shift occurs in 135 nm. With
a noise-limited phase resolution better than 0.5°, the depth resolution is about 0.2 nm.
In addition to junction depth measurements, CI has been shown to be sensitive to the
active dopant density and the profile abruptness and can also measure the thickness of the
amorphous depth after a pre-amorphizing implant, making the CI method very sensitive
for monitoring as-implanted low-dose ion implants.*®

1.3.4 Optical Densitometry

In optical densitometry the doping density is determined by a technique entirely different
from any of the methods discussed in this chapter. The method was developed for ion
implantation uniformity and dose monitoring and does not use semiconductor wafers. A
transparent substrate, typically glass, is coated with a thin film consisting of a polymer
carrier and an implant sensitive radiochromic dye. During implant, the dye molecule
undergoes heterolytic cleavage, resulting in positive ions with a peak light absorption at
a wavelength of 600 nm.*” When this polymer-coated glass wafer is ion implanted, the
film darkens. The amount of darkening depends on the implant energy, dose, and species.

The optical densitometer, using a sensitive microdensitometer, detects the transparency
of the entire wafer before and after implant and compares the final-to-initial difference in
optical transparency with internal calibration tables. The optical transparency is measured
over the entire implanted wafer and then displayed as a contour map. Calibration curves
of optical density as a function of implant dose have been developed for implant doses
from 10'" to 10'3 cm™2.

The method requires no implantation activation anneal and the results can be displayed
within a few minutes of the implantation. The optical density is measured with about 1 mm
resolution and lends itself well to ion doses as low 10'" cm™2. As discussed earlier in
this chapter, the doping density of low-dose implants is not easy to measure electrically,
and this optical method is a viable alternate technique. It is also very stable. Table 1.1
compares three mapping techniques.’®

1.4 RESISTIVITY PROFILING

A four-point probe measures the sheet resistance. The resistivity is obtained by multiplying
by the sample thickness with the correct resistivity obtained only for uniformly-doped
substrates. For non-uniformly doped samples, the sheet resistance measurement averages
the resistivity over the sample thickness according to Eq. (1.19). The resistivity profile
of a non-uniformly doped layer cannot be determined from a single sheet resistance
measurement. Furthermore it is usually the dopant density profile that is desired, not the
resistivity profile.
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TABLE 1.1 Mapping Techniques for Ion Implantation Uniformity Measurements.

Four-Point Double Spreading Modulated Optical
Probe Implant Resistance Photoreflectance ~ Densitometry
Type Electrical  Electrical Electrical Optical Optical
Measurement Sheet Crystal Spreading Crystal Polymer
Resistance Damage Resistance Damage Damage
Resolution (um) 3000 3000 5 1 3000
Species Active Active, Active Inactive Inactive
Inactive
Dose Range (cm~2) 10'2—10" 10''—10'* 10" —10% 10" —10% 10 —10"3
Results Direct Calibration Calibration Calibration Calibration
Relaxation Minor Serious Minor Serious Serious
Requires Anneal Initial Implant Anneal Measure before
and after

Suitable techniques for determining dopant density profiles include the differential
Hall effect, spreading resistance, capacitance-voltage, MOSFET threshold voltage, and
secondary ion mass spectrometry. We will discuss the first two methods in this chapter
and defer discussion of the others to Chapter 2.

1.4.1 Differential Hall Effect (DHE)

To determine a resistivity or dopant density depth profile, depth information must be
provided. It is possible to measure the resistivity profile of a non-uniformly doped sample
by measuring the resistivity, removing a thin layer of the sample, measuring the resistivity,
removing, measuring, etc. The differential Hall effect is such a measurement procedure.
The sheet resistance of a layer of thickness (f — x) is given by

1

Ron = 7
Qf [(n () pn (x) + pX)ap (X)] dx

(1.36)

where x is the coordinate from the surface into the sample as illustrated in Fig. 1.19. If
the sample is a thin layer, it must be separated from the substrate by an insulating layer
to confine the four-point probe current to the layer. For example, an n-type implant into
a p-substrate is suitable, with the space-charge region of the resulting np junction acting
as an “insulating” boundary. An n-type implant into an n-substrate is not suitable as the
measuring current is no longer confined to the n-layer.

0

Layer to be
measured

t \
Insulator or Insulating
X opposite conductivity boundary

Fig. 1.19 Sample geometry with measurement proceeding from the surface into the sample.
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The sheet resistance of a uniformly doped layer with constant carrier densities and
mobilities is 1

Ry =——
q(np, + pup)t

(1.37)

The sheet resistance is a meaningful descriptor not only for uniformly doped layers but
also for non-uniformly doped layers, where both carrier densities and mobilities are depth
dependent. In Eq. (1.36) R, represents an averaged value over the sample thickness
(t — x). Obviously, for x = 0, the sheet resistance is given by Eq. (1.19).

The sheet resistance is measured by the Hall effect or with a four-point probe as a
function of depth by incremental layer removal. A plot of 1/R;(x) versus x leads to the

sample conductivity o (x) according to the equation*®
d[1/Rsn(x)]
dixh = —q[n()ua(x) + p(X)pp(x)] = —o (x) (1.38)

Equation (1.38) is derived from (1.36) using Leibniz’s theorem
d [ g db d
- f(x,C)de/ —[f(x,C)]dx—i-f(b,C)——f(a,C)—a (1.39)
dc Jue ae) 0C ac ac
The resistivity is determined from Eq. (1.38) and from the identity p(x) = 1/0(x) as
- I __R® Ry
d[1/Rsp(x)]/dx  dRgp(x)/dx  d[In(Rs(x))]/dx

The dopant density determined by this method is illustrated in Exercise 1.5. Dopant
density profiles determined by DHE, spreading resistance profiling, and secondary ion
mass spectrometry are shown in Fig. 1.20.

p(x) = (1.40)

Exercise 1.5

Problem: Given the sheet resistance versus depth plot of an n-Si layer on a p-Si substrate
in Fig. E1.7(a), determine the resistivity and the doping density as a function of depth.

102 g
e SIMS
1020 T SRP
- 07 grrrresttes,, ——DHE
> 10'8 L .
5 = -
=]
106 § -
1014 F PR S N N (N T S S V. P S ]
0 0.05 0.1 0.15
Depth (um)

Fig. 1.20 Dopant density profiles determined by DHE, spreading resistance profiling, and sec-
ondary ion mass spectrometry. Data after ref. 49. Reprinted from the Jan. 1993 edition of Solid State
Technology.
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Solution: Determine the slope of this plot as a function of x. Then determine p(x) versus
x using Eq. (1.40). Remember, in problems where the data are given in terms of “log” as
in the figure above, you need to use the conversion “In(10) In(x) = log(x)”. The resistivity
and doping density data so derived are shown in Figs. E1.7(b) and (c). Conversion of “p
to Np” used a mobility of 800 cm?/V -s.

A word of caution regarding sheet resistance measurements of thin layers is in order
here. Surface charges can induce space-charge regions at the sample surface. If that
happens, then the neutral layer that governs the sheet resistance is thinner than the physical
layer, introducing an error into the measurement. It is generally not a problem for Si, but
can be a problem for GaAs, where surface charge-induced space-charge regions are very
common. Corrections need to be applied then.’*—>!

Repeated removal of well-controlled thin layers from a heavily-doped semiconductor
is difficult to do by chemical etching. It can, however, be done with anodic oxidation.
During anodic oxidation a semiconductor is immersed in a suitable electrolyte in an
anodization cell. A current is passed from an electrode to the semiconductor sample
through the electrolyte, causing an oxide to grow at room temperature. The oxide grows
by consuming a portion of the semiconductor. By subsequently etching the oxide, that
portion of the semiconductor consumed during the oxidation is removed as well. This can
be done very reproducibly.

Two anodization methods are possible. In the constant voltage method, the anodization
current is allowed to fall from an initial to a final predetermined value. In the con-
stant current method, the voltage is allowed to rise until a preset value is attained. The
oxide thickness is directly proportional to the net forming voltage in the constant current
anodization method, where the net forming voltage is the final cell voltage minus the
initial cell voltage.

A variety of anodization solutions have been used. The non-aqueous solutions N-
methylacetamide, tetrahydrofurfuryl alcohol and ethylene glycol are suitable for silicon.>?
Ethylene glycol containing 0.04N KNO; and 1-5% water produces uniform, reproducible
oxides at current densities of 2 to 10 mA/cm?. For the ethylene glycol mixture 2.2 A of Si
are removed per volt.>2 A forming voltage of 100 V removes 220 A of Si. Ge*3, InSb**,
and GaAs> have all been anodically oxidized.

The laborious nature of the differential conductivity profiling technique limits its appli-
cability if the entire process is done manually. The measurement time can be substantially
reduced by automating the method. Computer-controlled experimental methods have been
developed in which the sample is anodized, etched and then the resistivity and the mobility
are measured in situ.*> 3557

1.4.2 Spreading Resistance Profiling (SRP)

The spreading resistance probe technique has been in use since the 1960s. Although
originally used for lateral resistivity variation determination, it is mainly used today to
generate resistivity and dopant density depth profiles. It has very high dynamic range
(10'2-10%" cm~) and is capable of profiling very shallow junctions into the nm regime.
Substantial progress has been made in data collection and treatment. The latter relates to
improved sample preparation and probe conditioning procedures, specialized constrained
cubic spline smoothing schemes, universally applicable Schumann-Gardner-based cor-
rection factors with appropriate radius calibration procedures, and the development of
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physically based Poisson schemes for the correction of the carrier diffusion (spilling) phe-
nomenon. Reproducibility is sometimes mentioned as an SRP problem. Reproducibility
of 10% can be obtained routinely by “qualified” SRP systems, provided qualification
procedures are rigorously implemented.’®

The spreading resistance concept is illustrated in Fig. 1.21. The instrument consists of
two carefully aligned probes that are stepped along the beveled semiconductor surface.
The resistance between the probes is given by

R=2R,+2R.+2R,, (1.41)

where R, is the probe resistance, R. the contact resistance and R;, the spreading resis-
tance. The resistance is measured at each location.>

The sample is prepared by mounting it on a bevel block with melted wax. Bevel
angles less than 1° can be readily prepared. The bevel block is inserted into a well-fitting
cylinder, and the sample is lapped using a diamond paste or other polishing compound.
Sample preparation is very important for successful SRP measurements.®*-%' Next the
sample is positioned in the measurement apparatus with the bevel edge perpendicular to
the probe stepping direction. It is very useful to provide the sample with an insulating
(oxide or nitride) coating. The oxide provides a sharp corner at the bevel and also clearly
defines the start of the beveled surface because the spreading resistance of the insulator
is very high. Spreading resistance measurements should be made in the dark to avoid
photoconductance effects and are primarily used for silicon.

A good discussion of sample preparation is given by Clarysse et al.*® The bevel angle
should be measured with a well-calibrated profilometer. In the absence of a top oxide,
the measurement should be started at least 10—20 points before the bevel edge. The
actual starting point can then be determined from a micrograph (dark field illumination,
magnification 500x). The error on the starting point should not be larger than a few points
(maximum 3). Typically, the raw resistance profile shows a transition at the starting point
position. The probe imprints must be visible to be able to count them and to determine
the starting point. The bevel edge must be sharp enough to reduce the uncertainty of the
starting point as much as possible. Good bevel surfaces require a 0.1 or 0.05 pm, high-
quality, diamond paste. The rotating glass plate, used for polishing the bevel, should have
a peak-to-peak roughness of 0.13 pwm. The probe separation must be below 30—-40 pum.
Typically, 100—150 data points are used for sub micrometer implants or epitaxial layers.
For sub-100 nm structures, one should try to obtain 20—25 data points.

To understand spreading resistance, consider a metallic probe contacting a semicon-
ductor surface as in Fig. 1.22. The current / flows from the probe of diameter 2 into a

Bevelled surface

Metal

/ cylinder

Slurry ’7 Sample
[~

7/ Glassplate %

Plunger

Fig. 1.21 Spreading resistance bevel block and the beveled sample with probes and the probe path
shown by the dashed line.
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Fig. 1.22 A cylindrical contact of diameter 2r to a semiconductor. The arrows represent the current
flow.

semiconductor of resistivity p. The current is concentrated at the probe tip and spreads out
radially from the tip. Hence the name spreading resistance. For a non-indenting, cylindri-
cal contact with a planar, circular interface and a highly conductive probe, the spreading
resistance for a semi-infinite sample is®>

Ry = ﬁ ohms (1.422)

For a hemispherical, indenting probe tip of radius r, the spreading resistance is

0

R,, = —— ohms 1.42b

? T 2mr ( )

Equation (1.42a) has been verified by comparing spreading resistance with four-point
probe measurements. The spreading resistance can be expressed as®

0
Rypeas = Reont + Rspread = Reom + ;C (143)

where C is a correction factor that depends on sample resistivity, probe radius, current
distribution and probe spacing. It should be noted that the radius r is not necessarily
the physical radius. The contact resistance also depends on wafer resistivity and probe
pressure and on the surface state density. These surface states dominate the Schottky
barrier height of the metal/semiconductor contact. The surface state density and energy
distribution are expected to be different for polished and beveled surfaces. High surface
state densities induce Fermi level pinning.** On beveled SRP p-type material the contact
is expected to be surrounded by a depleted region while n-type material has an inversion
layer near the surface.

A weight of approximately 5 g is applied and the probes have to be conditioned to form
an area of small microcontacts, believed to be necessary to break through the thin native
oxide on the bevel surface. Despite the relatively low weight very high local pressures
result. Assuming a 1 pm radius, a straightforward division by the contact area leads to
an estimate of the contact pressure of approximately 16 GPa.

About 80% of the potential drop due to current spreading occurs within a distance of
about five times the contact radius. The probe penetration is about 10 nm for probe loads
of 10 to 12 g.% The relationship between SRP measured resistance and Si resistivity is
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Fig. 1.23 Calibration curves for conventional SRP measurements. After ref. 63.

shown in Fig. 1.23.% For a contact radius of 1 um, Eq. (1.42a) predicts Ry, &~ 2500p.
The fact that the spreading resistance is about 10* times higher than p is the reason that
Ry, dominates over R, and R, in Eq. (1.41). However, if the metal-semiconductor barrier
height is significant, then the measured resistance does include a non-negligible contact
resistance, as in GaAs, for example.

The tungsten-osmium alloy probes, are mounted in gravity-loaded probe arms. The
probe tips are shaped so that they can be positioned very close together, often with less
than 20 pm spacing. The probe arms are supported by a kinematic bearing system with
five contacts giving the arms only one degree of freedom, which is a rotation around the
horizontal axis. This virtually eliminates lateral probe motion during contact to the sample
minimizing probe wear and damage to the semiconductor. The probes deform only slightly
elastically upon contacting the semiconductor, thus making very reproducible contacts.
The probes are “conditioned” using the “Gorey-Schneider technique”® for the contact
area of the probe to consist of a large number of microscopic protrusions to penetrate
the thin oxide layer on silicon surfaces. An example SRP plot and the resulting dopant
density profile is shown in Fig. 1.24.

The conversion of spreading resistance data to a carrier density profile and subsequently
to a doping density profile is a complicated task that involves data smoothing to reduce
measurement noise, a deconvolution algorithm, and a correct model for the contact.®” An
important aspect of SRP is the fact that spreading resistance measures a carrier distribution
along a beveled surface. It has often been assumed that this profile is identical to the
vertical carrier profile. Furthermore, the vertical carrier profile is often assumed to be
identical to the vertical doping profile. This is not true for shallow junctions where the
redistribution of mobile carriers, referred to as carrier spilling, distorts the measured SR
profiles. For example, electrons from the highly doped n™ layer in an n* p junction spill
into the lowly p-doped substrate. Hence, an SRP plot, that is expected to show a resistance
maximum at the metallurgical junction due to the space-charge region with few carriers,
may not show such a maximum at all.®” The actual plot suggests the absence of a junction
leading to the conclusion that the junction may be an ntn junction. Carrier spilling
accounts for SRP determined junction depths being usually less than those measured by
SIMS. %8
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Fig. 1.24 High-resolution spreading resistance and dopant density profiles. Data courtesy of S.
Weinzierl, Solid State Measurements, Inc.

The voltage between the probes during measurement is kept at around 5 mV to reduce
the effect of contact resistance. The probe-semiconductor contact is a metal-semiconductor
contact with the non-linear current—voltage characteristic

I =Iy(e®'*T — 1y ~ IyqV /kT (1.44)

for voltages less than k7 /q ~ 25 mV.

The spreading resistance profiling technique is a comparative technique. Calibration
curves are generated for a particular set of probes at a particular time using samples
of known resistivity. Such calibration samples are commercially available for silicon.
Comparison of the spreading resistance data to the calibration samples is necessary and
sufficient for uniformly doped samples. For samples containing pn or high-low junc-
tions, additional corrections are necessary. These multilayer corrections have evolved over
the years where today very sophisticated correction schemes are used.®’-7> A different
approach calculates the spreading resistance profile from an assumed doping profile.”* The
calculated profile is then compared to the measured profile and adjusted until they agree.

The bevel angle 6 is typically 1°-5° for junction depths of 1-2 pm and 6 < 0.5° for
junction depths less than 0.5 wm. The equivalent depth, Az, for each Ax step along the
surface beveled at angle 9, is

Az = Ax sin(9) (1.45)

For a step of 5 um and an angle of 1°, the equivalent step height or measurement resolu-
tion is 0.87 nm. A plot of dopant density profiles determined by differential Hall effect,
spreading resistance profiling, and secondary ion mass spectrometry (SIMS) is shown in
Fig. 1.20. Note the good agreement between DHE and SRP for this sample. SIMS pro-
filing is discussed in Chapter 2. The small SRP angles are determined by measuring a
small slit of light that is reflected from the beveled and the unbeveled surfaces so that two
images are detected. When the slit is rotated, the two images rotate also, and the rotation
angle is measured and related to the bevel angle.”* Surface profilometers can also be used
for angle determination.5!

Limitations in SRP profiling for very shallow junctions arise due to the large sam-
pling volume induced by the large contact and probe spacing necessitating correction
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factors which can be as large as 2000. Moreover, additional correction factors have been
identified to correct for carrier spilling, surface damage, microcontact distribution, and
three-dimensional current flow. Unfortunately, all these corrections become increasingly
important for very shallow profiles and scale with probe radius and probe separation.
Probe penetration and bevel roughness also limit the depth resolution. In order to cope
with the limited thickness of the layers, very shallow bevels are required.”

Almost all spreading resistance measurements are made with two probes, but three-
probe arrangements have been used.® In the three-probe configuration one probe serves as
the common point to both voltage and current circuits and is the only probe contributing
to the measured resistance. The three-probe system is more difficult to keep aligned.
Since probe alignment parallel to the bevel intersection with the top surface is crucial for
depth profiling, the three-point spreading resistance probe is rarely used. Micro spreading
resistance, known as scanning spreading resistance microscopy is discussed in Chapter 9.

1.5 CONTACTLESS METHODS

Contactless resistivity measurement techniques have become popular in line with the gen-
eral trend toward other contactless semiconductor measurements. Contactless resistivity
measurement methods fall into two broad categories: electrical and non-electrical measure-
ments. Commercial equipment is available for both. Electrical contactless measurement
techniques fall into several categories. (1) the sample is placed into a microwave circuit
and perturbs the transmission or reflection characteristics of a waveguide or cavity’®,
(2) the sample is capacitively coupled to the measuring apparatus’’, and (3) the sample
is inductively coupled to the apparatus.’8-7°

1.5.1 Eddy Current

To be a viable commercial instrument, the apparatus should be simple with no special
sample requirements. This rules out special sample configurations to fit microwave cav-
ities, for example, and led to a variation of the inductively coupled approach. The eddy
current measurement technique is based on the parallel resonant tank circuit of Fig. 1.25.
The quality factor Q of such a circuit is reduced when a conducting material is brought
close to the coil due to the power absorbed by the conducting material. An implementation
of this concept is shown in Fig. 1.25(a), where the LC circuit is replaced by dual coils
on ferrite cores separated to provide a gap for the wafer that is coupled to the circuit via
the high permeability ferrite cores. The oscillating magnetic field sets up eddy currents in
the semiconductor leading to Joule heating of the material.
The absorbed power P, is®

P, = K(VT/n)Zf o(x)dx (1.46)
0

where K is a constant involving the coupling parameters of the core, Vr the rms primary
rf voltage, n the number of primary turns of the coil, o the semiconductor conductivity,
and ¢ the thickness. With power given by P, = VrIy, where Ir is the in-phase drive
current

KV r ! KV 1
I = dx = —_— 1.47
r=rr /0 ot dx =~ 5o (147)
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Fig. 1.25 (a) Schematic eddy current experimental arrangement, (b) practical implementation after
Johnson®', and (c) schematic showing the eddy current coils and the thickness sound generator.

If V7 is held constant through a feedback circuit, the current is proportional to the sam-
ple conductivity-thickness product, or it is inversely proportional to the sample sheet
resistance. A more recent implementation is shown in Fig. 1.25(b).8! Eddy current and
other contactless techniques are discussed further in Chapter 7 in reference to lifetime
measurements.

When an alternating current is induced in a conductor, the current is not uniformly
distributed, but is displaced toward the surface. For high frequencies most of the current
is concentrated in a layer near the surface known as the skin depth. Equation (1.46) is
valid provided the sample is thinner than the skin depth § given by

§=/p/mfi,=7503x10/p/f cm (1.48)

where p is the resistivity (2 - cm), f the frequency (Hz), and u, the permeability of
free space (47 x 10~ H/cm). Equation (1.48) is plotted in Fig. 1.26 as a function of
frequency. Comparison of four-point probe and eddy current wafer maps are shown in
Fig. 1.27 for Al and Ti layers. Note the excellent agreement in the contours and the
average sheet resistances.

To determine the wafer resistivity, its thickness must be known. In contactless mea-
surements provision must be made to measure the wafer thickness without contact. Two
methods are used: differential capacitance probe and ultrasound.®> In the ultrasound
method sound waves are reflected from the upper and lower wafer surfaces located
between the two probes shown in Fig. 1.25(c). The phase shift of the reflected sound
caused by the impedance variation of the air gap is detected by the sonic receiver. The
phase shift is proportional to the distance from each probe to each surface. With known
probe spacing, the wafer thickness can be determined.

One system to determine sample thickness by capacitance measurements is illustrated
in Fig. 1.28.3% Two capacitive probes of area A are separated by a distance s. The semi-
conductor wafer is held between the two capacitance probes. Each probe forms one plate
of the capacitor, the wafer the other. The capacitance is C; = ¢,A/d; between the upper
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Fig. 1.26 Skin depth versus resistivity as a function of frequency.

Fig. 1.27 (a) Four-point probe and (b) eddy current contour maps. Left: 1 pm aluminum layer,
Rgn.av(4 pt) = 3.023 x 1072 ohms/square, R av(eddy) = 3.023 x 1072 ohms/square, right: 20 nm
titanium layer, Ry, ov(4 pt) = 62.90 ohms/square, Rg oy (eddy) = 62.56 ohms/square. Data courtesy
of W.H. Johnson, KLA-Tencor.
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Fig. 1.28 Capacitive wafer thickness and flatness measurement system.

probe and the wafer and C, = ¢,A/d, between the lower probe and the wafer. From
Fig. 1.28, the thickness ¢ is

t=s5—(di +d) =5 —g,AC;" +C;) (1.49)

To determine ¢ we only need to know the probe separation s and the capacitances C,
and C,.

The wafer thickness measurement is independent of the vertical wafer position in
the gap. As the wafer moves in the vertical direction, both d; and d, change by equal
and opposite amounts leaving the thickness reading unchanged. The median surface is
determined by d; + d,. By measuring the capacitance at many points on the wafer, the
thickness and shape of the entire wafer can be determined. Bow and warpage, due to
stress in the wafer, are determined from the median surface reading allowing the stress to
be determined.®* The flatness obtained by this capacitive technique is a function of only
the wafer, not the mechanical support used in the instrument.

Resistivity measurements based on the eddy current technique are useful for uniformly-
doped wafers. The technique has also found use for the measurement of highly conductive
layers on less conductive substrates. The sheet resistance of the layer should be at least
a hundred times lower than the sheet resistance of the substrate to measure the layer and
not the substrate. This rules out measurements of diffused or ion-implanted layers on con-
ducting substrates, which generally do not satisfy this rule. For example, sheet resistances
of diffused or ion-implanted layers are typically 10 to 100 ohms/square, and the sheet
resistance of a 10 ohm - cm, 650 wm thick Si wafer is 154 ohms/square. However, the
sheet resistance of implanted or epitaxial layers on semi-insulating substrates (e.g., GaAs)
or of metal layers on semiconductor substrates can be measured. The sheet resistance of a
5000 A Al layer is typically 0.06 to 0.1 ohms/square, making such layers 2000 times less
resistive than the Si substrate. The layer thickness is determined from a sheet resistance
measurement according to

t = Ra/p (1.50)

The layer resistivity must be determined from an independent measurement. Contactless
resistance measurements are routinely used to determine sheet resistances and thicknesses
of conducting layers.
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Eddy current measurements require calibrated standards. Radial resistivity variations
or other p non-uniformities under the transducer are averaged and may be different from
that of other p or R, measurement techniques. The measurement frequency should be
such that the skin depth is at least five times the sample thickness to be measured.

1.6 CONDUCTIVITY TYPE

The semiconductor conductivity type can be determined by wafer flat location, thermal
emf, rectification, optically, and Hall effect. The Hall effect is discussed in Chapter 2.
The simplest method utilizes the shape of the wafer flats for those wafers following a
standard pattern. Silicon wafers are usually circular. They may have characteristic flats,
illustrated in Fig. 1.29, provided for alignment and identification purposes. The primary
flat (usually along the (110) direction) and secondary flats identify the conductivity type
and orientation. Wafers of diameter <150 mm usually have the standard flats of Fig. 1.29.
Larger wafers usually do not have flats; instead they are provided with notches that do
not provide conductivity type information.

In the hot or thermoelectric probe method the conductivity type is determined by
the sign of the thermal emf or Seebeck voltage generated by a temperature gradient. Two
probes contact the sample surface: one is hot the other is cold as illustrated in Fig. 1.30(a).
Thermal gradients generate currents in a semiconductor; the majority carrier currents for
n and p-type materials are®

J, = —qu«nPn dT/dx? Jp = _quPPPdT/d'x (1.51)

where P, < 0 and P, > 0 are the differential thermoelectric power.

Consider the experimental arrangement of Fig. 1.30(a). The right probe is hot, the left
probe is cold. dT/dx > 0 and the electron current in an n-type sample flows from left
to right. The thermoelectric power can be thought of as a current generator. Some of the

45°
{111} p-Type {111} n-Type
4 Secondary
Flat
R 180°
90 Primary
Flat
A 4 A 4
{100} p-Type {100} n-Type

Fig. 1.29 Identifying flats on silicon wafers.
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Fig. 1.30 Conductivity type measurements. (a) Hot probe; (b) rectifying probe, (c) equivalent cir-
cuit for (b), and (d) experimental data adapted from ref. 88.

current flows through the voltmeter causing the hot probe to develop a positive potential
with respect to the cold probe.®-87 There is a simple alternative view. Electrons diffuse
from the hot to the cold region setting up an electric field that opposes the diffusion. The
electric field produces a potential detected by the voltmeter with the hot probe positive
with respect to the cold probe. Analogous reasoning leads to the opposite potential for
p-type samples.

Hot probes are effective over the 1073 to 10° ohm-cm resistivity range. The voltmeter
tends to indicate n-type for high resistivity material even if the sample is weakly p-type
because the method actually determines the nu, or the pu, product. With w, > u,
intrinsic or high resistivity material is measured n-type if n ~ p. In semiconductors with
n; > n or n; > p at room temperature (narrow band gap semiconductors, for example),
it may be necessary to cool one of the probes and let the room temperature probe be the
“hot” probe.

In the rectification method, the sign of the conductivity is determined by the polarity
of a rectified ac signal at a point contact to the semiconductor.®0-87 When two probes
are used, one should be rectifying and the other should be ohmic. Current flows through
a rectifying contact to n-type material if the metal is positive and for p-type if it is
negative. Rectifying and ohmic contacts are difficult to implement with two-point contacts.
Fortunately four-point probes can be used with appropriate connections. A dc voltage is
applied and current flows between probes 1 and 2, and the resulting potential is measured
between probes 3 and 2 in Fig. 1.30(b). For an n-substrate with positive V},, the probe 1
metal-semiconductor diode is forward biased and probe 2 diode is reverse biased. Hence
the current / is the leakage current of the reverse-biased diode and diode 1 in Fig. 1.30(c)



40 RESISTIVITY

has very low forward bias. The voltage at point A is
Va=Vo+Vpi &YV, (1.52)

The voltage is measured with a high-input impedance voltmeter with very low current
between points A and 3. Hence, there is negligible voltage drop across diode 3 and
Vi & Vy.

I ATEATS (1.53)

For p-substrates and the same bias arrangement as in Fig. 1.30(c) diode 1 is reverse
and diode 2 forward biased. Consequently,

Vao &~ Vy~0 (1.54)

Equations (1.53) and (1.54) show how this probe arrangement can be used for semicon-
ductor type determination. The voltage dependence is shown in Fig. 1.30(d). For thin
semiconductor films, e.g., silicon-on-insulator or polysilicon films, the metallic needle
probes have been replaced with mercury probes.® This method of conductivity type
measurement is built into some commercial four-point probe instruments.

In the optical method, an incident modulated laser beam creates a time-varying surface
photovoltage (SPV) in the sample, detected with a non-vibrating, optically transparent
Kelvin probe held up to several cm from the sample surface. The principle is the surface
photovoltage method discussed in Section 7.4.5. The SPV is negative for p-type and
positive for n-type semiconductors.

1.7 STRENGTHS AND WEAKNESSES

Four-Point Probe: The weakness of the four-point probe technique is the surface damage
it produces and the metal it deposits on the sample. The damage is not very severe but
sufficient not to make measurements on wafers to be used for device fabrication. The
probe also samples a relatively large volume of the wafer, preventing high-resolution
measurements. The method’s strength lies in its established use and the fact that it is an
absolute measurement without recourse to calibrated standards. It has been used for many
years in the semiconductor industry and is well understood. With the advent of wafer
mapping, the four-point probe has become a very powerful process-monitoring tool. This
is where its major strength lies today.

Differential Hall Effect: The weakness of this method is its tediousness. The layer
removal by anodic oxidation is well controlled, but it is also slow, limiting the method
to relatively few data points per profile when done manually. That restriction is lifted
when the technique is automated. The sheet resistance can be measured by four-point
probe or Hall effect. Repeated four-point probe measurements on the same area create
damage, rendering the measurements questionable. That problem does not exist for Hall
samples. The method is destructive. The method’s strength lies in its inexpensive equip-
ment when using “home assembled” equipment. For those dopant profiles that cannot
be profiled by capacitance-voltage measurements, only secondary ion mass spectrometry
and spreading resistance methods are the alternatives. Equipment for those measurements
is significantly more expensive, leaving anodic oxidation/four-point probe as a viable,
inexpensive alternative.
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Spreading Resistance: The weakness of the spreading resistance profiling technique
is the necessity of a skilled operator to obtain reliable profiles. The system must be
periodically calibrated against known standards, and the probes must be periodically
reconditioned. It does not work well for semiconductors other than Si and Ge. The sam-
ple preparation is not trivial, and the measurement is destructive. The conversion of the
measured spreading resistance data to doping density profiles depends very much on the
algorithm. Several algorithms are in use, and others are being developed. The strengths
of SRP lie in the ability to profile practically any combination of layers with very high
resolution and no depth limitation and no doping density limitations. Very high resistiv-
ity material must be carefully measured and interpreted. The equipment is commercially
available and it is used extensively. Hence there is a large background of knowledge
related to this method, which has been in use over the past 40 years.

Contactless Techniques: The weakness of the eddy current technique is its inability
to determine the sheet resistance of thin diffused or ion-implanted layers. In order to
detect such sheet resistances, it is necessary for the sheet resistance of the layer to be on
the order of a hundred times lower than the sheet resistance of the substrate. This is only
attainable when the sheet consists of a metal on a semiconductor or a highly doped layer
on an insulating substrate. The eddy current technique is often used to measure the sheet
resistance of metal layers on semiconductor substrates to determine their thickness. The
strength of the eddy current method lies in its non-contacting nature and the availability
of commercial equipment. This is ideal for measuring the resistivity of semiconductor
wafers and the layer thickness.

Optical Techniques: The weakness of optical techniques is that the measurements are
qualitative with quantitative doping measurements requiring calibrated standards. Profiling
is generally not possible, and only average values are obtained. The optical densitometry
and modulated photoreflectance techniques have become commercially available methods.
They are mainly used for wafer mapping of ion-implanted wafers. Their strength lies in
their ability to measure the implants non-destructively, with small spot size, and rapidly
and in displaying the information in the form of contour plots. The modulated photore-
flectance technique is able to measure through an oxide and is routinely used for ion
implantation monitoring. Disadvantages are possible laser drift and post-implant damage
relaxation. Disadvantages of optical densitometry are the Al backing plate that must be
affixed to the wafer rear surface before implantation and removed for optical sensing
and the film’s UV sensitivity. Without the backing plate the optical sensors in the ion
implanter will register a loading error.

APPENDIX 1.1

Resistivity as a Function of Doping Density

Figures Al.1(a) and (b) show the resistivity for boron- and phosphorus-doped Si. For
boron-doped Si, the boron density is related to the resistivity by®

N 1.33 x 10'® n 1.082 x 10" [ _3]
= cm ¢
? P pl1 + (54.56p)1105]
1.305 x 10'® 1.133 x 107
p= [©2-cm] (Al.1)

Np * N[l + (2.58 x 10~ 19N5)~0.737]
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For phosphorus-doped Si, the phosphorus density is related to the resistivity by®’

6.242 x 108102 | Ao+ Ax + Axx? + Asx?
p=——"— [cm °], where Z =

0 1+le+Bzx2+B3x3

(Al.2a)

where x =log;,(p), Ao = —3.1083, A} = —3.2626, A, = —1.2196, A3 = —0.13923,
By = 1.0265, B, = 0.38755, and B3 = 0.041833. The resistivity is

6.242 x 10'810% Co+ C1y + Coy* + C3y°
= —————— [Q-cm], where Z = 5 3
Np 1+ Diy + Dyy* + D3y

0 (A1.2b)

and y = log,,(Np) — 16, Cyp = —3.0769, C; = 2.2108, C, = —0.62272, C3 = 0.057501,
D; = —0.68157, D, = 0.19833, and D3 = —0.018376.
Resistivity plots for Ge, GaAs, and GaP are shown in Fig. Al.1(c).

APPENDIX 1.2

Intrinsic Carrier Density

The intrinsic carrier density n; for Si has been described by a number of equations over

the years. The most recent and most accurate expressions are’’~°!
n; = 5.29 x 10'°(T/300)%>* exp(—6726/T) (A2.1a)
n; =291 x 10T exp(—E(T)/2kT) (A2.1b)

where the temperature-dependent band gap is given by”?

Eg(T) =1.1741.059 x 107°T — 6.05 x 107772 0<T <190 K) (A22a)
Eg(T) = 1.1785=9.025 x 107°T —3.05 x 10777? (150 < T <300 K) (A2.2b)

T is in Kelvin. n; and E¢ are plotted in Figs. A2.1 and A2.2. Eq. (A2.1a) is based on
experiments over the 78—340 K temperature range.”?> Equation (A2.1a) has been rewritten
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Fig. A2.1 Silicon intrinsic carrier density versus temperature.
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as Eq. (A2.1b) by Trupke et al.”! At T =300 K, n; = 9.7 x 10° cm~3. This is slightly
lower than the earlier value by Sproul and Green®® due to band gap narrowing. Band gap
narrowing is expressed by

Nierr =ni eXp(AEG/kT) (A2.3)

where the band gap narrowing energy, AEg, is shown in Fig. A2.3.%*
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PROBLEMS

1.1 The function y = x" is plotted in Fig. P1.1. Determine n.

100: ] A Rmass:
> 107 =
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Fig. P1.1

1.2 Determine y, and x; in the equation y = y, exp((x/x;) — 1) plotted in Fig. P1.2.
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Fig. P1.2

1.3 Plot the log(y) — x data of Fig. P1.3(a) on the x — y figure in Fig. P1.3(b). Write
numeric values on the y axis of Fig. P1.3(b).
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1.5

1.6

1.7

PROBLEMS 51

Derive an expression for the resistivity of a semiconductor sample infinite in extent
laterally and vertically measured with a square four-point probe with the probes
spaced a distance s shown in Fig. P1.4. Current / enters probe 1 and leaves probe
4; voltage V is measured between probes 2 and 3.

10 40
}
2 ’ 3 ’
Fig. P1.4

Derive an expression for the resistivity of a semiconductor sample infinite in extent
laterally and vertically measured with a four-point probe with the probes spaced
as shown in Fig. P1.5. Current I enters probe 1 and leaves probe 4; voltage V is
measured between probes 2 and 3.

2

3 4
[ ] [ ]
| 3 I

s 2s

1
[
I
Fig. P1.5

Consider an n-type wafer containing small nt regions. A four-point probe is placed
on this wafer so that probe 1 of a conventional in-line four-point probe, is placed on
one of those n™ regions. The other three probes are on the n-portion of the wafer.
In this four-point probe, current enters probe 1 and leaves probe 4; the voltage is
measured across probes 2 and 3. There are no n't regions between probes 2 and 4.
Is the correct sheet resistance measured in this case?

The resistance of the semiconductor sample in Fig. P1.7 is measured between the
two contacts as a function of wafer thickness 7. The results are:

t (wm) 200 400 600 800 1000
R (©2) 3183 6239 9295 1235.1 1540.7

—— a ]

I 209090
p

[ I

D
1

Fig. P1.7

Determine the resistivity p in € - cm and the specific contact resistance p. in € - cm?

for d = 0.01 cm. Assume the current is confined to the area of the contact, shown
by the shaded region. The contact is circular with the contact resistance given by
R. = p./A, where A is the contact area.
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1.8 From the /-V curve
1077 A.

in Fig. P1.8 determine the conductance g =dI/dV at [ =

Ty

1(A)

LLLLL BRELLL ) L L

107°
10—10
1071 AN BRI RS R R
0 0.1 0.2 0.3 0.4 0.5
V(V)
Fig. P1.8

1.9 The resistance R of a semiconductor sample in Fig. P1.9(a) is measured between
the two contacts as a function of circular contact of radius » = d/2. R is shown as
a function of r and 1/r in P1.9(b) and (c). Derive an expression for the resistance
in terms of the resistivity p, radius r and thickness . Neglect contact resistance
and assume the current follows the shaded region. Determine the resistivity p (in
Q- cm) for t = 400 pm.

d=2r
<
(a)
t

1()4§ Ty
10° ¢ E

S 10%g 3 (b)
~ F ]
10'F E
100- Ll Ll L ......-
0.001 0.01 0.1 1

r (cm)



PROBLEMS 53
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Fig. P1.9 (continued)
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1.10 The conducting region in Fig. P1.10 of thickness = 0.1 pm and resistivity p =

0.1 € - cm, is deposited on an insulating substrate. L = 1 mm, W = 100 pm. Deter-
mine the resistance between contacts A and B.

Yy A

A —®B w2 |W

Ay

€—— L —>

Fig. P1.10

1.11 The semiconductor structure in Fig. P1.11 has thickness ¢, inside and outside radii

ri and rp, and resistivity p. Determine the resistance R (in €2) between the inner
ring and the outer ring, i.e., for the doughnut-shaped sample, for p = 15 Q- cm,
t =500 wm and r,/r; = 100. Current flows radially as indicated by the bold arrows.
Hint: R = pL/A becomes dR = pdr/A(r).

Fig. P1.11
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1.12 The sheet resistance is measured in an anodic oxidation experiment. The results

are shown in Fig. P1.12. Determine and plot the resistivity, p (in Q2 -cm), and
the carrier density, n (in cm™3), versus x for this sample. To determine n(x), use
Uy = 1180 cm?/V - s.

W77
100 &

10° |

<« (ohms/square)

R
—_
ISy

%

03 " 1 I 1 L 1 L
0x10° 25%x107° 5x107° 75%x107° 1x107™*
x (cm)

Fig. P1.12

1.13 The semiconductor structure in Fig. P1.13 consists of two films of width W =

1.14

1.15

20 pm, lengths L; = 150 wm and L, = 100 wm, thicknesses #; = 0.6 pm and 7, =
0.3 wm, and resistivities p; = 10 ohm-cm and p, = 1 ohm-cm. Determine the sheet
resistance of each film (in ohms/square) and the resistance between points A and B
(in ohms). The dark regions at points A (not seen) and B are ideal ohmic contacts
with zero resistance. The boundary between the two films has zero resistance.

«— L, —

w A
fz P2

I A

P1

Fig. P1.13
The resistivity of a semiconductor layer of thickness ¢ varies according to p =
po(1 —kx/t), where k is a constant. L is the sample length, W is the sample width

and x is the dimension along the sample thickness. Derive an expression for the
sheet resistance of this sample.

For the n-type layers on a p-type substrate in Fig. P1.15:

(a) determine Ry
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n p
1016 __
(b)
T
§
= ()
()
1015
0 I
0 10~ x (cm)
Fig. P1.15

(b) calculate and plot: o versus x (linear-linear plot), p versus x (linear-linear plot),
R, versus x (log-linear plot), and 1/Ry;, versus x (log-linear plot) for the three
cases. Use p, = 1250 cm?/V -s.

An arbitrarily shaped van der Pauw sample of thickness = 500 pm was measured.
The measured resistances were: Rjz34 = 74 Q2 and Ry34; = 6 Q. Determine the
resistivity and sheet resistance of this sample.

An arbitrarily shaped van der Pauw sample of thickness = 350 wm was measured.
The measured resistances were: Rz 34 = 59 @ and Rj34; = 11 Q. Determine the
resistivity and sheet resistance of this sample.

An arbitrarily shaped, uniformly doped van der Pauw sample has a thickness of
500 pm. The measured resistances are R34 = 90  and Ry3 41 = 9 Q. Determine
the resistivity and the sheet resistance of this sample.

In the cross bridge test structure in Fig. 1.13, consisting of a uniformly-doped layer
on an insulating substrate, the following parameters are determined: V34 = 58 mV,
Iy =1 mA, Vis = 1.75 V, Ih,¢ = 0.1 mA. An independent measurement has given
the resistivity of the film as p = 0.0184 Q -cm and L = 500 pwm. Determine the
film sheet resistance Ry, (in $2/square), the film thickness ¢ (in wm), and the line
width W (in pm).

The doping profile Np(x) of an ion implanted layer is given by

N(x)—Lex —05<)C_R”)2
D _ARP\/E P . AR, )

where ¢ is the implant dose, R, is the range, and AR, the straggle. Determine
the sheet resistance for an arsenic layer implanted (E = 100 keV) into p-type Si
doped to Ny = 10" cm™3. Use ¢ = 10> ecm™2, R, =577 A, AR, =204 A, and
Wy = 100 cm?/V - s. Assume Np(x) = n(x).

Hint: First you have to find the junction depth.
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1.21

1.22

1.23

RESISTIVITY

The doping profile Np(x) of an ion-implanted layer is given by

) x—R, 2
Np(x) AR,,«/E exp |: 0.5 ( AR, ) :| ,
where ¢ is the implant dose, R, the range, and AR, the straggle. Determine the sheet
resistance for an n-type dopant layer (arsenic) implanted at an energy of 60 keV into
a p-type Si wafer doped to Ny = 10' cm™. Use ¢ = 5 x 10" em™2, R, = 368 A,
AR, =133 A, and iy, =50 cm?/V -s. Assume Np(x) = n(x).
Hint: At the junction depth x;: Ny = Np.

(a) In a cross bridge test structure in Fig. 1.13 of a semiconductor layer on an
insulating substrate, the following parameters are determined: Vis = 18 mV,
I, =1 mA, Vys = 1.6 V, I)¢ = 1 mA. An independent measurement has given
the resistivity of the film as p =4 x 1073 Q-cm and L = 1 mm. Determine
the film sheet resistance Rj;, (€2/square), the film thickness ¢ (Lm), and the line
width W (um).

(b) In one particular cross bridge test structure, the leg between contacts V, and Vs
is overetched. For this particular structure Vs = 3.02 V for I = 1 mA; it is
known that half of the length L has a reduced W, i.e., W’, due to a fault during
pattern etching. Determine the width W'.

In a cross bridge test structure in Fig. 1.13 consisting of a uniformly-doped layer
on an insulating substrate, measurements give: Vi34 =58 mV, I, =1 mA, Vs =
1.75 V, I,s = 0.1 mA. An independent measurement has given p = 1.84 x 1072 Q-
cm and L = 500 pm.

(a) Determine the film sheet resistance Ry, (in 2/square), the film thickness ¢ (in
pwm), and the line width W (in wm).
It is usually assumed that the sheet resistance Ry,, measured in region A in
Fig. P1.23, is the same in the entire structure. Suppose that is not the case.
What effect will that have on the line width measurement?

(b) Determine the widths W(a) and W(b) in Fig. P1.23 that are calculated if the
sheet resistance in the cross hatched region is Ry;,; and in the white region it is
Ry, (as determined in (i)), where Ry, = 0.5R;;1, but you assumed it was Ry,
everywhere. Give your answer as W(a)/W and W(b)/W, where W is the width
for uniform sheet resistance.

I(— L

| (a)
[

2

D L
I

| _)|L/2ILI_ N

Fig. P1.23

Z e

(b)
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1.24 Consider a p-type semiconductor cross bridge test structure on an insulating sub-
strate. The layer, of thickness ¢, is non-uniformly doped according to N4 =
10" exp(—kx), where k is a constant and x is the dimension along the sample
thickness. Determine Ry, V34 and Vis. Use I1p = s = 1 mA, pu, = 100 cm?/V s,
t=1pm, k=10 cm™!, L =500 um, and W = 10 wm. Neglect the electron con-
tribution to the layer resistivity and assume N4 = p.

1.25 (a) In the cross bridge test structure in Fig. P1.25, consisting of a uniformly doped

1.26

1.27

(b)

layer on an insulating substrate, measurements give: V34 = 11 mV, I1; = 0.5 mA,
Vis = 50 mV, Ig = 1 wA. The resistivity of the film is p =5 x 1073 Q- cm
and L = 100 wm. Determine the film sheet resistance Ry, (in 2/square), the
film thickness t (in wm), and the line width W (in jum).

A Ay
A e

" )

5| !
Fig. P1.25

It is usually assumed that the resistivity in the “L” region is uniform. Suppose
that is not the case. Determine the effective line width W,z if the resistivity
in the shaded “L” region varies linearly from 5 x 107> € - cm at terminal 5 to
1072 Q - cm at terminal 4. The resistivity in region “A”, I1», s and the physical
width W are the same as in (a).

A sample with doped regions as shown in Fig. P1.26 is characterized by a spreading
resistance probe. The minimum lateral step (along the beveled direction) that the
probe can be moved is 2 pm. Determine the maximum bevel angle 6 (in degrees)
to ensure a minimum of 20 measurement points per doped region?

n (0.2 ym)

p (0.1 ym)

n (0.2 um)

thick substrate

Fig. P1.26

Draw the spreading resistance plots, Ry, versus depth, for a p*n and an n*n junction
on the same plot. The n-substrates are the same and the resistivity of the nt region
is the same that of the p™* region. These are qualitative curves, without numerical
values.
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1.28

1.29

RESISTIVITY

Four Point Probe

by

400 pm
Y

Fig. P1.28

Determine the sheet resistance Ry, for a Si wafer of thickness ¢t = 400 pwm, shown
in Fig. P1.28, for:
(@) Na(x) = N4g(0)exp(—x/L); Np =0, i.e., no donors.

(b) Na(x) = Ns(0)exp(—x/L); Np =10 cm™3, ie., uniformly doped with
donors.

Use p(x) — n(x) — Na(x) + Np(x) =0, p(x)n(x) = n?,n; = 10! cm=3, N4 (0) =
107 cm™3, L =5 pm,

406.9 1268
Hp(x) =543+ ogg s Mn(X) =92+ o7 -
Na(x) +Np\~ 4+ Ny(x)+Np\~
2.35 x 1017 1.3 x 1017

The sheet resistance is measured on the top surface. Assume the pn junction in
(b) is an insulating boundary. Neglect the width of the pn junction space-charge
region. Assume that the four-point probe spacing s is much larger than the wafer
thickness ¢.

Consider the sample in Fig. P1.29(a). Give a value for the sheet resistance Rj;. To
convert from Ny4 to p, use Fig. Al.1. Then positive charge of density 102 cm~2 is
deposited on the upper surface, as in (b), and the charge remains there. This charge
sheet does not change the measurement condition, i.e., no surface current flows,
but it does change the sample configuration, by causing the p-layer to be partially
depleted and this depleted region can be considered an insulating region. Give a
value for the new sheet resistance Rjj,.

A2 1 R T T

N, =10"%cm™ 2 um N, =10"%cem™
?
(a) (b)

Fig. P1.29
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1.30 The hot probe is used to determine the semiconductor type, i.e. n-type or p-type. For

the arrangement in Fig. P1.30, determine the conductivity type and draw the band
diagram. The sample is uniformly doped and in the dark, i.e., it is not illuminated.

Hot Cold

Fig. P1.30

Hint: The electron current density is J, = nu, dEp/dx — qnu, P, dT /dx, where
P, < 0 is the differential thermoelectric power.

REVIEW QUESTIONS

e What is the best way to plot power law data?

e What is the best way to plot exponential data?

e Why is a four-point probe better than a two-point probe?

e Why is resistivity inversely proportional to doping density?

e What is an important application of wafer mapping?

e What is sheet resistance and why does it have such strange units?
e Why is sheet resistance commonly used to describe thin films?

e What are van der Pauw measurements?

e What is the main advantage of Eddy current measurements?

e What are advantages and disadvantages of the modulated photoreflectance (therma
wave) technique?

e What is carrier illumination and what material parameters does it provide?
e How is spreading resistance profiling implemented?
e How can conductivity type be determined?



CARRIER AND DOPING DENSITY

2.1 INTRODUCTION

The carrier density is related to the resistivity, as shown in Chapter 1. It is, however,
usually not derived from resistivity measurements but is measured independently. The
carrier density and doping density are frequently assumed to be identical. While that is
true for uniformly doped materials, the two may differ substantially for non-uniformly
doped materials.

We discuss in this chapter methods for determining the carrier and the doping den-
sity. Among the electrical methods capacitance-voltage, spreading resistance, and Hall
effect techniques are most commonly used. Being current-voltage or capacitance-voltage
techniques, they determine the carrier density. Secondary ion mass spectrometry, an ion
beam technique, has also found wide application for measuring the doping density. Optical
methods, such as free carrier absorption, infrared spectroscopy, and photoluminescence,
are sparingly employed. Infrared spectroscopy and photoluminescence have the advantage
of very high sensitivity and the ability to identify the doping impurities.

2.2 CAPACITANCE-VOLTAGE (C-V)

2.2.1 Differential Capacitance

The capacitance-voltage technique relies on the fact that the width of a reverse-biased
space-charge region (scr) of a semiconductor junction device depends on the applied
voltage. This scr width dependence on voltage lies at the heart of the C—V technique.
The C-V profiling method has been used with Schottky barrier diodes using deposited

Semiconductor Material and Device Characterization, Third Edition, by Dieter K. Schroder
Copyright © 2006 John Wiley & Sons, Inc.
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Fig. 2.1 (a) A reverse-biased Schottky diode, and (b) the doping density and majority carrier den-
sity profiles in the depletion approximation.

metal, mercury, and liquid electrolyte contacts, pn junctions, MOS capacitors, MOSFETs,
and metal-air-semiconductor structures.

We consider the Schottky barrier diode of Fig. 2.1(a). The semiconductor is p-type
with doping density N4. A dc bias V produces a space-charge region of width W. The
differential or small signal capacitance is defined by

_dQn 4O
T dv o dv

C 2.1

where Q,, and Q; are the metal and semiconductor charges. The negative sign accounts
for negative charge in the semiconductor scr (negatively charged ionized acceptors) for
positive voltage on the metal for reverse bias. The capacitance is determined by superim-
posing a small-amplitude ac voltage v on the dc voltage V. The ac voltage frequency is
typically 10 kHz to 1 MHz with 10 to 20 mV amplitude, but other frequencies and other
voltages can be used.

Let us consider the diode to be biased to dc voltage V plus a sinusoidal ac voltage v.
Imagine the ac voltage increasing from zero to a small positive voltage adding a charge
increment d Q,, to the metal contact. The charge increment d Q,, must be balanced by an
equal semiconductor charge increment d O, for overall charge neutrality.

The semiconductor charge is given by

W w
oF ZqA/ (p—n+N;§—N;)dx%—qA/ Njdx 2.2)
0 0

where the approximation obtains for Np =0 and p &~ n ~ 0 in the depletion approx-
imation. Another assumption is that all acceptors are ionized. For acceptors or donors
with energy levels deep within the band gap, the true dopant density profile may not be
measured, as discussed further in Section 2.4.6.
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The charge increment d O, in Fig. 2.1(b) comes about through a slight increase in the
scr width. From Egs. (2.1) and (2.2)

dQ d/W dw
C=- =gA— Nadx = gAN ((W)— 2.3
Ty N x = gAN 4 ( )dV (2.3)

dv

In going from Eq. (2.2) to (2.3), we have neglected the term d N4 (W)/dV, assuming N4
does not vary over the distance d W, or variations of N4 over a distance d W cannot be
obtained with the C—V technique. The capacitance in these equations is given in units of
F not F/cm?.
The capacitance of a reverse-biased junction, when considered as a parallel plate capac-
itor, is
C= Ke,A
w

2.4)

Differentiating Eq. (2.4) with respect to voltage and substituting dW/dV into Eq. (2.3)
gives

C’ _ 2
gKse,A2dC/dV ~— qKse,A2d(1/C?)/dV

Na(W) = — 2.5)

using the identity d(1/C?)/dV = —(2/C3)dC/dV. Note the area dependence in these
expressions. Since the area appears as A2, it is very important that the device area be
precisely known for accurate doping profiling. From Eq. (2.4) we find the scr width

dependence on capacitance as

K6, A
W= bl (2.6)
c

Equations (2.5) and (2.6) are the key equations for doping profiling.!~ The doping
density is obtained from the slope dC/dV of a C—V curve or from the slope d(1/C?)/dV
of a 1/C>—V curve. The depth at which the doping density is evaluated is obtained from
Eq. (2.6). For a Schottky barrier diode there is no ambiguity in the scr width since it
only spreads into the substrate. Space-charge region spreading into the metal is totally
negligible. The doping density profile equations are equally well applicable for asymmet-
rical pn junctions, i.e., p*n or n*p junctions, with one side of the junction more highly
doped than the other side. If the doping density of the heavily doped side is 100 or more
times higher than that of the lowly doped side, then the scr spreading into the heavily
doped region can be neglected, and Eqs. (2.5) and (2.6) hold. If that condition is not met,
the equations must be modified or both doping density and depth will be in error.> The
correction, however, is fraught with difficulty. It has been proposed that no unique doping
density profile can be derived from C—V measurements under those conditions.* If the
doping density profile of one side of the junction is known, then the profile on the other
side can be derived from the measurements.’ Fortunately, most pn junctions for doping
density profiling, are of the p™n or n™ p type, and corrections due to doping asymmetries
are not necessary.

MOS capacitors (MOS-C) and MOSFETs can also be used for profiling.® For an
MOS-C, the measurement is slightly more complicated because the device must remain
in deep depletion during the measurement, ensured with a rapidly varying dc ramp volt-
age or by using pulsed gate voltages. In the latter case, the gate voltage is pulsed from
Ve = 0to Vg = Vi, then from Vg = 0 to Vg = Vo, where Vg, > Vi, etc. The capac-
itance is measured immediately after the pulse before minority carriers have had time
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to be generated. MOS-C doping density profile measurements are influenced by inter-
face traps and minority carrier generation, discussed in more detail in Section 2.4.3.
Equation (2.5) applies directly to MOS-Cs when both interface states and minority carriers

can be neglected, but the scr width expression becomes’ 3
1 1
W = K;¢,A (— — —) 2.7
C  Co

Equation (2.7) differs from Eq. (2.6) by the oxide capacitance C,,, because part of the
gate voltage is dropped across the oxide. The MOS-C profiling technique has also been
implemented by driving the device into deep depletion and measuring the current instead
of the capacitance.’~'” The interference of minority carrier generation with differential
capacitance profile measurements can be avoided by providing a minority carrier sink,
such as a reverse-biased pn junction, adjacent to the MOS-C. A MOSFET provides such
minority carrier collecting junctions. Minority carriers are drained from the channel region
of the MOSFET provided the source/drain voltages are equal to or higher than the gate
voltage. Since there are no minority carriers in this case, the measurement can be made
in steady-state, i.e., no need for pulsed gate voltage.

A contactless capacitance and doping profiling version uses a contact held in close
proximity to the semiconductor wafer. The sensor electrode, 1 mm diameter and coated
with high dielectric strength thin film, is surrounded by an independently biased guard
electrode. The sensor electrode is held above the wafer by a porous ceramic air bearing
which provides for a very stable distance from the wafer as long as the load on the air
bearing does not change, shown in Fig. 2.2. The controlled load is provided by pressur-
izing a bellows. As air escapes through the porous surface, a cushion of air forms on the
wafer that acts like a spring and prevents the porous surface from touching the wafer.
The porosity and air pressure are designed such that the disk floats approximately 0.5 pm
above the wafer surface. A stainless steel bellows acts to constrain the pressurized air and
to raise the porous disk when the air pressure is reduced. If the air pressure fails, the disk
moves up, rather than falling down and damaging the wafer.!!

To prepare the wafer, it is placed in a low-concentration ozone environment at a
temperature of about 450°C, reducing the surface charge on the wafer, especially critical
for n-Si, makes it more uniform, reduces the surface generation velocity and allows deeper
depletion.'? A recent comparison of epitaxial resistivity profiles by the contactless with
Hg-probe C-V measurements compared very favorably.'> The capacitance of the air
gap is measured by biasing the semiconductor surface in accumulation. Light is used

Pressurized
bellows Porous
ceramic

T

Wafer 0.5 tm

Fig. 2.2 Contactless doping profiling arrangement. Pressurized air maintains the electrode at approx-
imately 0.5 wm above the sample surface.
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to collapse any possible space-charge region due to surface charge while the sensor is
lowered and while the air gap modulation due to the electrostatic attraction is determined
to eliminate any series space-charge capacitance. Assuming that the air gap does not vary
with changing electrode voltage, the capacitance of the air gap is the measured capacitance
at its maximum value. The doping density profile is determined from Eqs. (2.5) and (2.7)
with C,, in Eq. (2.7) replaced by C,;, .

For the derivation of Eq. (2.5) we used the depletion approximation, which neglects
minority carriers and assumes total depletion of majority carriers in the space-charge
region to a depth W and perfect charge neutrality beyond W, as illustrated in Fig. 2.1(b).
This is a reasonably good approximation when the scr is reverse biased and when the
substrate is uniformly doped. Furthermore, we used as the incremental charge variation
the acceptor ion density at the edge of the space-charge region. The ac probe voltage
exposes more or less ionized acceptors at the scr edge, as shown in Fig. 2.1. The charges
that actually move in response to the ac voltage are the mobile holes, not the acceptor
ions. Hence, the differential capacitance-voltage profiling technique determines the car-
rier density, not the doping density. What is actually measured is an apparent or effective
carrier density, which is neither the true carrier density nor the doping density. Fortu-
nately, the apparent density is approximately the majority carrier density and the relevant
equations become

c? 2
W) = — - .
PW) = = o ATdCTaV ~ qKoe, A2d(1/CD)jdV 2.8)
W= K,e,A ’9
= 2.9
S Y
=Kt (5= o (2.10)

The equations for the majority carrier density rather than doping density can be derived
from majority carrier currents in diodes'* or from surface potentials in MOS capacitors.'

It is worthwhile to say a few words about the C—V interpretation of Eq. (2.8). Both
dC/dV and d(1/C?)/dV methods are used, with the d(1/C?)/dV the preferred method.
We demonstrate this in Fig. 2.3. C-V and 1/C>-V curves of a Si pp* junction are
shown in Fig. 2.3(a). It is difficult to tell from the C—V curve whether the doping density
of this sample is constant or not. When the C—V curve is converted to a 1/C>—V curve,
it is immediately obvious that the carrier density is not uniform with a discontinuity at
around 3 V. The carrier density profile determined with Eqgs. (2.8) and (2.9) is shown in
Fig. 2.3(b).

The use of the majority carrier density rather than the doping density in the profile
equations is an important point and has been the subject of much discussion.'®-2% We
demonstrate the concept for a non-uniform acceptor doping density profile by the heavy
curve in Fig. 2.4(a). The majority hole density profile shown by the light line differs from
the doping density profile even in thermal equilibrium. Some of the holes diffuse from the
highly doped region to the lowly doped region and an equilibrium profile is established as
a result of both diffusion and drift. The steeper the doping gradient, the more p and N4
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Fig. 2.3 (a) C—V and 1/C?-V curves of a Si n* p diode, (b) p(x)-W profile.

Na Na p (depl. approx.)

Density
Density

p (actual)
X W, W, *
(@ (b)

Fig. 24 A schematic representation of the doping and majority carrier density profiles of a
non-uniformly doped layer. (a) zero-biased junction, (b) reverse-biased junction showing the doping
density profile, the majority carrier profiles in the depletion approximation and the actual majority
carrier profiles for two reverse-bias voltages.
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differ from one another. The majority carrier density deviation from the doping density
is governed by the extrinsic Debye length L, more generally called the Debye length

T Kz,
Lp= 1278 @.11)
q*(p+n)

L p is a measure of the distance over which a charge imbalance is neutralized by majority
carriers under steady-state or equilibrium conditions.

When a scr forms as a result of a reverse biased Schottky diode, for example, the
carrier distribution becomes that in Fig. 2.4(b). We show the majority carrier distribution
expected from the depletion approximation for scr widths W; and W, corresponding to
two different reverse-bias voltages. The actual majority carrier distribution is also shown.
The two differ appreciably and it is quite obvious from these curves that the doping
density profile is not what is measured by differential capacitance profiling. It is also not
clear that it is the majority carrier distribution that is measured. It has been shown by
detailed computer calculations that what is actually measured is an effective or apparent
majority carrier density profile, that is closer to the true majority carrier density profile
than to the doping density profile.'® The doping density profile, the majority carrier density
profile, and the effective majority carrier density profile are identical for uniformly doped
substrates, but not for non-uniformly doped substrates.

The Debye length sets a limit to the spatial resolution of the measured profile. This
Debye length problem arises because the capacitance is determined by the movement of
majority carriers and the majority carrier distribution cannot follow abrupt spatial changes
in doping density profiles. Detailed calculations show that if a doping density step occurs
within one Debye length, the majority carrier and the apparent densities agree fairly well
with one another, but both differ appreciably from the true doping density profile.!® For
a more gradual transition, the majority carrier density agrees quite well with the apparent
densities with depletion occurring from the lowly doped or from the highly doped side.
The agreement with the doping density profile is also quite reasonable.

A relationship between the measured majority carrier density and the doping den-
sity is!®

kTK,e, d ( 1 dp(x)> o1

NaG) = po) = == o (=

Extensive computer simulations have shown that Eq. (2.12) is too much of a simplifica-
tion.!7~18.26 For low-high junctions, e.g., a p-p* junction, the results depend on whether
the junction is profiled from the p-side or from the p*-side. The simulations show that
a step profile cannot be resolved accurately to less than about 2—3Lp, with the Debye
length determined by the carrier density on the highly doped side of the junction. A
doping density ramp profile, for example, cannot be distinguished accurately from a step
unless it is appreciably wider than a Debye length.

Equations (2.4) to (2.9) are derived in the depletion approximation, which assumes zero
mobile carrier density in the space-charge region. This is a reasonably good approximation
for reverse bias. However, for zero- or forward-biased Schottky and pn junctions, the
approximation loses its validity, and majority carrier profiling becomes inaccurate. Under
forward bias an additional capacitance due to excess minority carrier storage in the quasi-
neutral regions is introduced, rendering the method still less accurate. The concept of a
zero- or forward-biased junction does not apply for an MOS-C. However, the role of
mobile carriers is clearly just as important as it is for junction devices.
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Fig. 2.5 Doping density profiles for three samples. The solid lines are experimental data. The
dashed lines indicate the profiles in the absence of interface states. The dot-dash lines show the
profiles when the depletion approximation is used. Reprinted with permission after ref. 28.

Neglect of majority carriers has been shown to lead to errors in pulsed MOS-C doping
density profile determinations for surface potentials below 0.1 V,”- %27 corresponding to
a distance of approximately 2—3Lp from the SiO,-Si interface. It has been suggested
that profiling below this limit is possible by accounting for majority carriers.?® Fairly
complex equations are necessary for this correction, but they apply only to uniformly
doped substrates. Nevertheless, they are useful, and results of such a modified analysis are
shown in Fig. 2.5, where the dash-dot lines show the profile under the usual Debye length
limitation and the corrected experimental data points show the profile all the way to the
surface. Other considerations to be observed during profile measurements are discussed in
the ASTM standard F419.2° As with all ASTM methods this is a good source of practical
information and precautions to observe during measurement. One more caution: a common
technique for the preparation of metal-semiconductor contacts uses chemically etched,
hydrogen-terminated Si. Hydrogen can diffuse several microns into Si at room temperature
and compensate boron acceptors, leading to erroneous carrier density profiles. The B-H
complex dissociates for T > 180°C anneals.

2.2.2 Band Offsets

When two semiconductors with different band gaps are joined, the conduction and valence
bands cannot both be aligned, as illustrated in Fig. 2.6. Band offsets may exist in the
conduction band, AE., the valence band, AE,, or both. Band offsets can be determined
with various techniques. One of the earliest was the infrared absorption method.3! A
widely used method is photoemission spectroscopy, where photons incident on a sample
eject electrons.’? The electron energy is related to the band gap and band offset and the
band offset is measured directly.

An electrical technique is based on C—V measurements. It is easiest to determine
band offsets on n-N or p-P isotype heterojunctions. Here the lower-case letters n, p
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Ol

Fig. 2.6 (a) Cross-sectional and band diagram of two semiconductors with different band gaps,
(b) schematic C—V and 1/C2-V plots. Real plots are smeared out and do not exhibit the sharp
features shown here.

refer to the narrow band gap, and the upper case letters N, P to the wide band gap
semiconductor. Schottky barrier diodes are formed on the structure, as in Fig. 2.6(a). The
C-V and 1/C?-V curves of such a structure are shown schematically in Fig. 2.6(b). The
doping density profiles of the two materials are determined from the slopes m; and m;.
The plateau capacitance C; is related to the thickness of the narrow band semiconductor
and the plateau voltage AV, is related to the band offset. The C—V curve yields an
apparent or effective electron density, n*, that differs from the true electron density and
from the doping density.

We follow the theory of Kroemer et al.”” The method was originally shown to be
applicable to abrupt junctions, but was later shown to be applicable to graded junctions
as well.3* There may be an interfacial charge Q; at the heterointerface, given by

1.3

Qi = _q/O [Np(x) —n*(x)]dx (2.13)

where Np(x) is the doping density. The conduction band discontinuity is

q2

Ke,

AE, (2.14)

/OO[ND(x) —n*(x)](x —x;)dx — kT In [M}
0

ny/Nei

where ny, n, are the free electron densities in the layer and the substrate, N.;, N, the
effective density of states in the conduction band in the layer and the substrate, and x;
the location of the heterojunction interface. Knowledge of the position of x; is important.
Any error in x; translates into an error in the band offset and it can be determined self-
consistently by comparing the measured apparent carrier density with the calculated carrier
density.>> A plot of apparent carrier density of an n-GaAs/N-AlGaAs heterojunction is
shown in Fig. 2.7. The experimental data are shown by the data points. From this plot
Qi/q =274 x 10'"° cm~? and AE, = 0.248 eV were extracted.

MOS capacitor measurements have also been used to determine band offsets. These
measurements rely on a good oxide/semiconductor interface and hence are more applicable
to Si-based structures. The technique has been used for determining the band offset of
SiGe/Si heterojunctions with the band offset almost entirely in the valence band.*® The
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Fig. 2.7 Doping density plot of n-GaAs/N-Alj3Gag 7As heterojunction; the points are experimental
data, the straight line is the assumed donor density. Data adapted from ref. 33.
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Fig. 2.8 (a) Measured (heavy line) and simulated (light lines) Cjs—V; curves for Si/Sig9gCo.013
MOS capacitor (b) C;r—V characteristics of Si/Sig ;Geg 3 MOS capacitor showing threshold voltages
and carrier confinement in accumulation and inversion and band diagrams in accumulation and
inversion. Data adapted from refs. 37 and 38.

low-frequency C—V curve exhibits two threshold voltages associated with the SiO,/Si and
the heterojunction interfaces. It also shows a plateau with a width dependent on the band
offset. Example MOS-C C -V curves for Si/SiC and Si/SiGe are shown in Fig. 2.8.36-37
In both cases, the plateaus due to band offsets are clearly seen. Fig. 2.8(a) shows the
high-frequency C -V offset of the Si/SiC heterojunction.
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The valence band and conduction band alignment of the heterostructure in Fig. 2.8(b)
show hole confinement in accumulation and electron confinement in inversion.3® The low-
frequency C—V; characteristic shows the plateaus in accumulation and inversion, due to
carrier confinement. The characteristic exhibits two threshold voltages in accumulation
Vr1 and Vrg) and two threshold voltages in inversion Vy, and Vrg,. Vr corresponds to
hole accumulation at the top strained Si/SiGe heterojunction and Vrg; is related to the
Si/Si0; interface. Similarly, Vi, and Vrg; correspond to the electron build up in inversion
at the SiGe/(buried) strained Si heterojunction and Si/SiO, interface, respectively.

Current-voltage measurements are generally less reliable for band offset determination.
Usually rectification of pn heterojunctions is interpreted for band offset determination. In
principle, n-N and p-P heterojunctions should also show rectification. When they do not,
that has been falsely interpreted as no band offset. Deep-level transient spectroscopy has
also been used to determine band offsets.’® Kroemer gives a good discussion and critique
of band offset measurements.*°

Internal photoemission and core-level X-ray photoemission spectroscopy provide more
direct band gap offsets. In internal photoemission (discussed more fully in Section 3.5.4)
electrons are excited from the valence and/or conduction band of the narrow band gap
semiconductor to the wide band gap semiconductor.*! If the conduction band of the
right-hand semiconductor is populated by electrons at the interface, then there is a lower
photoemission threshold energy which characterizes the conduction-band discontinuity
AE.. If the narrow band gap semiconductor is p-type, then the valence-band offset AE,
is determined. Valence band offsets are most reliably determined from the energy positions
of core level lines in X-ray photoelectron spectra recorded with bulk samples of the two
semiconductors in contact.*? Since the escape depths of the photoelectrons are on the
order of 2 nm, one of the two semiconductors must be sufficiently thin.

2.2.3 Maximum-Minimum MOS-C Capacitance

Equations (2.8) and (2.10) hold for the depletion portion of the equilibrium and the deep-
depletion portion of non-equilibrium MOS-C C -V, curves but not for strong inversion.
The deep-depletion C—Vg curve Cg4y4 is shown in Fig. 2.9. A simple method to determine
the doping density of an equilibrium MOS-C is to measure the maximum high-frequency

200

\g /Depletlon
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e i Copr 1
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-3 2 -1 0 1 2 3 4 5

Gate Voltage (V)

Fig. 29 C-V; curve for an Si0O,/Si MOS capacitor. Ny = 10" cm™3, #,, =10 nm, A =5 x
107* cm?.
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capacitance of an MOS-C in strong accumulation C,, and the minimum high-frequency
capacitance in strong inversion Cy,, * Interface traps play no role in this measurement
if the gate voltage is sufficiently high for the device to be in strong inversion. Minority
carrier generation does not exist with the device in equilibrium. The max-min capacitance
method yields the average doping density over the scr width with the device in strong
inversion.

Such a measurement is sufficient for uniformly doped substrates but not accurate for
non-uniform doping densities. Information about non-uniformly doped substrates can also
be extracted from such equilibrium MOS-C C-V curves by linearizing a non-uniformly
doped layer on a uniformly doped substrate.** The measurement requires a knowledge
of the substrate doping density and extracts the surface density and layer depth from the
measured capacitance-voltage curves by iteration.

The maximum-minimum capacitance technique relies on the dependence of the scr
width of a strongly inverted MOS capacitor on the substrate doping density. The general
MOS-C capacitance is

CGX CS

== 2.15
C(),\f + CS ( )

where C; = K;e,A/W 1is the semiconductor capacitance. The capacitance C;,, is the
strong inversion or minimum capacitance for which the space-charge region width is

2Ks oWs,inv
W= Wy = | Ko (2.162)
qNa

where ¢ i,y is the surface potential in strong inversion. The surface potential ¢ iny
is frequently approximated by ¢ i, ~ 2¢7.% But @5y 1s actually slightly higher
than 2¢r, i.e., ¢gin ~ 2¢p +4kT/q.*® For the approximate case of s ~ 2¢p =
2(kT/q) In(Na /n;)

2Ks802¢F
W=Wyr = | ——""— (2.16b)
20F INaA
Equations (2.15) and (2.16b) lead to
dor Copr
Na ¢ 2.17)

T gK.e,A? (1= Capr/Cor)?

where Cygr is indicated on Fig. 2.9. Cy4r is, of course, not known for a given C-Vg
curve. Consequently, Eq. (2.17) is usually given as

_ Agr C:, _ A4er R*C2, 2.18)
" qKe,A2 (1 — Ciny/Cox)? ~ qKye,A> (1 — R)? '

Ny

where R = Cj,/Cpy. Ciny and C,, are shown on Fig. 2.9. A small inconsistency in
Eq. (2.18) is the use of ¢ i = 2¢F in conjunction with Cj,,. It should be ¢y i ~
2¢F + 4kT/q. This is a small error, however.

An empirical relationship between Cj,, and Ny for silicon at room temperature is*’

log(N4) = 30.38759 + 1.682781og(C) — 0.03177[log(C1)]? (2.19)
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Fig. 2.10 Doping density versus C;,, /C,, as a function of oxide thickness for the SiO,/Si system
at T =300 K.

where “log” is the logarithm to base 10, C; = RC,,/[A(1-R)] and the capacitances are
in units of F, the area is in units of cm?, and N, is in units of cm—>. The equation is
identical for n-type substrates with Np substituted for N,.

We show in Fig. 2.10 curves calculated from Eq. (2.18), giving the doping density as
a function of Cy,, /C,. These curves are useful for a first order estimate of the doping
density, but they may hide depth-dependent features for spatially varying doping densities.
Depth-dependent doping density profiles may be measured by gradually immersing the
wafer in an etch bath so that the surface becomes a slightly sloped plane along which
the impurity gradient is gradually changing. MOS capacitors formed on the etched and
oxidized surface can be used to determine the doping density under each MOS-C as
determined from its Cj,, /C,, ratio.*®

The doping density of a poly-Si gate can be determined by the Cjy,,, / Cmax method using
the connection of Fig. 2.11(a).*> With source, drain, and substrate connected together and
a gate voltage above the threshold voltage, the source/drain/substrate form one continuous
n-layer, representing the “gate” of the MOS capacitor. The “substrate” of this capacitor
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Fig. 2.11 (a) MOSFET connection to determine the doping density of the gate, (b) resulting C-V
curve calculated, Np = 5 x 10" em™3, 7,, = 10 nm.

is the poly-Si gate shown as depleted in Fig. 2.11(a). The resulting C—V; curve has
the shape of Fig. 2.11(b). Although Cj;,, is not much lower than C,y, it is, nevertheless,
possible to extract the doping density using Fig. 2.10. However, it takes a significant
gate voltage to invert the gate and the gate oxide may break down before inversion is
reached. In that case one could match the depletion part of the C—V; curve with theory
to extract Np.

Exercise 2.1
Problem: For a p-type Si MOS capacitor, Cj,,/C,, = 0.22 and 7,, = 15 nm.

(a) Determine the doping density for this device using K,, = 3.9, K, = 11.7, n; =
10 cm™3, A =5 x 10~ cm?, and T = 27°C.

(b) Determine Cj,, /Cox when N4 =5 x 103 cm™3. Use the approach that leads to
Eq. (2.18) for this problem.

(c) Use Eq. (2.19) to determine N4 instead of Eq. (2.18).



CAPACITANCE-VOLTAGE (C-V) 75

Solution:
4o C? 4¢r  R2C2,

iny _

T gK,e0A? (1= Con/Cox)?  qKs8,A (1 — R)?

Na

(a) With R =0.22, K, = 3.9 and t,, = 15 nm, we find C,, = 1.15 x 1071° F and
Ciny = 2.53 x 107! F. Solving the above equation gives: Ny = 4 x 10'® cm™3

(b) for Ny =5 x 10" cm™3: Cj,,/C,y = 0.097
(c) Using Eq. (2.19): Ny = 4.48 x 10'¢ cm™3

Note the 10% difterence between N, determined with Egs. (2.18) and (2.19)

2.2.4 Integral Capacitance

The differential capacitance technique has some limitations when used as a process mon-
itor where accuracy and measurement time are important.>® In particular, the required
differentiation often results in noisy profiles. The integral capacitance technique is based
on integrating a portion of the pulsed MOS-C C—V curve to obtain a partial implant dose
Py, with the partial dose proportional to the implanted dose. The chosen dose includes
the doping density between x = x; and x = x, and contains most of the implanted layer,
but does not extend into the region where the doping density equals the uniform back-
ground doping density nor into the region within 2 to 3 Debye lengths from the surface.
The partial dose is given by>°

X2 1 V2
Py = / Nai(x)dx = — cdv (2.20)
X1 qA Vi

Note the linear dependence on device area rather than the square dependence of the C—V
method. The second parameter that is measured is related to the projected range R or
implant depth at the density peak. It is defined by>®

K,
(VZ - Vl) + (1 - Ks/Kax)tox (221)

1 *
R:tm—f——/ XxNy(x)dx =
Pd) x| qu?'

This expression for R incorporates Py with only one integration. The repeatability of
this technique for a given device was accurate to 0.1%, and the authors claim that the
repeatability in partial dose measurement has been improved by over a factor of ten by
going to the integral capacitance technique.*

A different MOS capacitor integral approach gives the implanted dose.’! Example
C-V curves for various implant doses are shown in Fig. 2.12(a). The doping density
profiles (symbols) in Fig. 2.12(b) are extracted from measured deep depletion CV-curves
using the method of Fig. 2.5. The solid lines represent the simulated implanted doping
densities. The deviation of the two profiles illustrates that the simple integration of the
C -V profile does not yield the true doping densities. The proposed technique relies on
measuring the deep-depletion MOS capacitor C—V; curve. The depleted majority carrier
charge at a certain space-charge region width is determined from the value of the majority
carrier charge in strong accumulation and the corresponding change of majority carrier
charge A Q when the MOS-C is driven into deep depletion. A Q is obtained by integrating
the deep depletion C—V; curve. A second approach is measuring the depletion C—Vg
curves of the implanted sample and a reference sample. The implant dose is obtained
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Fig. 2.12 (a) Deep depletion C—V; curves as a function of boron ion implant dose at 40 keV
into p-Si substrates, t,, = 4.1 nm, (b) doping profiles determined by conventional C -V profiling
(symbols) and simulation (lines). The “bulk” curve in (a) is for the unimplanted substrate. After
ref. 51.

from the difference charge A Q by integrating the two C -V, curves starting at the same
accumulation capacitances to the same deep-depletion capacitance.

2.2.5 Mercury Probe Contacts

Capacitance profiling requires junction devices. At times it is desirable to use a device
whose junction can be fabricated without subjecting the material to high temperature treat-
ments. Conventional Schottky barrier device fabrication is done near room temperature,
but a metal must be deposited on the wafer. When a temporary contact is needed, as in
evaluating epitaxial layers for example, a mercury probe is frequently used, where mer-
cury contacts the sample through a well-defined orifice. Mercury probes can make contact
either to the sample bottom or to the top. The contact area is sufficiently well defined
to be useful for profile measurements. A mercury probe with a probe diameter as small
as 7 pm has been used for C—V measurements, allowing lateral capacitance profiles by
continuously dragging the probe across the wafer.’?

The mercury contact does not damage the wafer nor leave mercury on the surface.”
The semiconductor surface should be treated before the Hg contacts the surface for repro-
ducible measurements. Current leakage and junction breakdown of the mercury Schottky
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contact, usually at its edge, are the most important limiting factors for accurate doping
profiling. To minimize current leakage and maximize junction breakdown voltage, a thin
oxide layer is usually grown on n-Si surfaces by dipping the wafers in hot nitric acid
or hot sulphuric acid. This oxide is about 3 nm thick. Dip p-Si wafers in HF for 30 s,
rinse in flowing DI water and dry the wafer,>® giving an oxide-free surface which is
desirable for most reproducible results. The mercury should be very pure, so periodic
mercury changes are recommended. It is also helpful to reduce the junction leakage by
applying a wetting agent, e.g., Kodak Photo-Flo, on the wafer surface to reduce moisture
accumulation, before making the mercury contact.

2.2.6 Electrochemical C -V Profiler (ECV)

The electrochemical capacitance-voltage profiling technique is based on the measurement
of the capacitance of an electrolyte-semiconductor Schottky contact at a constant dc bias
voltage. Depth profiling is achieved by electrolytically etching the semiconductor between
capacitance measurements with no depth limitation. However, the method is destructive
because it etches a hole into the sample. Early measurements divided the measurement
and etch processes; later they were combined into one operation.>* The present technique
uses a combined process in which both etching and measurement are performed with the
same apparatus. An excellent review is given by Blood.”

The electrochemical method is schematically shown in Fig. 2.13. The semiconductor
wafer is pressed against a sealing ring in the electrochemical cell containing an electrolyte.
The ring opening defines the contact area by means of spring-loaded back contacts pressing
the wafer against the sealing ring. The etching and measuring conditions are controlled
by the potential across the cell by passing a dc current between the semiconductor and
the carbon electrode to maintain the required overpotential measured with respect to the
saturated calomel electrode. To reduce series resistance, the ac voltages are measured with
a platinum electrode located near the sample.

With a small reverse dc bias applied between the electrolyte and the semiconductor,
two low-voltage signals of different frequencies are applied to the electrolyte. The carrier
density measurement is based on Eq. (2.8) or on the relationship

2K.e, AV

p(W) = —qg AT (2.22)
Pump—— y
L[]

Sealing Ring

Illumination
Window [ ] Sample

—_—
Electrolyte

Back
Contact

Fig. 2.13 Schematic diagram of the electrochemical cell showing the Pt, saturated calomel and
carbon electrodes and the pump to agitate the electrolyte and disperse bubbles on the semiconductor
surface. Reprinted with permission after Blood.%
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where AV is the modulation component of the applied ac voltage (typically 100-300 mV
at 30—40 Hz) and A(W)? is the resulting scr width modulation. W is determined by
measuring the imaginary component of the current with a phase-sensitive amplifier using
typically a 50 mV, 1-5 kHz signal and Eq. (2.9). W and p(W) are obtained through
appropriate electronic circuits.>* The 1-5 kHz frequency is significantly lower than the
0.1-1 MHz frequency typically used for conventional differential capacitance profiling
to reduce the r,C time constant, where r, is the series resistance of the electrolyte and
C the device capacitance. The resistance-capacitance product must meet certain criteria
for the measurements to be valid as discussed in Section 2.4.2 on Series Resistance. ECV
profiling is more sensitive to deep traps due to the low frequencies, but for most materials
this is rarely a problem.

Equations (2.9) and (2.22) provide the density at depth W. Depth profiling is achieved
by dissolving the semiconductor electrolytically, which depends on the presence of holes.
For p-type semiconductors, holes are plentiful and dissolution is readily achieved by
forward biasing the electrolyte-semiconductor junction. For n-type material, holes are
generated by illuminating and reverse biasing the junction. The depth Wy depends on the
dissolution current I;;; according to the relationship®*

M t
o ZF,OA 0

R Lyis dt (2.23)

where M is the semiconductor molecular weight, z the dissolution valency (number of
charge carriers required to dissolve one semiconductor atom), F' the Faraday constant
(9.64 x 10* C), p the semiconductor density, and A the contact area. Wy is determined
by integrating the dissolution current electronically. The measurement depth of the carrier
density is

x =W+ Wg (2.24)

A key advantage of ECV over conventional C—V profiling is the unlimited profile
depth, since the semiconductor can be etched to any desirable depth. The electrolyte
must be chosen appropriately for each semiconductor and suitable electrolytes are for
InP: 0.5 M HCI in H,0,% Pear etch (37% HCI1:70% HNOs:methanol (36:24:1000)),%’
FAP (48% HF:99% CH;COOH:30% H,0,:H,O (5:1:0.5:100)), and UNIEL A:B:C
(1:4:1) where A:48% HF:99% CH3;COOH:85% o0-H3PO4:H,O (5:1:2:100), B: 0.1 M
N-n-butylpyridinium chloride (CoHj4CIN), C: 1 M NH;3F,;; for GaAs Tiron (1,2-
dihydroxybenzene-3.5-disulfonic acid disodium salt C¢H,(OH),(SO3Na), - H,0),’® EDTA
(Nay - EDTA (0.1 M) basified with ethylenediamine to pH of 9.1,° UNIEL, and
ammonium tartrate ((NH4),C40¢, FW184.15, basified with NH4OH to pH of 11.5
or higher); for Si NaF/H,SO4 and 0.1 M NH4HF,.99-62 One of the most successful
electrolytes for GaAs:AlGaAs and InP based alloys is Na, EDTA (0.1 M) basified with
ethylenediamine to pH 9-10.%3 The chemical nature of the electrolyte determines the
quality of the etch well and the tendency to avoid film formation, both of which affect
the carrier density.

The technique is eminently suitable for III-V materials because the dissolution valency,
7z = 6, is well defined and the electrolyte etches the semiconductor very controllably. The
dissolution valency is not well defined for Si where it can vary between 2 and 5, affected
by electrolyte concentration, dopant type and density, electrode potential, and illumination
intensity. Furthermore hydrogen bubbles generated during the dissolution process hinder
the uniformity and degrade the depth resolution. The hydrogen bubble problem is over-
come by using a pulsed jet of the electrolyte.®! ~%? Electrochemical profiling of silicon
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Fig. 2.14 Profiles obtained with the ECV profiler and with SIMS. (a) p*(B)/p(B) Si and (b) n*
(As)/p(B) Si. Reprinted after Peiner et al., Ref. 64 by permission of the publisher, the Electrochem-
ical Society, Inc.

has in the past been limited to thin layers. However, 0.1M NH4HF, with one drop of
Triton X-100 added to 100 ml of solution electrolyte, for which z = 3.7 £ 0.1, gives good
results for Si. Example density profiles are shown in Fig. 2.14. The etch rate is typically
a few microns/hour and depths to 20 pm are readily obtained in III-V materials. The
etch rate for Si is on the order of 1 pwm/hr.

The accuracy and reproducibility of ECS profiling is discussed in detail.®> The cell
and sample preparation are the greatest source of error with the most likely causes for
variability being the condition of the sealing ring, the difference in the way the sample is
mounted and the way trapped air bubbles are cleared from the sample surface. The ring
areas should be measured at least three times a week. Ideally, the area of the etch well at
the end of each run should be measured and inspected for signs of sealing ring wear or
damage and for non-uniform etching, due to bubbles, etc. Sealing rings typically last for
150 measurements, with the wetted area getting progressively larger.

Problems may arise due to highly doped surface layers, high contact resistance or poor
etching. A highly-doped surface layer, particularly for n-type material, creates difficulties
for measuring underlying lowly doped layers, due to seepage at the edge of the ring.
Complications arise if the sample exhibits significant parallel conduction, as the device
can no longer be modeled by a simple two-element series or parallel model. The presence
of crystalline defects in the sample can also lead to uneven etching.

2.3 CURRENT-VOLTAGE (I-V)

2.3.1 MOSFET Substrate Voltage—Gate Voltage

Differential capacitance profile measurements are typically made at frequencies of
0.1-1 MHz on large-diameter devices to reduce stray capacitances and increase the
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signal/noise ratio. These constraints make measurements on small-geometry MOSFETs
difficult because the capacitance is extremely small. To overcome this limitation, several
methods have been developed allowing the doping density profile to be extracted from
MOSFET current-voltage measurements.

In the MOSFET substrate voltage-gate voltage method the MOSFET is biased in its
linear region by a low drain-source voltage Vps and an appropriate gate-source voltage
Vis. A source-substrate or body potential Vgp forces the space-charge region under the
gate to extend into the substrate, allowing the doping density profile to be obtained. The
inversion charge density is held constant, approximated by a constant drain current, by
adjusting Vs whenever Vsg is changed. The relevant equations are® 57

Koxgo szSB

W) = 2.25
W) = (2.25)
_ KSEU dVSB (2 26)

Cox dVGS ’

A feedback circuit to implement this technique is shown in Fig. 2.15(a). Vpyg is held
constant, Vg is varied, and a constant current /; is applied between the input terminals
of the operational amplifier connected between the source (S) and ground. With the
operational amplifier differential input voltage and input current nearly zero, current /; is
forced through the MOSFET and the drain current is Ip = I;. When Vg is changed, the
op amp adjusts its output voltage, i.e., the voltage Vsp between the source and substrate
(B), to maintain I, = ;.9 A modified version of this technique, where the restriction to
slowly varying doping density profiles is overcome by approximating the substrate doping
density as a simple analytic function, has been proposed.®’

The assumption that constant drain current corresponds to constant inversion charge
is only true to a first approximation. It is known that in a MOSFET the effective mobil-
ity varies with gate voltage (see Chapter 8), requiring a correction in the analysis.®”: 7
However, for the commonly used mobility expression oy = p,/[1 + 0(Vgs — Vr)l, the
mobility dependence on gate voltage does not affect the profile.”! The drain-source volt-
age should be maintained below about 100 mV to ensure linear MOSFET operation, and
the profile is affected by short-channel effects.5” 7

Vbs

Vsp

—e

(a) (b)

Fig. 2.15 Operational amplifier circuit for (a) the MOSFET substrate/gate voltage method, (b) the
MOSEFET threshold voltage method.
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2.3.2 MOSFET Threshold Voltage

In the MOSFET threshold voltage profiling technique, the threshold voltage is measured
as a function of substrate bias.”>~7> The threshold voltage of a MOSFET is

V2qK;e,NaQ2¢r + Vsp)
C()X

Vr = Vep + 2¢r + = Vrp +2¢r +y/20r + Vs (2.27)

where y = (2qK,8,N4)'/?/C,, and the substrate bias Vsz = Vs — V3 is positive for n-
channel devices. The doping density profile is obtained by measuring Vy as a function
of Vsp, plotting Vr against 2¢r + Vg)'/? and measuring the slope y = dVr/d2¢r +
Vsg)'/? of this plot. The doping density is from Eq. (2.27)

y*Cl,

Ny =
A 2q K&,

(2.28)

assuming we can neglect variations of d(2¢r)/d(2¢r + Vsg)'/. The profile depth is

W Jw (2.29)

qNa

In Eq. (2.28) ¢ depends on N4 [¢pr = (kT /q) In(N4/n;)], but N, is not known a priori.
A suitable approach is to plot V; versus 2¢r + Veg) /2 using 2¢r = 0.6 V. Then take the
slope and find N4. With this value of N, find a new ¢, replot Vy versus (2¢r + Vsg)'/2,
repeating the procedure until a profile is obtained. One or two iterations usually suffice.
In Fig. 2.16 we show doping density profiles obtained from MOSFET threshold voltage,
spreading resistance, and pulsed MOS-C C-V; measurements. The pulsed MOS-C mea-
surements were made on a test MOS-C structure processed identically to the MOSFET.
The data are compared to a SUPREM3 calculated profile. The threshold voltage technique
can also be used for depletion-mode devices.”*~7

The threshold voltage is measured as a function of substrate bias with the circuit in
Fig. 2.15(b). This method is discussed in more detail in Chapter 4 Section 4.8, as the
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Fig. 2.16 Dopant density profiles determined by MOSFET threshold voltage, SRP, pulsed C-V,
and SUPREM3. Reprinted after ref. 73 by permission of IEEE (© 1991, IEEE).
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constant drain current method. The current I; is chosen as typically I} ~ 1 pA. The
output of the op amp gives the threshold voltage directly.

2.3.3 Spreading Resistance

Spreading resistance profiling is commonly used for Si. The sample is beveled, and two
spreading resistance probes are stepped along the beveled surface. The spreading resistance
is measured as a function of sample depth, and the doping density profile is calculated
from the measured resistance profile. This technique is discussed in Section 1.4.2. Very
high resolution profiles can be generated by using shallow bevel angles. An application of
SRP to very thin MBE Si layers is given by Jorke and Herzog, who also discuss carrier
spilling and low-high and high-low transitions.”®

2.4 MEASUREMENT ERRORS AND PRECAUTIONS

Many C -V measurements are made with no corrections of any kind because such correc-
tions often only produce small changes in the measured doping density profile. Sometimes
corrections are not made because the experimenter is unaware of possible corrections or
they are too difficult to make. Nevertheless, one should be aware of possible measurement
errors and means of correcting them.

2.4.1 Debye Length and Voltage Breakdown

The Debye length limitation is discussed in Section 2.2.1 and in numerous papers.'4~2877

To summarize briefly, mobile majority carriers do not follow the profile of the dopant
atoms if the dopant density profile varies spatially over distances less than the Debye
length. The majority carriers are more smeared out than the dopant atoms and a mea-
sured profile of steep dopant gradients (abrupt high-low junctions and steep-gradient ion
implanted samples) will result in neither the doping nor the majority carrier density pro-
file. Instead an effective or apparent carrier density profile is obtained, which is closer
to the majority carrier density profile than to the doping density profile. It is possible
to correct the measured profile by iterative calculations,” but due to the mathematical
complexity this is rarely done.

Another consequence of the Debye length limitation is the inability to profile closer
than about 3L from the surface using MOS devices. Although corrections are possible
to calculate the profile to the surface, this is not routinely done. Even considering the
Debye length limitation, it is possible to profile closer to the surface with MOS-Cs and
MOSFETs than it is with Schottky barrier diodes or pn junctions. For MOS devices the
limit is approximately 3L p, for Schottky diodes it is approximately the zero-bias scr width
Wov, and for pn junctions it is the junction depth plus the zero-bias scr width. The 3L p
limit is shown as the lower profile depth limit in Fig. 2.17.

For degenerately doped semiconductors the resolution is limited by the Thomas-Fermi
screening length L7y rather than the Debye length.”® L7y is given by

1/6 2

T wKse,h
Lrr = : 2.30
" (3(p+n)> V' g?m* 230

where 7 is Planck’s constant and m* is the effective mass. For semiconductors with
quantum confinement, i.e., §-doped semiconductors as well as compositional quantum
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Fig. 2.17 Spatial profiling limits. The “3 Lp” line is the lower limit for conventional MOS-C
profiling, the zero bias “Wyy” line is the lower limit for pn and Schottky diode profiling, and the
“Wpp” line is the upper profile limit governed by bulk breakdown.

wells, the resolution is limited by the spatial extent of the ground state wave function
given by’®
1/3

7 ( 4Ke,h*

where N?P is the two-dimensional doping density in units of cm~2, for example. This
equation shows the resolution of high effective mass materials to be better than for low
m™* materials. For example, the resolution for p-GaAs is better than that for n-GaAs.
When the profile is generated by sweeping a reverse-bias voltage, the upper profile
depth limit is determined by semiconductor breakdown. The space-charge region obvi-
ously no longer increases beyond breakdown. The breakdown limit is also shown on
Fig. 2.17 as Wpp. Breakdown considerations do not apply to the electrochemical profiler.
A theoretical study incorporating Debye length and breakdown limitation as well as major-
ity carrier diffusion in steep-gradient profiles gives the dose and energy limits of Si and
GaAs ion-implanted layers that can be profiled by the differential capacitance technique.?®

2.4.2 Series Resistance

A pn or Schottky diode consists of a junction capacitance C, a junction conductance G,
and a series resistance r;, as shown in Fig. 2.18(a). The conductance governs the junction
leakage current and depends on processing conditions. The series resistance depends on
the bulk wafer resistivity and on the contact resistances. Capacitance meters assume the
device to be represented by either the parallel equivalent circuit in Fig. 2.18(b) or the series
equivalent circuit in Fig. 2.18(c). Comparing the two circuits to the original Fig. 2.18(a)

circuit, allows Cp, Gp, Cs, and R to be written as (see Appendix 2.2)7°
c G(1 +r,G) + ry(wC)?
Cp— Gp = (I +7;G) + rs(0C) 2.32)
(1 +7r,G)* + (wr,C)? (1 +7r,G)* + (wr,C)?
1
Cs=C[1+ (G/wC)*l;Rs = (2.33)

ot G[1 + (0C/G)?]
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(a) (b) (c)

Fig. 2.18 (a) Actual circuit, (b) parallel equivalent circuit, and (c) series equivalent circuit for a pn
or Schottky diode.
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Fig. 2.19 Cs and Cp versus G as a function of r;. C = 100 pF, f = 1 MHz.

where w = 2w f. To determine C from series connected measurements at two different
frequencies, Cs in Eq. (2.33) can be written as

2 2
w;Csy — w7Cs1

2 2
w; — Wy

C= (2.34)

where Cy; and Cyg, are the measured capacitances at frequencies w; and w,, respectively.

The capacitances Cp and Cs are plotted in Fig. 2.19. Cs is independent of the series
resistance r;, whereas Cp depends strongly on r;. Both capacitances deviate from C
at high G. With the quality factor Q for a parallel circuit defined by QO = wC/G, we
find the true capacitance to be measured for Q > 5. Figure 2.19 clearly shows that for
junction devices with Q > 5, the series equivalent circuit is the one to use for capacitance
measurements if series resistance is suspected.

A real device may have series resistance and capacitance as parasitic elements, shown
in Fig. 2.20. This is the case if the back contact is an evaporated metal contact without
ohmic contact formation. For example, if a metal is deposited on the wafer front to form a
Schottky diode for C—V measurements, the same metal deposited on the wafer back also
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Fig. 2.20 Equivalent circuits with series resistance and capacitance for (a) front and rear Schottky
contacts, (b) front Schottky and rear oxide contact, and (c) front and rear oxide contacts. The elements
within the rectangles represent the intrinsic device.

forms a Schottky diode, as in Fig. 2.20(a). Fortunately, the back contact usually has much
higher capacitance because it has larger area than the front contact and the back Schottky
diode is forward biased when the front Schottky diode is reverse biased. Having two
back-to-back Schottky diodes allows the necessary current to flow to bias the front diode.
If the back contact consists of an insulator, as in 2.20(b), the front Schottky or pn diode
is always zero biased, since there is no dc current flow. Hence this configuration does not
work for dc doping profiling. On the other hand, the arrangement in 2.20(c), consisting
of MOS contacts on the front and the back will work, since MOS C-V measurements
do not require dc current to flow.

One of the problems with the configuration in 2.20(a) is the voltage distribution
between front and back contacts. Although most of the applied voltage drops across the
front reverse-biased junction, a portion drops across the back forward-biased rear junction.
The measured voltage is, of course, the total voltage. The effect of this is illustrated in
Fig. 2.21,% showing 1/C?-V plots of an n-Si wafer with front and back Schottky and
with front Schottky and back ohmic contacts. An interesting feature is the negative volt-
age intercept, attributed to the distribution of the applied bias voltage between the front
and the back contact diodes for small voltages. Since 1/C%-V curves are also used to
determine the junction built-in potential Vj,;, this curve will obviously yield an incorrect
Vii. To determine the correct built-in potential the curve must be shifted to the right. The
1/C?-V curve becomes “normal” when the back Schottky contact is a sintered Au/Sb
ohmic contact.



86 CARRIER AND DOPING DENSITY

5x 1020 T T T T T T T T T T T T T T T 1T
4x 1020 F Ohmic back contact 3
'g 3x 1020 F .
L 2x100f ]
- N Schottky ]
1x100[ back contact 7
0 0 T T T O O A ]

-20 -16 —-12 -8 —4 0

Voltage (V)

Fig. 2.21 1/C? versus voltage curves for n-Si wafers with A =3.14 x 1072 cm?, t = 640 um,
Np ~ 5 x 10" cm™3. Curve (a): front and back Al Schottky contacts, (b): front Au/Pd Schottky
and back Au/Sb ohmic contacts. After Mallik et al., ref. 80.

Care must be exercised when preparing samples for capacitance measurements, espe-
cially if the device is at the wafer stage and measurements are made on a probe station. If
the wafer is provided with a metallic back contact, there is usually no problem, provided
the wafer resistivity itself does not contribute significant series resistance. However, wafers
placed on a probe station without any back metallization can have appreciable contact
resistance. This can be checked by reducing the measurement frequency. If Cp increases
it is likely a series resistance problem. Measurement of Cg does not have this problem.
It is important that a vacuum be pulled for all probe capacitive measurements to reduce
the resistance between the wafer and the probe chuck. If an MOS device, e.g., MOS
capacitor or MOSFET is measured, and if the back contact resistance is a problem, it
may be advantageous to leave the oxide on the back surface and place the wafer on
the probe station making a large-area capacitive back contact (Fig. 2.20(c)). The contact
capacitance Cp, much larger than the device capacitance because its area is usually the
area of the entire sample, approximates a short circuit.

Series resistance also interferes with dopant profile measurements. For a wafer with
negligible series resistance, there is zero phase shift between the rf voltage applied to
the device and the rf current flowing through it when the conductance is measured.
For the capacitance measurement there is a 90° phase shift, which is the basis of phase-
sensitive capacitance measurements. When series resistance is not negligible, an additional
phase shift ¢ is introduced into the measurement. This must be taken into account or the
measured dopant profile determined from Egs. (2.5) and (2.6) will be in error.8!

An approximate way to consider series resistance is from Egs. (2.5a), (2.6) and (2.32)
with r;G < 1. It can be shown that the measured density, N4 yeqs (W), and depth, Weqs,
are related to N4 and W by the relationships

N _ M (2.35)
A,meas — 1— (a)}’sC)4 .
Wineas = W1 + (wr,C)*] (2.36)

Clearly, both density and depth increase with series resistance.
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Exercise 2.2

Problem: The parallel circuit (Fig. 2.18(b)) Cp—V curve of an n™p junction, measured at
a frequency of 1 MHz, is shown in Fig. E2.1. It is suspected that series resistance is sig-
nificant in this device. An additional measurement at f = 10 kHz and lower frequencies
confirmed this because C (10 kHz) = 200 pF at zero volts. The effect of series resistance
is negligible at 10 kHz. A = 4.25 x 1073 cm?.

Determine the series resistance r; and the carrier density profile. The conductance G
of this device is negligibly small.

Solution: Solving Eq. (2.32) for r,, neglecting the r;G term, gives r; = (1/wC)
JC/Cp — 1.
With Cp = 94 pF and C = 200 pF, we find r; = 845 Q.

1 — /1= 4(wr,Cp)?

Now solving Eq. (2.32) for C gives C = 3Ch (o)

Substituting r; = 845 Q and the Cp from Fig. E2.1, gives the plot in Fig. E2.2(a).
Replotting as 1/C? is also shown as is the slope d(1/C?)/dV in Fig. E2.2(b). From
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Eq. (2.5(b)) we find Ny = 6.7 x 1037 /[d(1/C?)/dV]. Using the slope d(1/C?)/dV and
Eq. (2.6) gives the carrier density profile in Fig. E2.2(c).
Another approach is to write Cp in Eq. (2.32) as

1 d+n6’+Qrfr0)? 14 QufrC)?
Cr C C

Then plot 1/Cp versus f2. The slope is (277,)2C and the intercept is 1/C, allowing both
rs and C to be determined.

The effect of series resistance on a dopant profile of an epitaxial GaAs layer grown on
a semi-insulating substrate is illustrated in Fig. 2.22. The correct profile is the one labeled
rs = 0. To obtain the other curves, external resistors were placed in series with the device
to demonstrate the effect. Semiconducting layers on insulating or semi-insulating sub-
strates are particularly prone to series resistance effects since both contacts are made on
the top surface and lateral series resistance can be substantial.®? For more details of capac-
itance measurements for devices with leaky junctions, wafer chuck parasitic capacitance
and other considerations see Appendix A6.2.



MEASUREMENT ERRORS AND PRECAUTIONS 89

10"

1017

Density (em™)

1016

1015 T S R—Y | PR | P
0

Depth (um)

Fig. 2.22 Measured dopant profiles for a GaAs epitaxial layer on a semi-insulating substrate. The
series resistance was obtained by placing resistors in series with the device. Reprinted after ref. 81
by permission of IEEE (© 1975, IEEE).

2.4.3 Minority Carriers and Interface Traps

In a reverse-biased Schottky barrier or pn junction diode, the scr width remains constant
as a function of time because thermally generated electron-hole pairs are swept out of
the scr and leave through the ohmic contacts of the device. Thermally generated minority
carriers in a deep-depleted MOS capacitor (MOS-C), on the other hand, drift to the
Si0,-Si interface to form an inversion layer and the device is unable to remain in deep
depletion, leading to errors in doping density profile measurements. For a more complete
discussion of the behavior of MOS capacitors in their non-equilibrium or deep-depletion
state see Section 7.6.2. Minority carriers can be neglected when the MOS-C is driven
rapidly into deep depletion by applying a high ramp rate gate voltage. Alternately, a
pulse train of successively higher gate voltage pulses can be applied with the device
being cycled between accumulation and deep depletion.

The effect of minority carriers is shown on Fig. 2.23. When the MOS-C is driven
into deep depletion by a rapidly varying ramp voltage, curve (i) in Fig. 2.23(a) results.
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= st ] /
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E = max-min——> —
g 10} . ] z o)
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Fig. 2.23 (a) Equilibrium C-Vj; curve of an MOS-C, (b) deep-depletion curves for (i) 5 V/s and
(ii), (iii) 0.1 V/s sweep rates, (c) the carrier density profiles determined from (b). C,, = 98 pF,
t,» = 120 nm. Courtesy of J.S. Kang, Arizona State University.
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For negligible minority carrier generation the curve is identical for the gate voltage being
swept from left to right or from right to left as indicated by the arrows. The doping density
profile obtained from this curve is shown in Fig. 2.23(b) by (i). If the curve is swept very
slowly, then the equilibrium high-frequency curve is obtained. For an intermediate sweep
rate curve (ii) results. This curve lies above curve (i) and the extracted doping density
profile, shown in Fig. 2.23(b) by (ii), is in error because dC/dV for (ii) is lower than
dC/dV for (i). If curve (ii) is swept from right to left, resulting in curve (iii), its doping
density profile is lower for similar reasons, as shown in Fig. 2.23(b) by curve (iii). It
is possible to correct for these effects but corrections are not necessary for high sweep
rates. %3

Using the max-min MOS-C capacitance method to determine N4, we find for equilib-
rium Cin/ Cor = 0.19, coupled with f,, = 120 nm Ny ~ 3.5 x 10" cm™3. This value is
very close to curve (i) in Fig. 2.23(b). Of course, the Cyin/C,x approach does not give
a doping density profile, but considering its simplicity, it yields a density that compares
favorably with the differential capacitance derived value.

The effects of minority carrier generation are a problem for high carrier generation
rates in devices with low generation lifetimes. It is more difficult to drive the MOS-C
into deep depletion under those conditions. Cooling to liquid nitrogen temperatures for
high generation rates works well to reduce the effects of minority carrier generation.
Providing a collecting junction is another way to reduce the effect of minority carriers. As
soon as minority carriers are generated, they are collected by the reverse-biased junction
as in MOSFETs with source and drain reverse biased and in gate-controlled diodes.

A further complication is introduced by interface traps invariably present in all MOS
capacitors. The interface trap density is usually negligibly low for properly annealed,
high quality SiO,-Si interfaces. When interface states do play a role, they cause the C—V
curves to be stretched out. Their effect on doping profiling can be corrected by measuring
the high-frequency capacitance Cj; and the low-frequency capacitance C;s according to%

1 —
NA corr = MNA uncorr (237)
' 1= Cup/Cox ™

The effects of interface traps are considerably reduced in the pulsed MOS-C doping
density profile technique when the modulation frequency is increased. Modulation fre-
quencies of 30 MHz have been suggested,'® but most measurements are made at 1 MHz
or lower. Interface trap effects are also reduced when the device is cooled. Interface traps
or interfacial layers can also give errors in Schottky barrier capacitance profiling. It has
been found that if the diode ideality factor n is larger than 1.1, erroneous profiles are
obtained.® Ideality factors n < 1.1 are satisfactory for profiling.

2.4.4 Diode Edge and Stray Capacitance

C -V profiling relies on an accurate knowledge of the capacitance and of the device area.
While the capacitance can be accurately measured, the area cannot always be accurately
determined. Furthermore the capacitance may contain stray capacitance components. The
device contact area can be measured but the effective area differs from the contact area
due to lateral space-charge region spreading. The effective capacitance is®’

Cop = C(1+bW/r) (2.38)
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where C = K e, A/ W, A = r?, r is the contact radius, b =~ 1.5 for Si and GaAs, and
b ~ 1.46 for Ge. Eq. (2.38) assumes the lateral extent of the space-charge region to be
identical to the vertical extent. The lateral scr effect diminishes as the contact radius
increases and r > 100 bW ensures for the second term in the bracket to contribute no
more than 1% to the effective capacitance. For W =1 um, r > 150 wm whereas for
W =10 wm, r > 1500 pm. This is not a particularly severe limitation. It should be
considered, however, because the effective doping density is related to the actual doping
density by

Naoy = (L+bW/r)’Ny (2.39)

Equation (2.38) shows the edge capacitance to be a constant, and it can be nulled prior
to differential profile measurements by using a dummy capacitor of an appropriate value.
For mercury-probe profiling it has been proposed to make the contact sufficiently large
that the edge capacitance effects can be neglected. The minimum recommended contact
radius depends on the substrate doping density and should be>?

Fmin = 0.037(N/10'%) 7935 ¢m (2.40)

where N is the doping density. Equation (2.40) is valid for the doping range of 10'3 to
10'6 ¢cm™3. The minimum radius is about 8.3 x 1072 cm for N = 10" ¢cm™3.

A diode junction capacitance consists of the true capacitance, C, the perimeter capaci-
tance, Cp,, and the corner capacitance C,,,. The effective capacitance can be approximated
by88

Cef = AC + PCper + NCoo (2.41)

where A is the area, P the perimeter, and N the number of corners. By using diodes with
various areas and perimeters, it is possible to separate the various components and extract
the true diode capacitance.®®

Stray capacitance is more difficult to determine. It includes cable and probe capaci-
tances, bonding pads, and gate protection diodes in MOSFETs. Cable and probe capaci-
tances can be eliminated by nulling the capacitance meter without contact to the diode.
Bonding pad capacitance can usually be calculated. Since the diode, MOS-C, or MOS-
FET can be made much smaller than the bonding pad, it becomes important to know the
bonding pad capacitance contribution accurately.

2.4.5 Excess Leakage Current

Junction devices occasionally show excessively high reverse-biased leakage currents lead-
ing to erroneous doping density profiles, especially for Schottky barrier devices. The
assumption in the conventional profile equations is that the voltage is measured across
the reverse-biased space-charge region only. For most devices that is a good assumption
since the resistance of the reverse-biased scr is much higher than the semiconductor quasi-
neutral region resistance. For excessive leakage currents, however, an appreciable voltage
can be developed across the quasi-neutral regions. This voltage is automatically included
in the recorded voltage introducing errors in the measured profiles.?’

2.4.6 Deep Level Dopants/Traps

Capacitance measurements, being a measure of charge responding to an applied time-
varying voltage, will detect any charge that responds to the applied voltage. We have
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already considered the contribution of interface traps to the capacitance. Deep level impuri-
ties or traps in the semiconductor bulk can also produce errors in capacitance profiles.’0
The contribution of traps is a complicated function of the density and energy level of the
traps as well as the sample temperature and the frequency of the ac voltage. The ac
voltage frequency is often assumed to be sufficiently high for the traps to be unable to
follow it. Even if that is true, there is still cause for concern because the reverse bias dc
voltage usually changes sufficiently slowly for the traps to be able to respond. This can
give rise to profile errors that are both time and depth dependent. Fortunately, for trap
densities much less than the doping density, say 1% or less, the contribution of traps is
usually negligible. Capacitance measurements of traps are discussed in Chapter 5.

A potential problem arises for deep-lying dopant atoms not fully ionized at the mea-
surement temperature. For the common dopants, e.g., P, As, and B in Si and Si in GaAs,
this is of no concern. However, for SiC, for example, some dopant energy levels can lie
deep in the band gap. Consider the reverse-biased Schottky contact on a p-type substrate
illustrated in Fig. 2.24. The dopant impurity has an energy level E4 = E, + AE. In the
quasi-neutral region (qnr) the impurities are only partially ionized. The unionized, neutral
atoms are indicated by N§. Obviously p # N, in the qnr and the resistivity p is not
uniquely related to N4 since p ~ 1/p. The degree of ionization depends on AE, N4,
and the temperature. However, in the space-charge region (scr) the situation is different.
Let us assume the reverse bias V; has been applied for a sufficiently long time that all
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Fig. 2.24 Band diagram of a reverse-biased Schottky diode showing complete ionization in the
space-charge region (scr) but only partial ionization in the quasi-neutral region (qnr). (a) V = V|,
b) V=V +AV.
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holes have been emitted from neutral acceptors. The emission time constant, discussed in
Chapter 5, is
exp(AE/kT
T, = M (2.42)
OpUrh N v

where o), is the capture cross section, v, the thermal velocity, and N, the effective density
of states in the valence band.

Now consider an ac voltage superimposed on the dc voltage with the ac voltage
swinging positively causing the scr width to increase from W to W + AW. Some of the
neutral acceptors originally in the qnr now find themselves in the scr. If 7, < 1/w, where
w = 2xf, then those holes trapped on acceptors will be emitted during the ac half cycle
and the device behaves as a normal, shallow-level acceptor device. However, for 7, > 1/w
there is insufficient time for hole emission and the device will behave abnormally. The
premise that it is p or N4 that is measured in a uniformly doped sample is no longer
true. What is measured is an effective carrier density related to the doping density in
an unknown way. During the negative ac voltage swing, the scr narrows and holes are
captured rather than emitted. Capture is usually very fast and does not constitute a limit.
It is emission that is the limit since 7, depends exponentially on AE. Whether the true
carrier or dopant density profile can be determined depends on the energy level of the
dopant, the temperature, and the measurement frequency. The case of In in Si, whose
energy level is at Ey + 0.16 eV, has been discussed by Schroder et al.”® A more general
treatment directed at traps in a semiconductor containing shallow level dopants is given
by Kimerling.®!

2.4.7 Semi-Insulating Substrates

Epitaxial or implanted layers on semi-insulating or insulating substrates present unique
profiling problems. Examples include silicon-on-insulator and GaAs implanted layers on
semi-insulating substrates. Due to the high resistance of the substrate, both contacts must
be made to the top surface, introducing series resistance, especially when the reverse-
biased scr extends close to the substrate as illustrated in Fig. 2.25. The remaining neutral
region of the layer, indicated by the thickness 7, becomes very thin and appreciable series
resistance r, results. Similar problems occur when an n-type (p-type) layer is formed
on a p-type (n-type) substrate. The measured density profiles sometimes exhibit minima

Conducting Layer
WA gLy

Insulating Substrate

Fig. 2.25 Conducting layer on an insulating substrate showing the increasing series resistance with
increasing back bias on contact 1.
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near the interface between the two. Such minima are usually not real, but are artificially
introduced by the sample geometry.”

An additional word of caution. Contact 1 in Fig. 2.25 should be rectifying and contact
2 should be ohmic. That is usually not possible when the conducting layer is lightly
doped. In that case one should make contact 2, which is forward biased when contact 1
is reverse biased, much larger than contact 1. This ensures the C; to be much higher than
C because A, > A; and contact 2 is forward biased. As a first approximation, C, can
be treated as a short circuit and C; is measured.

2.4.8 Instrumental Limitations

Capacitance meters determine the accuracy with which p(x) and W are measured. The
depth resolution should be limited by the Debye length rather than by the instrument. The
overriding influence on the accuracy of p(x) is the precision with which AC is measured.**
There is a temptation to make AC large, but this introduces errors in the determination of
the local value of AC/AV because C—V curves are not linear. It also degrades the depth
resolution by increasing the modulation of W. It is common practice in analog profilers
to keep AV constant by using a modulation voltage of constant amplitude. According to
Egs. (2.9) and (2.19)

_aWp(WAW AW AC

AV d — = (2.43)
K,e, w C
so that
K;e,CAV
AC = —— (2.44)
gW=p(W)

For constant p(W) and constant AV, AC decreases as the sample is profiled because
w increases and C decreases. Consequently profiles become noisier as the profile is
measured deeper into the sample. Constant electric field increment feedback profilers
alleviate this problem somewhat. An excellent discussion of instrumental limitations is
given by Blood.%

2.5 HALL EFFECT

Those aspects of the Hall effect pertaining to carrier density measurements are discussed
here. A more complete treatment of the Hall effect, including a derivation of the appropri-
ate equations, is given in Chapter 8. The key feature of Hall measurements is the ability
to determine the carrier density, the carrier type, and the mobility.

Hall theory predicts the Hall coefficient Ry as®

_r(p- b*n)
Ry = 7&1([) )2 (2.45)

where b =, /1, and r is the scattering factor whose value lies between 1 and 2, depend-
ing on the scattering mechanism in the semiconductor.”> The scattering factor is also a
function of magnetic field and temperature. In the high magnetic field limit r — 1. The
scattering factor can be determined by measuring Ry in the high magnetic field limit, i.e.,
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r = Ry(B)/Ry(B = 0o0) where B is the magnetic field. The scattering factor in n-type
GaAs was found to vary from 1.17 at B = 0.1 kG to 1.006 at B = 83 kG.°® The high
fields necessary for r to approach unity are not achievable in most laboratories. Typical
magnetic fields are 0.5 to 10 kG, making r > 1 for typical Hall measurements. Since r
is usually not known, it is frequently assumed to be unity.

The Hall coefficient is determined experimentally as

tVy
Ry =—— 2.46
H= 5 (2.46)

where ¢ is the sample thickness, Vy the Hall voltage, B the magnetic field, and I the
current. The thickness is well defined for uniformly doped wafers. However, the active
layer thickness is not necessarily the total layer thickness for thin epitaxial or implanted
layers on substrates of opposite conductivity type or on semi-insulating substrates. If
depletion effects caused by Fermi level pinned band bending at the surface and by band
bending at the layer-substrate interface are not considered, the Hall coefficient will be
in error as will those semiconductor parameters derived from it.”’ Even the temperature
dependence of the surface and interface space-charge regions should be considered for
unambiguous measurements.”®
For extrinsic p-type material with p > n, Eq. (2.45) reduces to

Ry = — 2.47)
qp
and for extrinsic n-type it becomes
r
Ry =—— (2.48)
qn

A knowledge of the Hall coefficient leads to a determination of the carrier type as
well as the carrier density, according to Eq. (2.47) and (2.48). Usually r is assumed to
be unity—an assumption generally introducing an error of less than 30%.%°

The Hall effect is used to measure the carrier density, resistivity and mobility at a
given temperature, and the carrier density as a function of temperature to extract additional
information. For a p-type semiconductor of doping density N4 compensated with donors
of density Np, the hole density is determined from the equation'

Np) —n? N,
p(p + No) B = 2 exp(—Ea/kT) (2.49)
Ny —Np—p+ni/p 8

where N, is the effective density of states in the valence band, g the degeneracy factor
for acceptors (usually taken as 4), and E, the energy level of the acceptors above the
valence band with the top of the valence band as the reference energy. Equation (2.49)
can be simplified for certain conditions.

1. At low temperatures where p < Np, p < (N4 — Np), and n;2/p ~ 0

__ (Na— Np)N,
pr AT DI

exp(—E4/kT) (2.50)
gNp
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2. When Np is negligibly small,

p A /w exp(—E/2kT) (2.51)

3. At higher temperatures where p > n;,
p~N4y— Np (2.52)
4. At still higher temperatures, where n; > p
p A (2.53)

According to Egs. (2.50) and (2.51), the slope of a log(p) versus 1/T plot gives an
activation energy of either E4 or E4/2, depending on whether there is a compensating
donor density in the material or not. At higher temperatures, typically room temperature,
the net majority carrier density is obtained with zero activation energy. At still higher
temperatures the activation energy is that of n;.

The experimental log(p) versus 1/T data can be fitted with an appropriate model, and
a wealth of information can be extracted. Figure 2.26 shows the Hall carrier density data
for an indium-doped silicon sample.'®! In addition to In, the sample contains Al, B, and
P. For the acceptors (B, Al, and In) both the densities and the energy levels were extracted
from the data. This figure demonstrates the powerful nature of Hall measurements.

Hall measurements are generally made on samples from which an average carrier
density is derived. For uniformly doped samples the true density is obtained, but for
non-uniformly doped samples an average value is determined. Occasionally one wants to
measure spatially varying carrier density profiles. The Hall technique is suitable through
differential Hall effect (DHE) measurements. Layers can be stripped reliably by anodic
oxidation and subsequent oxide etch. Anodic oxidation consumes a certain fraction of the
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Fig. 2.26 Carrier density vs. reciprocal temperature for Si:In with Al and B con-
tamination. Ny, = 4.5 x 10" cm™3, E;, =0.164 eV, Ny = 6.4 x 10"* cm™3, E4 =0.07 eV,
Np =1.6 x 10 cm™3, Np =2 x 10'® cm™3. Reprinted after ref. 101 by permission of IEEE (©
1980, IEEE).
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semiconductor that is removed during the oxide etch. Layers can be removed in increments
as small as 2.5 nm.'92 For a further discussion of DHE, see Section 1.4.1.

The interpretation of the differential Hall data becomes more complex when successive
measurements are made. In order to generate a carrier density profile, the sheet Hall
coefficient Ry, given by Ryy, = Vi /BI, and the sheet conductance Gpy must be
measured repeatedly. The carrier density profile is obtained from Hall coefficient versus
depth and from sheet conductance versus depth curves according to the relationship'®?

2
px) = M (2.54)
qd(RHxh GHSh)/dx
where Gy = 1/Ryg.

Occasionally the Hall sample consists of an n or p-film on a p or n-substrate. For film
and substrate of opposite conductivity, the pn junction between them is usually assumed
to be an insulating boundary. If that is not true, then the Hall data must be corrected.'®
This correction must also be made if the sample consist of a layer on an oppositely doped
substrate and the junction separating the two is a good insulator, but the ohmic contact
to the Hall sample is alloyed through the top layer, shorting it to the substrate. This can
happen if the upper layer is an unintentional type conversion as has been observed in
HgCdTe.'®

For a simple two-layer structure with an upper layer of thickness #; and conductivity
o) and a substrate of thickness #, and conductivity o, the Hall constant is!0>~106

t 2 t 2
Ry = Ry~ (i) + Ry = (2) (2.55)
t \o t o

where Ry is the layer 1 Hall constant, Ry, is the substrate 2 Hall constant, t = t; + 1,

and o is
noy | hop

p ; (2.56)

Fort; = 0wehavet = f,, 0 = 03, and Ry = Rp,, with the substrate being characterized.
If the upper layer is more heavily doped than the substrate or if it is formed by inversion
through surface charges, for example, and 0, < o}, then

(2.57)

and the Hall measurement characterizes the surface layer. This can be especially serious
if the existence of the upper layer is not suspected.'®’

2.6 OPTICAL TECHNIQUES

2.6.1 Plasma Resonance

The optical reflection coefficient of a semiconductor is given by

n—1D2%+k
R= (2.58)
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where n is the refractive index and k = aA/4m is the extinction coefficient, with « the
absorption coefficient and A the photon wavelength. The reflection coefficient of semicon-
ductors is high at short wavelengths, tends to a constant, and then shows an anomaly at
higher wavelengths. First, it decreases toward a minimum and then rises rapidly toward
unity. R approaches unity when the photon frequency v, related to the wavelength through
the relation v = ¢/A, approaches the plasma resonance frequency v,. The plasma reso-
nance wavelength 1, is given by'?’

2 K% 4 *
hp = —C [ Dbl (2.59)
q p

where p is the free carrier density in the semiconductor and m* the effective mass. It is,
in principle, possible to determine p from A,,.

The plasma resonance wavelength is difficult to determine because it is not well
defined. It is for this reason that the carrier density is determined not from the plasma
resonance wavelength but from the wavelength A, at the reflectivity minimum, where
Amin < A,. The minimum wavelength is related to the carrier density through the empirical
relationship

p = (Ahmin + O)° (2.60)

where the constants A, B, and C are tabulated in ref. 108. The technique is useful only
for carrier densities higher than 10'® to 10" cm™3.

The carrier densities determined with this technique are for uniformly doped substrates
or for uniformly doped layers with layer thicknesses at least equal to 1/«. For diffused
or implanted layers with varying carrier density profiles, a determination of the surface
density is only possible if the shape of the profile and the junction depth are known.'®
A further complication for thin epitaxial layers is introduced by the phase shift at the
epitaxial layer—substrate interface, adding an oscillatory component to the R-A curve,
making it more difficult to extract Api,.!"°

2.6.2 Free Carrier Absorption

Photons of energy hv > Eg, absorbed in a semiconductor, generate electron-hole pairs.
Photons of energy hv < Eg can excite trapped electrons from the ground state of shallow-
level impurities onto excited states as discussed in Section 2.6.3. It is also possible that
photons of energy hv < E¢ excite free electrons (holes) in the conduction (valence) band
to higher energy states in the band, i.e., photons are absorbed by free carriers. This is the
basis of free carrier absorption.

The free carrier absorption coefficient for holes is given by®>

3k2 k2
wpe=-—a L 527510 —2P
4n2e,c3nm*2 n(m*/m)*u,

(2.61)
where A is the wavelength, c the velocity of light, n the refractive index, m™* the effective
mass, and ., the hole mobility. However, care should be taken during the measurement
not to use wavelengths that coincide with impurity or lattice absorption lines. For example,
there is an absorption line in silicon due to interstitial oxygen at A = 9.05 pm and sub-
stitutional carbon at A = 16.47 wm. Lattice absorption lines are found near A = 16 pm.
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By fitting curves to experimental Si data good agreement is observed for!!!
Apen 210780 0500, ~ 2.7 x 107837 p (2.62)

where n and p are the free carrier densities in cm™ for n-Si and p-Si, respectively, and
the wavelength is given in units of wm. Carrier densities of 10'7 cm™3 or higher can
be measured by this technique. The measurement becomes difficult for lower densities
because the absorption coefficient is too low to be reliably determined. A modified expres-
sion has recently been published providing better agreement between sheet resistance and
free carrier absorption measurements.''> An expression for n-GaAs is'!3

ape(h=1.5 pm) = 0.81 +4 x 107 ¥ n;as. (A = 0.9 um) = 61 — 6.5 x 107"¥n (2.63)

Free carrier absorption also lends itself to sheet resistance measurements. Good agree-
ment with experiment has been found in transmission using the expression'!!

T ~ (1 — R)? exp(—kA?/Ry;) (2.64)

with k = 0.15 for n-type Si and k = 0.3375 for p-type Si layers, where T is the transmit-
tance. A is in pm and Ry, in ohms/square. Free carrier density maps have been generated
by scanning the infrared light beam. Carrier densities as low as 10'® cm™ have been
determined with a 1 mm resolution using A = 10.6 pm.'

2.6.3 Infrared Spectroscopy

Infrared spectroscopy relies on optical excitation of electrons (holes) from their respec-
tive donors (acceptors) into excited states. Consider the n-type semiconductor, shown in
Fig. 2.27(a). At low temperatures most of the electrons are “frozen” onto the donors,
and the free carrier density in the conduction band is very low. The electrons are mainly
located on the lowest energy level or donor ground state in Fig. 2.27(b). With photons
of energy hv < (E¢ — Ep) incident on the sample, two optical absorption processes can
occur: electrons can be excited from the ground state to the conduction band giving a
broad absorption continuum, and electrons can be excited from the ground state to one

hv< E,

(a)

Fig. 2.27 (a) Energy band diagram for a semiconductor containing donors at low temperature,
(b) energy band diagram showing the donor energy levels, (c) band diagram when both donors and
acceptors are present. The “above-band gap” light fills donors and acceptors.
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Fig. 2.28 (a) Donor impurity spectrum for 265 Q-cm n-Si at T ~ 12 K, (b) spectrum for the sam-
ple in (a) with “above-band gap” illumination. Reprinted with permission after ref. 117.

of several excited states producing sharp absorption lines in the transmission spectrum,
characteristic of the shallow-level impurities.'3~!16 Such a transmittance curve is shown
in Fig. 2.28(a) for phosphorus- and arsenic-containing silicon.!'” Additional information
can be obtained by splitting the energy levels with a magnetic field.!'3

Through the use of Fourier transform techniques (Fourier transform infrared spec-
troscopy is discussed in Chapter 10), high sensitivity is obtained, and the detection limits
are extremely low. Doping densities as low 5 x 10'! cm™3 have been measured in Si.'!”
Such low densities can also be determined by Hall measurements, but contactless optical
techniques are simpler, but require low temperatures.

Most electrical carrier density measurement methods determine the net carrier density
n = Np — N4 in an n-type sample. The infrared spectroscopy technique as discussed
so far also measures Np — N4, because there are only n = Np — N, electrons frozen
onto the donors at the low temperatures. Compensating acceptors are empty of holes
because the holes are compensated by electrons. To measure Np and N4, the sample
is illuminated with background light of energy hv > Eg.'!7119-120 Some of the excess
electron-hole pairs generated by the background light are captured by the ionized donors
and acceptors. Virtually all donors and acceptors are neutralized, as shown in Fig. 2.27(c).
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The long wavelength infrared radiation now can excite electrons into excited donor states
and holes into excited acceptor states.

A spectrum for a Si sample without and with background light is shown in Fig. 2.28.
The upper curve is without and the lower with background light. Two features distinguish
Fig. 2.28(a) from 2.28(b): the P and As signals are increased, and the compensating B
and Al impurities appear in the spectrum. It is possible to determine the density of all
impurities and to identify them because each impurity has unique absorption peaks. The
strongest absorption lines for Si are given by Baber.!!”

The infrared spectroscopy technique is very quantitative in identifying the impurity type
but is qualitative in determining the impurity density. In order to determine the relationship
between the absorption peak height and the impurity density, calibration data must be
established using samples with known doping density. For uncompensated material this
is fairly unambiguous. For compensated samples the procedure is more complex.!!”

The optical transmittance through a semiconductor wafer of thickness ¢ is approxi-
mately

T =~ (1 — R)? exp(—at) (2.65)

For reasonable measurement sensitivity, oz should be on the order of unity or t ~ 1/«.
For @ ~ 1 to 10 cm™!, applicable for shallow impurity absorption at low densities, the
sample must be 1 to 10 mm thick. Samples of this thickness are convenient for bulk
wafers but not for epitaxial layers, making IR spectroscopy of thin layers impractical.

A variation of this technique is photothermal ionization spectroscopy (PTIS) or photo-
electric spectroscopy. Bound donor electrons are optically excited from the ground state to
one of the excited states. At 7 &~ 5 to 10 K the sample phonon population is sufficiently
high for carriers in the excited state to be transferred into the conduction band thermally
leading to a change in sample conductivity. It is this photoconductivity change that is
detected as a function of wavelength.'?!~12*> Doping densities as low as 10° cm™> boron
and gallium acceptors in Ge have been measured by the technique.'?* A disadvantage of
PTIS is the need for ohmic contacts, but the advantage is its sensitivity for thin films.
PTIS has been combined with magnetic fields for easier identification of impurities in
GaAs and InP.'?!

2.6.4 Photoluminescence (PL)

Photoluminescence is a technique to detect and identify impurities in semiconductor
materials, described in Chapter 10. PL relies on the creation of electron-hole pairs by
incident radiation and subsequent radiative recombination photon emission. The radiative
emission intensity is proportional to the impurity density. We discuss here briefly the
application of PL to the measurement of doping densities in semiconductors.

Impurity identification by PL is very precise because the energy resolution is very
high. It is the density measurement that is more difficult because it is not easy to draw
a correlation between the intensity of a given impurity spectral line and the density
of that impurity, due to non-radiative recombination through deep-level bulk or surface
recombination centers.'? Since the density of recombination centers can vary from sample
to sample, even for constant shallow level densities, the photoluminescence signal can
vary greatly.

This problem has been overcome by measuring both the intrinsic and the extrinsic PL
peaks and using their ratio. It has been determined that the ratio X7o (BE)/I7o (FE) is pro-
portional to the doping density.'?® X7, (BE) is the transverse optical phonon PL intensity
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Fig. 2.29 PL intensity ratio versus doping density for B and P in Si. Reprinted with permission
after ref. 128.

peak of bound excitons for element X = B or P, and I7o(FE) is the transverse optical
phonon intrinsic PL intensity peak of free excitons. Good agreement is found between the
resistivity measured electrically and the resistivity determined from photoluminescence
for Si with the PL intensity ratio shown in Fig. 2.29 as a function of doping density. In
InP the donor density as well as the compensation ratio was determined.'?’

2.7 SECONDARY ION MASS SPECTROMETRY (SIMS)

Secondary ion mass spectrometry is a very powerful technique for the analysis of impuri-
ties in solids. The details of SIMS are discussed in Chapter 11. In this section we briefly
discuss the application of SIMS to semiconductor dopant profiling. The technique relies
on removal of material from a solid by sputtering and on analysis of the sputtered ionized
species. Most of the sputtered material consists of neutral atoms and cannot be analyzed.
Only the ionized atoms can be analyzed by passing them through an energy filter and a
mass spectrometer. It can detect all elements.

SIMS has good detection sensitivity for many elements, but its sensitivity is not as high
as electrical or optical methods. Among the beam techniques it has the highest sensitivity
and can detect dopant densities as low as 10'* cm™3. It allows simultaneous detection
of different elements, has a depth resolution of 1 to 5 nm, and can give lateral surface
characterization on a scale of several microns. It is a destructive method since the very
act of removing material by sputtering leaves a crater in the sample.

A SIMS doping density plot is produced by sputtering the sample and monitoring
the secondary ion signal of a given element as a function of time. Such an “ion signal
versus time” plot contains the necessary information for a dopant density profile. The
time axis is converted to a depth axis by measuring the depth of the crater at the end
of the measurement assuming a constant sputtering rate. This should be done for each
sample, since the sputter rate varies with spot focus and ion current.'?® The secondary ion
signal is converted to impurity density through standards of known dopant profile. The
proportionality between ion signal and density is strictly true only if the matrix which
contains the impurity is uniform. The ion yield of a given element is highly dependent on
the matrix. For example, boron is implanted into Si at a given energy and dose to create
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Fig. 2.30 Electrical activation of a 5 x 10'* cm~2 boron implantation for energies ranging from
100 eV to 5 keV after a 10 s RTA for different temperatures. Adapted from ref. 132.

a standard. The secondary ion signal is calibrated by assuming the total amount of boron
in the sample to be equal to the implanted boron. The unknown sample of B implanted
into Si is then compared to the standard.

SIMS determines the fotal, not the electrically active impurity density. For example,
implanted, non-annealed samples give SIMS profiles very close to the predicted Gaussian
distribution. Electrical measurements give very different results, with the ions not yet
electrically activated. SIMS and electrical measurement agree quite well for activated
samples as shown in Figs. 1.22 and 2.14.

Comparisons of SIMS dopant profiles with profiles measured by spreading resistance
sometimes show a discrepancy in the lowly doped portions of the profile giving deeper
junctions than those obtained by other methods (see Fig. 1.22).'39-13! The SIMS tail is
likely caused by cascade mixing and knock-on of dopant atoms by the sputtering beam
contributing to slightly deeper junctions or by the limited dynamic range of the SIMS
instrument. When sputtering from a highly doped region near the surface to a lowly
doped region deeper within the sample, the crater walls contain the entire doping density
profile. Any stray signal from the crater walls adds to the signal from the lowly doped
region in the central sputtered area giving the appearance of a higher dopant density and
hence a deeper profile. Electronic or optical gating can suppress this signal. However, the
ultimate limitation is material from the crater edges deposited on the crater floor adding
to the crater floor signal. Another reason for the discrepancy is the nature of the species
measured. Current is measured in SRP and the density of the electrons/holes depends
on the activation of the implanted ions. SIMS, on the other hand, measures the total
dopant density, regardless of activation. Figure 2.30 illustrates this point by showing the
dependence of electrical activation of boron implanted into silicon on implant dose and
activation anneal temperature.!3?

2.8 RUTHERFORD BACKSCATTERING (RBS)

Rutherford backscattering, discussed in Chapter 11, is a non-destructive, quantitative
technique requiring no standards. It is based on backscattering of light ions from a sam-
ple. Usually monoenergetic He ions of 1-3 MeV energy are incident on and scattered
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from a sample and detected with a surface barrier detector. RBS is most useful for
heavy elements in a light matrix. For example, As in Si or Te in GaAs are suitable,
whereas B in Si and Si in GaAs are difficult to quantify, because in the interaction of
a light ion (e.g., He) with a heavy ion (e.g., As), He loses less energy than if it inter-
acted with a light ion (e.g., B). No backscattering occurs from ions lighter than the
probe ions.

The sensitivity of RBS is low compared to SRP and SIMS. The lowest detection
limit is on the order of 10'* cm™2 atoms. For a layer 10~ cm thick this corresponds
to 10'/1075 = 10" cm™>. The sensitivity can be improved by using ions heavier than
He, such as carbon. But heavy ions impair the depth resolution. Depth resolution can be
improved by target tilting. Resolutions as low as 2—5 nm have been achieved.'3* RBS
has an additional advantage and that is the ability to determine doping activation of
implanted samples through ion channeling where the incoming ions are aligned with a
crystal direction. Ions are channeled down the open channels and few ions are backscat-
tered. Implanted, but non-activated atoms, typically occupy interstitial sites in the lattice
causing increased backscattering. Analysis of the backscattered data allows a determina-
tion of the degree of electrical activation. None of the previous techniques give this type
of information. RBS has also been used in the development of silicides and the effect
of silicide formation on dopant distributions of impurities in semiconductors. This is an
ideal application where no other technique is suitable. As a silicide forms, its formation
is followed by RBS and by measuring the As distribution in the Si below the silicide,
one can follow the As “snowplowing” ahead of the silicide front.!*

2.9 LATERAL PROFILING

As semiconductor device dimensions shrink it becomes important to know the vertical as
well the horizontal or lateral dopant profiles. The lateral profile is required as an input to
computer aided design models. However, as device dimensions shrink so does the junc-
tion depth. Consequently, the lateral extent of a junction, which is typically assumed to
be 0.6—0.7 of the vertical dimension, is very small. It has been proposed that a 10% dop-
ing density sensitivity down to 2 x 107 cm™ with sub 10 nm resolution is required for
measured profiles to be useful for prediction of device characteristics.!3> What techniques
are suitable for profile measurements at this scale?

It is important to distinguish between atomic and electrically active dopant profiles.
Many techniques have been attempted but few have given quantitative results. We give
a brief summary here of these techniques. More detailed discussions can be found in
refs. 136—137. In scanning tunneling microscopy (STM) (discussed in Chapter 9) the
probe is moved along the lateral portion of the junction. The tunneling current depends
on doping density due to tip induced band bending at the semiconductor surface. A mod-
ification of STM is the measurement of the tunneling barrier height. The barrier height
is obtained by measuring the tunneling current as a function of probe-sample distance.
Changes of barrier height correspond to changes of dopant density. STM tips are very
sharp and the technique has claimed a 1 to 5 nm spatial resolution. However, surface
preparation is a significant issue.

Scanning or atomic force microscopy (AFM) has been combined with etching.!®® A
cross-section of the device is first prepared by careful polishing. The sample is then etched
in a suitable etch and the resulting topographical feature is determined with a technique
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capable of high-resolution imaging, e.g., AFM, scanning electron microscopy or transmis-
sion electron microscopy. The technique relies on a dopant density dependent etch rate.
Heavily doped regions etch faster than lightly doped regions. After etching, the surface is
profiled and the physical profile is correlated with the dopant profile. Reference samples
of known dopant density are required to calibrate the etch rate. Suitable etch solutions
are for p-Si: HF:HNO;:CH3; COOH (1:3:8) for a few seconds under strong illumination
and for n-Si: HF:HNO;3:H,0 (1:100:25)."% A limitation of this technique is the limited
sensitivity of ~ 5 x 10'7 cm™3 for p-Si and n-Si.

The two main techniques that have emerged for lateral doping density profiling are
scanning capacitance microscopy (SCM)'* and scanning spreading resistance microscopy
(SSRM).'"*! In SCM a small-area capacitive probe measures the capacitance of a
metal/semiconductor or an MOS contact, similar to techniques described earlier in this
chapter.'#? If the capacitance measurement circuit is sufficiently sensitive, it is possible
to measure the small capacitances of these probes. A problem is the non-planar nature of
the contact. SCM is discussed in Chapter 9.

SSRM, based on the atomic force microscope (discussed in Chapter 9), measures
the local spreading resistance between a sharp conductive tip and a large back surface
contact. A precisely controlled force is used while the tip is stepped across the sample.
SSRM sensitivity and dynamic range are similar to conventional spreading resistance
(SRP discussed in Chapter 1). The small contact size and small stepping distance allows
measurements on the device cross section with no probe conditioning. The high spatial
resolution allows direct two-dimensional nano-SRP measurements, without the need for
special test structures.

2.10 STRENGTHS AND WEAKNESSES

Differential Capacitance: The major weakness of the differential capacitance profiling
method is its limited profile depth, limited at the surface by the zero-bias space-charge
region width and in depth by voltage breakdown. The latter limitation is particularly
serious for heavily doped regions. Further limitations are due to the Debye limit, which
applies to all carrier profiling techniques. A minor weakness is the data differentiation
introducing noise into the profile data.

The method’s strength lies in its ability to give the carrier density profile with little
data processing. A simple differentiation of the C—V data suffices. It is an ideal method
for moderately doped materials and is non-destructive when a mercury probe is used. It
is well established with available commercial equipment. Its depth profiling capability is
extended significantly for the electrochemical profiling method.

Max-Min MOS-C Capacitance: The weakness of this technique lies in its inability
to provide a density profile. It determines only an average doping density in the space-
charge region width of an MOS-C in equilibrium. Its strength lies in its simplicity. It
merely requires a high-frequency C-V measurement.

Integral Capacitance: The integral capacitance technique also does not provide a
profile, which limits its usefulness. It does, however, provide, a value for an implant
dose and depth, and its major strength lies in its accuracy. This is very important when
monitoring ion implants with uniformities of 1%.
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MOSFET Current-Voltage: The substrate/gate voltage technique requires two differ-
entiations and has not found wide application. The threshold voltage method needs a
proper definition of threshold voltage in its interpretation. The advantage of both methods
is the fact that a MOSFET is measured directly. No special, large-area test structures are
required. This is especially important when such test structures are not available. It is,
however, subject to short- and narrow-channel effects.

Spreading Resistance: The weakness of SRP is the complexity of sample preparation
as well as the interpretation of the measured spreading resistance profile. The measured
data must be deconvolved, and either the mobility must be known or well calibrated
standards must be used to extract the dopant profile. Its strength lies in being a well-
known method that is routinely used by the semiconductor industry for Si profiling. It
has no depth limit and can profile through an arbitrary number of pn junctions; it spans
a very large doping density range from about 10'3 cm™3 to 10! cm™3.

Hall Effect:  The Hall effect is limited in its profiling ability through the inconvenience
of providing repeated layer removal. This has been simplified with commercial equipment.
Although it is utilized for profiling, it is not a routine method for generating profiles. Its
advantage lies in providing average values of carrier density and mobility. For that it is
used a great deal, as discussed in Chapter 8.

Optical Techniques: Optical techniques require specialized equipment with quantita-
tive doping measurements requiring known standards. Profiling is generally not possible,
and only average values are obtained. The major advantage of optical methods is their
unprecedented sensitivity and accuracy in impurity identification. Furthermore, optical
methods are, as a rule, contactless—a major advantage.

Secondary lon Mass Spectrometry: The weakness of SIMS lies in the complex-
ity of the equipment. It does not have the sensitivity of electrical and optical tech-
niques. It is most sensitive for B in Si, for all other impurities it has reduced sen-
sitivity. It is useless for semiconductors with stoichiometric dopant species. Reference
standards must be used for quantitative interpretation of the raw SIMS data, and matrix
effects can render measurement interpretation difficult. The strength of SIMS lies in
its accepted use for dopant density profiling. It is the most commonly used method.
It measures the dopant density profile not the carrier density profile and can be used
for implanted samples before any activation anneals. That is not possible with elec-
trical methods. It has high spatial resolution and can be used for any semiconduc-
tor.

Rutherford Backscattering: The weakness of RBS is its low sensitivity and the
requirement of specialized equipment not readily available in most semiconductor labora-
tories. It is difficult to measure light elements. Its strength lies in its non-destructive and
quantitative nature without recourse to standards. It is also capable of detecting activation
effectiveness of implanted ions through ion channeling.

Lateral Profiling: Lateral profiling, although potentially very important, has not been
developed to the point where it is a routine, accurate method. Many techniques are being
evaluated, but none stands out as the most dominant method at this time, but capacitance
and spreading resistance profiling look promising.
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APPENDIX 2.1

Parallel or Series Connection?

Some capacitance meters have provision for parallel or series connection measurements,
i.e., the meter assumes the device under test to consist of either a parallel connection as
shown in Fig. A2.1(a) or a series connection as in Fig. A2.1(b). The admittance Yp of
the parallel circuit and the impedance Zg of the series circuit are

Yp=Gp+ joCp;Zs = Rs + 1/jwCs (A2.1)

where w = 27 f. Equating these two expressions as Yp = 1/Zg gives

Cp = ! Cs;Gp = Ds 1 (A2.2)
P+ D7 T 1+ D2 Ry '
with the dissipation factor Dy:
DS = a)CsRS (A23)
Similarly, we can write
Cs = (14 D%)Cp; Rs = Dp 1 (A2.4)
5§ = P P’S_l—i—D%Gp .
with the dissipation factor Dp
G
Dp = —L (A2.5)
G)Cp

The dissipation factor is sometimes expressed in terms of the quality factor Q. For the
series and the parallel circuits, Q is given by

1 1 1 wCp
s Ds  oCsRs r=5,~ G, (A2.6)
°
Gp AT~ G NG
Rg
(@) (b)

Fig. A2.1 (a) Parallel and (b) series connection of a capacitance having parallel conductance or
series resistance.
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For an ideal capacitor, Gp =0 and Rg =0, leading to Cs = Cp. Usually, however,
Gp # 0 and Rg # 0. Unfortunately there is no unique criterion to select the appropriate
measurement circuit. Series measurement circuit for low-impedance and parallel circuit
for high-impedance samples are often used. The approximate instrumentation error for
high dissipation values is given by

% error = 0.1y/1 + D? (A2.7)

Occasionally these concepts are expressed in terms of the loss tangent, tan(d),

defined as
o 1
tan(§) =

= (A2.8)
K.e,0 K;e,0p

APPENDIX 2.2

Circuit Conversion

Let us consider the circuits in Figs. A2.2(a) and (b). The easiest way to convert from (a) to
(b) is to consider the admittances of both circuits and to equate them. The admittance Y
for (a) is
I 1 _ G+ joC
Z@)  ri+1/(G+ joC)  1+71,(G+ joC)
(G+ joC)Y(1 +rG — joC)

Y(a) =

= ; - (A2.9)
(1 + rxG + ]wrsc)(l + rsG - ]wrsc)
where Z is the impedance. Y (a) can be written as
G +1,G* + ry(wC)? jwC
Y@= 2T0G @0 @ (A2.10)
(1 +7,G)?* + (wr;C)? (1 +1r,G)* 4 (wrC)?
The admittance for (b) is simply
Y(b)=Gp + joCp. (A2.11)

/

aQ
Q
la~]

A
7
2
S

(b) (©

Fig. A2.2 (a) actual circuit, (b) parallel equivalent circuit, (c) series equivalent circuit.
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Equating the real and imaginary parts of Eqgs. (A2.10) and (A2.11) gives

C _ G +1,6) +r,(wC)?

Cp = :Gp =
P 0+ r6)2 + (02 T (1 +7,G)2 + (wr;C)?

(A2.12)

For the circuits in Figs. A2.2(a) and (c), it is best to consider the impedances of both

circuits and to equate them. The impedance of (a) is

1 (rs(G + joC) + 1)(G — jwC)
Z(a)=r;+ — = . .
G+ joC (G + jowC)(G — joC)
2 2 ;
_ ry(G°+ (wC))+ G _ jorC (A2.13)
G? + (wC)? G? + (wC)?
and for (c) it is
JjoCs
Z(c)=R = Rs — A2.14
(©)=Rs+ TwCs ST Cy)? ( )
Equating real and imaginary parts of Eqgs. (A2.13) and (A2.14) gives
ry(G? + (0O + G 1
Cs=C(+ (G/wC)?);Rs = =r+ =
s = CA+(G/0C)D: R G2 + (wC)> TG + (@C/G)?
(A2.15)
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2.1 The C-V curveofaSchottky diode on a p-type Si substrate is shown in Fig. P2.1(a) and
(b). The C—V data are also given in tabular form. Determine the p(x) versus x profile
for this device; plot as log[ p(x)] in cm ™ versus W in pm. Ky = 11.7, A = 1073 cm?.

V)
0
0.94
2.16
3.52
4.93
6.34
7.69
8.96
10.14
11.21
12.18
13.05
13.81
14.49

C(F)

C(F)

C (F)
8.3%-11
4.63e-11
3.20e-11
2.44e-11
1.97e-11
1.66e-11
1.43e-11
1.26e-11
1.12e-11
1.01e-11
9.22e-12
8.47e-12
7.83e-12
7.28e-12

V)
15.09
15.62
16.07
16.47
16.81
17.36
17.84
18.17
18.39
19.06
20.31
21.60
23.11
24.65

CF)
6.80e-12
6.38e-12
6.0le-12
5.68e-12
5.38e-12
4.88e-12
4.36e-12
3.95e-12
3.60e-12
3.32e-12
3.07e-12
2.86e-12
2.67e-12
2.51e-12

V()
26.29
28.03
29.86
31.79
33.82
35.94
38.16
40.48
42.89
45.40
48.01

50.71

C(F)
2.37e-12
2.24e-12
2.12e-12
2.02e-12
1.93e-12
1.84e-12
1.76e-12
1.69e-12
1.62e-12
1.56e-12
1.51e-12
1.45e-12
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6x 10711
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2.2 The C-V curves and data of the devices in Fig. P2.2 are given. C is the total
capacitance. Determine distance d (in cm), doping density N4 (in cm™3), and built-
in potential V;; (in V). Ky = 11.7, K, =1, A = 1073 cm?. The semiconductor

capacitance is given by
K.e,N
C,=A 48sElNa
2(Vei + V)

V(V) C (F) V(V) C(F) V(V) C(F) V(V) C (F)
0 2.276E-11 2.8 1.073E-11  0.000  9.959E-12 4496  6.681E-12
0.2 2.036E-11 3 1.044E-11  0.430 9.470E-12 4769  6.569E-12
0.4 1.858E-11 32 1.018E-11  0.820  9.067E-12  5.039  6.463E-12
0.6 1.720E-11 3.4 9.933E-12  1.183  8.726E-12 5307  6.363E-12
0.8 1.609E-11 3.6 9.704E-12 1527  8.431E-12 5573  6.269E-12
1 1.517E-11 3.8 9491E-12  1.857 8.171E-12  5.837  6.179E-12
1.2 1.439E-11 4 9.291E-12  2.175  7.940E-12  6.099  6.094E-12
14 1.372E-11 44 8.927E-12 2485  7.732E-12  6.359  6.013E-12
1.6 1.314E-11 4.8 8.602E-12 2787  7.543E-12  6.618  5.935E-12
1.8 1.262E-11 52 8310E-12  3.083  7.370E-12  6.876  5.861E-12
2 1.217E-11 5.6 8.046E-12 3374  7.211E-12  7.132  5.790E-12
22 1.175E-11 6.0 7.806E-12  3.660  7.064E-12  7.387  5.721E-12
2.4 1.138E-11 6.4 7.586E-12 3942  6.928E-12  7.640  5.656E-12
2.6 1.104E-11 6.8 7.384E-12 4221  6.800E-12 4496  6.681E-12

\ —
j i

2 I
|||—

(b)

2x 1071

C (F)

1x10711

0x10° PR NS N R B!
0 2 4 6 8 10
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For a p-type Si MIS capacitor, Cy,, /Ciys = 0.32 and t;,, = 30 nm; “ins” stands for
the insulator, which is not SiO, in this case.

(a) Determine the doping density for this device using K;,; =8, K, = 11.7, n; =
1019 cm™3, A = 1073 ¢cm?, and T = 27°C.

(b) Determine Cj,,/Cins When N4 = 10'® cm™3. Use the approach that leads to
Eq. (2.18) in the textbook for this problem.

(c) Use Eq. (2.19) to determine N, instead of Eq. (2.18).

The C—V and 1/C?-V curves of a Schottky diode on a uniformly-doped substrate,
doped to Ny, are shown in Fig. P2.4. Draw the C—-V and 1/C?>-V curves on
the same figures for the case of a p-type layer (doped to N4) grown on a p-type
substrate (doped to N4;) for (a) Ny > Naj and (b) N4 < Ny4;. The voltage required
to deplete the p-layer is shown by the vertical dashed line.

1/C?

Fig. P2.4

For a p-type Si MIS capacitor, Cj,,, /Cins = 0.116 and t;,; = 100 nm; “ins” stands
for the insulator, which is not SiO, in this case.

(a) Determine the doping density N4 (in cm™?) for this device.
Use the approach that leads to Eq. (2.18) in the textbook for this problem.

_ 4¢r 1-cC2, _ 4¢r  RC, 2.18)
N qngoAz a1- Cinv/cox)2 B qK580A2 (1 - R)2 ' '

Na

(b) Use Eq. (2.19) to determine N4 instead of Eq. (2.18).

log(N,4) = 30.38759 + 1.68278 log(C;) — 0.03177[log(C)1>. (2.19)

(¢) Determine Cj,,/Ci,s when Ny = 10'¢ cm™3 for #;,;, = 100 nm.
Use: Kins = 15, Ky = 11.7, n; = 101 em™3, A = 1073 cm?, and 7 = 300 K.

The capacitance and conductance of semiconductor junction devices are usually
measured using the device in Fig. P2.6(a) and its equivalent circuit in Fig. P2.6(b).
A capacitance meter assumes the device is represented by the equivalent circuit in
Fig. P2.6(c). Such a device can cause measurement problems due to series resistance
at the bottom surface, i.e., where the wafer touches the probe station wafer holder,
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e G C Gy Cn
rS
TG
(@ (e) ®

Fig. P2.6

especially if the wafer is not metallized on the back. Such problems can be alleviated
by making a capacitive, rather than a resistive contact, as shown in Fig. P2.6(d).

(a) Derive expressions for G, and C,, in Fig. P2.6(f) in terms of G, C, ry, and Cp
in P2.6(¢e).

(b) Find the minimum back capacitance C, for this capacitance not to influence
the measured capacitance and conductance, i.e., introduce an error of not more
than 1%.

(¢) What area must be used for C, if it is an oxide capacitance having an oxide
thickness of 100 nm? K,, =3.9. Use C = 100 pF, G =107% S, f =1 MHz,
re = 100 Q.

The C-Vi curve of an MOS capacitor (for positive Vi only) with uniformly
doped substrate is shown in Fig. P2.7. Determine the doping density N, using:
(i) Eq. (2.5); (ii) Eq. (2.18); (iii) Eq. (2.19). A=5x 107* cm?, K, = 11.7, K,, =
39, n; = 1010 cm’3, Viep = 0.

S e e B
Cox =98.7 pF
50 F
o F
&
@] r ]
25F 4 23.9 pF
0: 1 1 1
0 0.5 1 15 2
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2.8 The capacitance—voltage plot of a Schottky diode on a p-type substrate is shown
in P2.8.

Capacitance

Voltage

Fig. P2.8

(a) Plot 1/C?-V and N4-x for this device qualitatively.

(b) Next plot, again qualitatively, the C—V curve and the 1/C?-V curve for another
Schottky diode on a p-type substrate with layers 1, 2, and 3 having doping
densities Ng1 > Nao, Naa < Nyz, Na1 < Nas.

2.9 The C-Vg curve in Problem 2.7 was obtained with a structure of the type shown
in Fig. P2.9(a). What would the curve look like for structure in P2.9(b)? Explain.
The bottom area >>> top area.

é/ Metal A

— Si0,

Si Identical Oxide
: Ohmic Contact Thickness
(a) (b)
Fig. P2.9

2.10 The threshold voltage Vy of an n-channel MOSFET is given as a function of body
or back bias voltage Vpg. Determine the doping density N4 and the flatband voltage
Vrg. tox =25 nm, K,y = 3.9, K, = 11.7, n; = 10'° em™3, T =300 K.

Vs (V) 0 -2 -4 -6 -8 -—-10 —-12 -—-14 -16 —-18 =20
Vr (V) 061 1.17 155 1.85 211 234 255 275 293 31 326
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2.11 The capacitance of a semiconductor device with series resistance is measured as Cy,.
The data are shown in Fig. P2.11. Determine the true capacitance C and the series
resistance ry of this device.

1035 AR | AR | M | ""‘:'
10°F
= £
= C
4 C
S L
10'E
100 R ETIT E AR TIT B S ST TR B S W R TIT
103 10* 10° 106 107
Frequency (Hz)
Fig. P2.11

2.12 Someone wants to measure the majority carrier profiles of the structures shown in
Fig. P2.12 by C-V profiling. The voltages during the C—V measurements are such
that the space-charge region width is confined to the p-region in each case. Comment
on the validity of the conventional approach to C—-V measurements, i.e., will the
correct profile be obtained in each case? Explain why or why not. The space-charge
region width is contained within the p-type layer in each case and series resistance
is negligible.

p-type
p-type
p'-type

F

|
(a) (b)
— | I
p-type p-type
p-type n-type
I ./
(©) (d)

Fig. P2.12
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2.13 (a) Calculate and plot C vs. V and 1/C? vs. V for the Schottky barrier diode
in Fig. P2.13 from 0 to 50 V for N4, = 10" cm™ and (i) N4> = 10'* cm™3,
(i) Nap = 10 ecm™3, (iii) Ny, = 10'® cm™3. Draw all three curves on the same
figure.

(b) Calculate Vpp, the avalanche-limited breakdown voltage, for each case. Elec-
tric field at avalanche breakdown = 3 x 10° V/ecm, A = 1073 cm?, K, = 11.7,
Vi = 0.4 V.

v Nap Nao
;'I 3 um I(_ 1

Fig. P2.13

Hint: Starting with Poisson’s equation, find a relationship between the space-
charge region width W and the applied voltage V using the depletion approxi-
mation. Then C = K;e0A/W.

2.14 Calculate and plot C vs. V and 1/C? vs. V for the Schottky barrier diode in
Fig. P2.13 with the N, layer thickness of 1 pm from V = 0 to 28 V for N4;(x) =
2 x 10" exp(—kx) cm™ and Ngp = 10% em™3. k=10 em™', A = 1073 cm?,
K, =117, V,; =05 V.
Hint: Starting with Poisson’s equation, find a relationship between the space-charge
region width W and the applied voltage V using the depletion approximation. Then
C= KSS()A/W.

2.15 The error ¢ in the determination of the doping density N4 by the C—V profiling

technique is given by
1.4p

E =
AC/C

where p is the measurement precision.

(a) Derive and plot log(|e|) versus log(W), where W is the space-charge region
width in microns and ¢ is in %, for: (a) AC = 10~'* F = constant, (b) AW =
107 cm = constant, (c) AV = 0.015 V = constant.

(b) If you had a choice, which of these three approaches would you use for best
accuracy?

(c) In your opinion, which one of these three approaches is easiest to implement?
Use p=0.1%, Ny =10 cm™3, K, =11.7, A =1073 cm?. The following
relationships may be useful:

C— K;e,A
w

e 2KseoV
qN4

s

Use l pm < W <10 pm.
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2.16 The capacitance and conductance of an MOS capacitor were measured and are
shown in Fig. P2.16. Determine the true capacitance C, the true conductance G and
the series resistance ry.

1079 ; 31072

10710 F

Capacitance (F)
(S) douelONpUO)

. . R [}
100 Frequency (Hz) 107

Fig. P2.16

2.17 In the MOSFET threshold voltage doping profiling method, the threshold voltage
Vr was measured as function of the substrate bias voltage Vps. The data are:

Ves (V) | Vr (V)

0 2.40
-1 2.84
-2 3.17
=3 342
—4 3.64
=5 3.85
—6 4.05
-7 4.22
-8 4.36
-9 4.54
-10 4.70

Determine the doping density profile and the flatband voltage Vpp. t,, =20 nm, K,, =
3.9, K, =11.7, n; =10 cm™3, T = 300 K.

REVIEW QUESTIONS

e How is the capacitance measured?
e Why is 1/C?-V preferred over C—V?
e What is important in contactless C—V'?

e What is measured in most profiling techniques, i.e., doping density or majority carrier
density?

e What is the Debye length?

e What is measured in the “equilibrium” MOS-C C-V; method?
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What does series resistance do to capacitance measurements?
What advantage does the electrochemical profiling technique have?
How does the threshold voltage technique work?

What determines the profiling limits?

What is the Hall effect and how does it work?

What is secondary ion mass spectrometry?

How does spreading resistance profiling work?



CONTACT RESISTANCE
AND SCHOTTKY BARRIERS

3.1 INTRODUCTION

Since all semiconductor devices have contacts and all contacts have contact resistance, it is
important to characterize such contacts. Contacts are generally metal-semiconductor con-
tacts, but they may be semiconductor-semiconductor contacts, where both semiconductors
can be single crystal, polycrystalline, or amorphous. In the conceptual discussion of ohmic
contacts and contact resistance we will be mainly concerned with metal-semiconductor
contacts because they are most common. For the discussion of the measurement tech-
niques the type of contact is unimportant, but the resistance of the contact material is
important.

The metal-semiconductor contact, discovered by Braun in 1874, forms the basis of
one of the oldest semiconductor devices.! The first acceptable theory was developed by
Schottky in the 1930s.2 In his honor metal-semiconductor devices are frequently referred
to as Schottky barrier devices. Usually this name denotes the use of these devices as
rectifiers with distinctly non-linear current-voltage characteristics. A good discussion of
the history of metal-semiconductor devices is given by Henisch® with a more recent
review by Tung.*

Ohmic contacts have linear or quasi-linear current-voltage characteristics. It is not
necessary, however, that ohmic contacts have linear /—V characteristics. The contacts
must be able to supply the necessary device current, and the voltage drop across the
contact should be small compared to the voltage drops across the active device regions.
An ohmic contact should not degrade the device to any significant extent, and it should
not inject minority carriers. Appendix 3.2 lists various metal-semiconductor contacts.

The first comprehensive publication on ohmic contacts was the result of a confer-
ence devoted to this topic.’ The theory of metal-semiconductor contacts with emphasis

Semiconductor Material and Device Characterization, Third Edition, by Dieter K. Schroder
Copyright © 2006 John Wiley & Sons, Inc.
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on ohmic contacts was presented by Rideout.® Ohmic contacts to III-V devices were
reviewed by Braslau’ and Piotrowska et al., and ohmic contacts to solar cells were
discussed by Schroder and Meier.” Yu and Cohen have presented discussions of con-
tact resistance.!®~!! Additional information can be found in the books by Milnes and
Feucht,'> Sharma and Purohit,'® and Rhoderick.'* Cohen and Gildenblat give a very
good discussion. !

3.2 METAL-SEMICONDUCTOR CONTACTS

The Schottky model of the metal-semiconductor barrier is shown in Fig. 3.1. The energy
bands are shown before contact in the upper part of the figure and after contact in the
lower part. We assume intimate contact between the metal and the semiconductor with no
interfacial layer. The work function of a solid is defined as the energy difference between
the vacuum level and the Fermi level. Work functions for the metal and the semiconductor
are shown in Fig. 3.1, with the metal work function ®,,; being less than the semiconductor
work function @ in Fig. 3.1(a). The work function is given as the energy @, related to
the potential ¢y by ¢y = Py /q.

In Fig. 3.1(b) ¢p = ¢s, and in Fig. 3.1(c) ¢y > ¢s. The ideal barrier height after
contact for this model is given by> '

¢ =¢u — X 3.1

where x is the electron affinity of the semiconductor, defined as the potential difference
between the bottom of the conduction band and the vacuum level at the semiconductor
surface. According to the Schottky theory, the barrier height depends only on the metal
work function and on the semiconductor electron affinity and is independent of the semi-
conductor doping density. This should make it easy to vary the barrier height by merely
using metals of the appropriate work function to implement any one of the three barrier
types of Fig. 3.1. We have named them accumulation, neutral, and depletion contacts
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Fig. 3.1 Metal-semiconductor contacts according to the simple Schottky model. The upper and
lower parts of the figure show the metal-semiconductor system before and after contact, respectively.
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Fig. 3.2 Depletion-type contacts on n- and p-type substrates.
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because the majority carriers are accumulated, unchanged (neutral), or depleted compared
to their density in the neutral substrate.

As is evident from Fig. 3.1 an accumulation-type contact is the preferred ohmic contact
because electrons in the metal encounter the least barrier to their flow into or out of
the semiconductor. In practice it is difficult to alter the barrier height by using metals
of varying work functions. It is experimentally observed that the barrier height for the
common semiconductors Ge, Si, GaAs, and other III-V materials is relatively independent
of the work function of the metal.!” A depletion contact is generally formed on both n-
type and p-type substrates, as shown in Fig. 3.2. For n-substrates ¢p ~ 2E,/3 and for
p-substrates ¢p ~ Eg/3.'8

The relative constancy of the barrier height with various work function metals is
sometimes attributed to Fermi level pinning, where the Fermi level in the semiconductor
is pinned at some energy in the band gap to create a depletion-type contact. The details of
Schottky barrier formation are not fully understood. It appears, however, that imperfections
at the semiconductor surface play an important role during contact formation. Bardeen
pointed out the importance of surface states in determining the barrier height.!® Such
surface states may be dangling bonds at the surface or some other types of defects.!”-20
There is, however, still disagreement between the various proposed mechanisms causing
Fermi level pinning.?!~23

Whatever the mechanisms that cause barrier heights to be relatively independent of
the metal work function, it is difficult to engineer an accumulation-type contact. Barrier
height engineering being impractical, we must look to other means of implementing
ohmic contacts. Ohmic contacts are frequently defined as regions of high recombination
rates. This implies that highly damaged regions should serve as good ohmic contacts. Such
fabrication methods are not practical because damage is usually the last thing one wants in
a semiconductor device. Damage-induced ohmic contacts are also not reproducible. This
leaves the semiconductor doping density as the only alternative to engineer contacts.”* As
stated earlier, the barrier height is relatively independent of the doping density, but the
barrier width does depend on the doping density. The barrier height does actually depend
weakly on doping density through image force barrier lowering.

Heavily doped semiconductors have narrow space-charge region (scr) width W(W ~
Np~'7%). For metal-semiconductor contacts with narrow scr widths, electrons can funnel
from the metal to the semiconductor and from the semiconductor to the metal. Holes tunnel
for p-type semiconductors. Some readers may be uncomfortable with the concept of holes
tunneling from a metal to a semiconductor. It may be helpful to think of hole tunneling
from the metal to the semiconductor as electron tunneling from the semiconductor valence
band to the metal.
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Fig. 3.3 Depletion-type contacts to n-type substrates with increasing doping concentrations. The
electron flow is schematically indicated by the electrons and their arrows.

The conduction mechanisms for a metal-n-type semiconductor are illustrated in
Fig. 3.3. For lightly-doped semiconductors the current flows as a result of thermionic
emission (TE) shown in Fig. 3.3(a) with electrons thermally excited over the barrier.”>
In the intermediate doping range thermionic-field emission (TFE) dominates with carriers
thermally excited to an energy where the barrier is sufficiently narrow for tunneling to
take place.?6~2" For high doping densities the barrier is sufficiently narrow at or near the
bottom of the conduction band for the electrons to tunnel directly, known as field emission
(FE). The three regimes can be differentiated by considering the characteristic energy Eoo

defined by?¢
ql’l N —11 N(Cm_3)
Ep=-—]— =186x10 —————[eV] (3.2)
47[ ngom;kun KS (m;kurl/m)

where N is the doping density, m™*,, is the tunneling effective mass, and m the free
electron mass. Equation (3.2) is plotted in Fig. 3.4. A comparison of Eq to the thermal
energy k7 shows thermionic emission to dominate for k7 > Ego, for thermionic-field
emission kT ~ Eg and for field emission kT < Eq. For simplicity we have chosen the
demarcation points on Fig. 3.4 as: for TE: Eqyy < 0.5 kT, for TFE: 0.5 kT < E¢y < 5 kT,
and for FE: Egy > 5 kT. For Si with a tunneling effective mass of 0.3 m,?8 this corresponds
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Fig. 3.4 Ey and kT as a function of doping density for Si with m*;,,/m = 0.3. T = 300 K.
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Fig. 3.5 A metal-n*-n semiconductor contact band diagram.

approximately to TE for N <3 x 10'7 em™3, TFE for 3 x 107 < N <2 x 10 cm™3,
and FE for N > 2 x 10%° cm™3. The tunneling effective mass differs for n-Si and p-Si
and also depends on doping density.

The structure of Fig. 3.3(c) is not realized in most real contacts. Generally only the
semiconductor directly under the contact is heavily doped; the region farther from the
contact being less heavily doped as illustrated in Fig. 3.5. The contact resistance becomes
the sum of the metal-semiconductor contact resistance and the n*n junction resistance.
Such a structure has a contact resistance similar to a uniformly doped structure if the
metal-semiconductor junction resistance dominates.?’ However, the contact resistance
dependence on doping density is expected to be different when the ntn junction dominates
over the metal-semiconductor junction. The inverse dependence of contact resistance on
doping density has been attributed to the resistance of the high-low junction.30-3!

3.3 CONTACT RESISTANCE

Metal-semiconductor contacts fall into two basic categories, illustrated in Fig. 3.6. The
current flows either vertically or horizontally into the contact. Vertical and horizontal
or lateral contacts can behave quite differently, because the effective contact area may
differ from the true contact area. Let us consider the resistance between points A and
B of the sample having metallic conductors lying on an insulator and making ohmic
contacts to an n-type layer in a p-type substrate in Fig. 3.7. We divide the total resistance
Rr between points A and B into three components: (1) the resistance of the metallic
conductor R,,, (2) the contact resistances R., and (3) the semiconductor resistance Ry, .
The total resistance is

Rr = 2R, + 2R + Ryemi (3.3)

(a) (b)

Fig. 3.6 (a) “Vertical” and (b) “horizontal” contact.
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Fig. 3.7 A schematic diagram showing two contacts to a diffused semiconductor layer, with the
metal resistance, the contact resistances and the semiconductor resistance indicated.

The semiconductor resistance is determined by the sheet resistance of the n-layer. The
contact resistance is less clearly defined. It certainly includes the resistance of the metal-
semiconductor contact, sometimes called the specific interfacial resistivity p;.'° But it also
includes a portion of the metal immediately above the metal-semiconductor interface, a
part of the semiconductor below that interface, current crowding effects, and any interfacial
oxide or other layer that may be present between the metal and the semiconductor. How
then do we define contact resistance?

The current density J of a metal-semiconductor contact depends on the applied voltage
V, the barrier height ¢5 and the doping density Np in a manner that varies for each of
the three conduction mechanisms in Fig. 3.3. We write that dependence as

J = f(V,¢p, Np) (CRD)

The contact resistance is characterized by two quantities: the contact resistance (ohms) and
the specific contact resistivity, p. (ohm-cm?), sometimes referred to as contact resistivity
or specific contact resistance. The specific contact resistivity includes not only the actual
interface but the regions immediately above and below the interface.

We define a specific interfacial resistivity p; (ohm-cm?) by

aV

=37 lvo (3.5a)

Pi

As we will see later, the contact area also plays a role in the behavior of the contact.
Hence p; is also defined as
A%

= — 3.5b
dJ a0 ( )

Pi

where A is the contact area. This specific interfacial resistivity is a theoretical quantity
referring to the metal-semiconductor interface only. It is not actually measurable because
of the effects referred to above. The parameter that is determined from measured contact
resistance is the specific contact resistivity. It is a very useful term for ohmic contacts
because it is independent of contact area and is a convenient parameter when comparing
contacts of various sizes. We will use p; only when deriving theoretical expressions of
metal-semiconductor contacts. Thereafter we use p. when discussing real contacts, their
measurements, and measurement interpretations.
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The current density of a metal-semiconductor contact, dominated by thermionic emis-
sion, is given in its simplest form by'*

J = A*T?e 498/KT (VIKT _ 1) (3.6)
where A* = 4 gk*m*/h® = 120(m*/m) A/cm?-K? is Richardson’s constant, m is the free

electron mass, m* the effective electron mass, and 7 the absolute temperature. With
Eq. (3.5a) we find the specific interfacial resistivity for thermionic emission to be

pi(TE) = p1e?®/*T; p = y :*T 3.7)

For thermionic-field emission p; is given by’

pi(TFE) = Cipye?®/® (3.8)
and for field emission it is’

pi(FE) = Cyp /50 (3.9)
C, and C, are functions of Np, T, and ¢5. E¢ in Eq. (3.8) is related to Egy by?®

Eoy = Eg coth (Eqo/kT) (3.10)
Substituting for Eyo in Eq. (3.9) leads to

pi(FE) ~ exp(C3/v/N) (.11

where C; is a constant and N the doping density under the contact. The actual expression
for p; (FE) is more complex.?® We give merely the very simplest forms here to indicate the
dependence of p; on doping density and barrier height. As Eq. (3.11) indicates, p; (FE)
is very sensitive to the doping density under the contact. N should be as high as possible
for lowest specific interfacial resistivity.

We have given the specific interfacial resistivity by these simple expressions in order
not to obscure the main points in this discussion. More complex relations are available for
the interested reader.?® 32-3* The detailed expressions for the various conduction mecha-
nisms are rather complicated and a calculation of the specific interfacial resistivity for each
of the three regions is difficult. Various approximations have been proposed and theoret-
ical curves of p; versus N4 or Np have been generated.zg* 32-34 These curves depend on
the effective masses, the barrier height, and various other parameters. The barrier height
depends also on the contact metal, and it is therefore impossible to derive “universal” p;
versus N4 or p; versus Np curves. Those that have been derived do not always agree with
experimental data. We show in Figs. 3.8 experimental p. versus Np and N4 data for Si.
There is considerable scatter, but a definite trend of lower specific contact resistivity with
higher doping densities, predicted by Eq. (3.11), is obvious in the data. Data for GaAs
can be found in ref. 37 and 38.

The temperature dependence of the specific contact resistivity for tungsten contacts to
n-Si and p-Si, normalized to T = 305 K, is shown in Fig. 3.9, showing that there is not
a simple p.—T relationship.® The temperature behavior of p, is very much dependent
on the doping density. For surface doping densities around 10%° cm™3, there is almost
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Fig. 3.8 Specific contact resistivity as a function of doping density for Si. The references for n-Si
are given in ref. 35 and for p-Si in ref. 36.
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Fig. 3.9 The specific contact resistivity, normalized to 7 = 305 K, as a function of temperature

for (a) p-Si and (b) n-Si. The data for Np =2 x 10'® cm™ extend from 7 = 305 to 400 K only.
The metal is tungsten. Reprinted after ref. 39 by permission of IEEE (© 1986, IEEE).
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no temperature dependence whereas for densities above and below that value, there are
significant variations of p, with temperature.

3.4 MEASUREMENT TECHNIQUES

Contact resistance measurement techniques fall into four main categories: two-contact two-
terminal, multiple-contact two-terminal, four-terminal, and six-terminal methods. None of
these methods is capable of determining the specific interfacial resistivity p;. Instead they
determine the specific contact resistivity p. which is not the resistance of the metal-
semiconductor interface alone, but it is a practical quantity describing the real contact. It
is, therefore, difficult to compare theory with experiment because theory cannot predict p,
accurately and experiment cannot determine p; accurately. At times it is even difficult to
measure p. unambiguously. We limit ourselves to discussions of measurement techniques.
Contact formation and the impact of contact resistance on device behavior can be found
in numerous references of which 7,12, 14 and 40 are a few.

3.4.1 Two-Contact Two-Terminal Method

The two-terminal contact resistance measurement method is the earliest method.*! It is
also of questionable accuracy if not properly executed. The simplest implementation is
shown in Fig. 3.10. For a homogeneous semiconductor of resistivity o and thickness ¢
with two contacts as shown in Fig. 3.10(a), the total resistance Ry = V/I, measured
by passing a current / through the sample and measuring the voltage V across the two
contacts, is

Rr=R.+Ry, + Ry + R, (3.12a)

For Fig. 3.10(b) with both contacts on the top surface

Rr =2R. +2R,, + 2R, (3.12b)
'lT
T T
t P v
(a)
1) v
—f rk—
) ® O

(b)

Fig. 3.10 (a) A vertical two-terminal contact resistance structure, (b) a lateral two-terminal contact
resistance structure.
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where R, is the contact resistance of the top contact, Ry, the spreading resistance in the
semiconductor directly under the contact, R, the contact resistance of the bottom contact,
and R, the probe or wire resistance. The bottom contact usually has a large contact area
with a concomitant small resistance. Consequently, R, is often neglected. Similarly, the
probe resistance is usually negligible.

The spreading resistance of a flat, non indenting circular top contact of radius r on the
surface of a semiconductor of resistivity p, thickness ¢, and a large bottom contact can
be approximated by*?

R,y = 27% arctan (21/r) (3.13)

More exact expressions for the spreading resistance have been derived.*> For 2 > r,

Eq. (3.13) can be expressed as
o

R, =C—
P 4r

(3.14)
where C is a correction factor that depends on p, r, and on the current distribution. For
widely separated contacts for the structure in Fig. 3.10(b), on a uniformly-doped, semi-
infinite substrate the correction factor C = 1. With the current flowing vertically into the
top contact as in Fig. 3.10(a), the contact resistance is

_ Pe P

R. =
A, wr?

(3.15)

For small R.,, Eq. (3.12) shows the contact resistance to be the difference between
the total resistance and the spreading resistance. The spreading resistance cannot be
measured independently and small errors in Ry, can lead to large errors in R.. The
two-terminal method, therefore, works best when R;, < R., approximated by using small-
radius contacts > 44-47

A variation on the two-terminal contact resistance measurement technique is the use
of top contacts of varying diameters. Then one measures and plots R,, calculated from
Eq. (3.12) using experimental Ry data, as a function of 1/A. and determines p, from
the slope of this plot.*® Alternately, the total resistance can be plotted against 1/r with
Eq. (3.12) fitted to this curve.*® By using various diameters one can see from the shape
of the curve whether the data are anomalous.

The two-terminal method is more commonly implemented with the lateral structure
of Fig. 3.11. This test structure differs from Fig. 3.10(b) by confining the current to the
n-island. The test structure consists of two contacts separated by the spacing d. To confine
the current flow, the region on which the contact is located must be isolated from the
remainder of the substrate, by either confining the implanted or diffused region (n-type
on p-type substrate in Fig. 3.11 or p-on-n) by planar techniques or by etching the region
surrounding the island, leaving it as a mesa. The n-type island in this example has width
W and ideally the contacts should also be W wide. That is difficult to implement and
the contact width Z generally differs from W. The analysis becomes more difficult due
to lateral current flow, current crowding at the contacts, and sample geometry.** For the
geometry of Fig. 3.11, the total resistance is

Rr = Ruyd/W + R; + Ry, + 2R, (3.16)

where Ry, is the sheet resistance of the n-layer, R, the resistance due to current crowding
under the contacts, R,, a contact width correction if Z < W, and R, the contact resistance
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Fig. 3.11 A lateral two-terminal contact resistance structure in cross section and top view.
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Fig. 3.12 A contact string test structure; cross section and top view.

assumed to be identical for the two contacts. Expressions for these resistances are given
in ref. 6.

The contact chain or contact string in Fig. 3.12 is commonly used for process con-
trol, incorporating many contacts (hundreds, thousands, or as many as a million) of the
type shown in Fig. 3.11. The total resistance between any two contacts is the sum of the
semiconductor resistance, the contact resistance, and the metal resistance. The semicon-
ductor resistance is calculated knowing the sheet resistance and the string geometry. By
subtracting the semiconductor resistance from the total resistance one obtains the total
contact resistance. The contact resistance for each contact is obtained by dividing by
twice the number of contacts. A refined contact string divides the string into sections with
intermediate contact pads.>
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For a contact string consisting of N islands and 2N contacts, with contacts separated
from each other by spacing d and width W, the total resistance is given by

_ NRyd

T +2NR. (3.17)
neglecting the metal resistance. The contact string technique is considered to be a coarse
measurement method that is not very useful for detailed evaluations of contact resistance.
It is, however, extensively used as a process monitor. If the measured resistance is higher
than the norm, it is difficult to know whether all contacts are poor or whether one particular
contact is poor unless intermediate probe pads are provided. Frequently the contact string
is only accessible at the ends with no intermediate contacts.

Exercise 3.1

Problem: What effect do the np junctions of the contact string have on the measured
results?

Solution: The contact string of Fig. 3.12 can be represented by Fig. E3.1. Let us consider
the substrate grounded. Suppose R = R, + 2R, + Ryei = 50 Q2 and I = 1 mA. For 250
islands, we find V = 12.5 V. Assume the junctions have a breakdown voltage of 15 V.
Clearly, there is no problem in measuring R. What happens if in one process run R,
increases such that R =75 Q. Now V = IR = 18.8 V, but the junctions can only with-
stand 15 V. Since the total voltage cannot exceed 15 V, dictated by the breakdown voltage
of the last np junction, an erroneous resistance will be measured. The situation is better
if the substrate is not grounded, because now the voltage is divided among the many np
junctions. The message here is to be cautious of the layout and measurement connection
when making contact string measurements.

3.4.2 Multiple-Contact Two-Terminal Methods

The multiple-contact, two-terminal contact resistance measurement technique, shown in
Fig. 3.13, was developed to overcome the deficiencies of the two-contact, two-terminal

st

2

Grounded ?

Fig. E3.1
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Fig. 3.13 Multiple-contact, two-terminal contact resistance test structure. The contact width and
length are Z and L and the diffusion width is W.
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method. Three identical contacts are made to the semiconductor with contact spacings d;
and d>. Assuming identical contact resistances for each of the three contacts allows the
total resistance to be written as

Ry =

Rshdi
2R, 3.18
w T (3.18)

where i = 1 or 2. Solving for R, gives

Rrady — R d.
R = (Rr2d, 71d2) (3.19)
2(dy — d»)

This structure does not have the ambiguities of the simpler two-terminal structure, because
neither the bulk resistance nor the layer sheet resistance need be known. The assumption
of identical contact resistance for all three contacts is somewhat questionable but is rea-
sonable for a sample that is not too large. The contact resistance is obtained by taking the
difference of two large numbers. This can present difficulties and is especially troublesome
for low resistance contacts. The determination of lengths d; and d, is a further source of
inaccuracy. Occasionally negative contact resistances are obtained by this method.

The structure of Fig. 3.13 only allows the contact resistance to be determined. The
specific contact resistivity cannot be directly extracted from the two resistance measure-
ments. To find p. requires a more detailed evaluation of the nature of the current flow
into and out of the lateral contacts. An early two-dimensional current flow analysis by
Kennedy and Murley in diffused semiconductor resistors revealed current crowding at the
contacts.”! The analysis, based on zero contact resistance, showed that only a fraction of
the total contact length was active during the transfer of current from the metal to the
semiconductor and from the semiconductor to the metal. This fraction was found to be
approximately equal to the thickness of the diffused semiconductor sheet.

To take current crowding into account and to be able to extract the specific contact
resistivity, a detailed theoretical investigation was undertaken. Murrmann and Widmann
used a simple transmission line model (TLM) considering both the semiconductor sheet
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resistance and the contact resistance.’> They also described a structure to determine the
contact resistance using linear and concentric contacts.’® Berger extended the transmission
line method.>* In contrast to the Kennedy-Murley model, in which the contact resistance
is assumed to be zero, in the TLM the contact resistance is non-zero. However, the semi-
conductor sheet thickness is assumed to be zero in the TLM, with the layer retaining its
sheet resistance Rg;,. This assumption allows one-dimensional current flow only. The “zero
sheet thickness” restriction was relaxed by Berger in his extended TLM where he allowed
non-zero sheet thickness, but with the current still restricted to one-dimensional flow.>*
The TLM model was later extended to two dimensions by the dual-level transmission line
model with the current allowed to flow perpendicularly to the contact interface. A com-
parison between the simple and the revised TLM shows a maximum contact resistance
deviation of 12%.%

When current flows from the semiconductor to the metal, it encounters the resistances
pe and Ry, in Fig. 3.14, choosing the path of least resistance. The potential distribution
under the contact is determined by both p, and Ry, according to>*

Vo = I/Rsnpe cosh[(L — x)/L7] (3.20)
Tz sinh(L/L7) '

where L is the contact length, Z the contact width, and I the current flowing into the
contact. Equation (3.20) is plotted in Fig. 3.15 with the potential under the contact nor-
malized to unity at x = 0. The voltage is highest near the contact edge x = 0 and drops
nearly exponentially with distance. The “1/e” distance of the voltage curve is defined as

the transfer length Ly
Ly = y/oe/Ron (3.21)

The transfer length can be thought of as that distance over which most of the current
transfers from the semiconductor into the metal or from the metal into the semiconductor.
Ly is plotted in Fig. 3.16 against the specific contact resistivity as a function of the sheet
resistance. Typical specific contact resistivities are p, < 107® Q.cm? for good contacts.
The transfer length is on the order of 1 wm or less for such contacts. Contacts for contact

( 1 E ! n-Type )

p-Type

Fig. 3.14 Current transfer from semiconductor to metal represented by the arrows. The semicon-
ductor/metal contact is represented by the p.-Ry, equivalent circuit with the current choosing the
path of least resistance.
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Fig. 3.15 Normalized potential under a contact versus x as function of p., where x =0 is the
contact edge. L = 10 um, Z = 50 pm, Ry, = 10 Q/square.
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Fig. 3.16 Transfer length as a function of specific contact resistivity and semiconductor sheet
resistance.

resistance measurements are often longer than 1 pum. For such contacts, some of the
contact is inactive during current transfer.

We will now consider the three contact configurations in Fig. 3.17, with the current
flowing from contact 1 to contact 2. In the transmission line method test structure (TLM)
in Fig. 3.17(a), also referred to as the contact front resistance test structure (CFR), the
voltage is measured across the same contacts as the current. In the contact end resistance
test structure (CER) in Fig. 3.17(b) the voltage is measured between contacts 2 and 3.
In the cross bridge Kelvin resistance test structure (CBKR) (Fig. 3.17(c)), the voltage is
measured at right angles to the current.

With V measured between contacts 1 and 2 at x = 0, Eq. (3.20) gives the contact front
resistance as

\%4 RHL‘ c
- =" shi0 Pe_ coth(L/Ly) (3.22)

= ——— coth(L/L7) =
7 coth(L/L7) 1.z
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Fig. 3.17 (a) Conventional contact resistance test structure, (b) contact end resistance test structure,
and (c) cross bridge Kelvin resistance test structure.

(c)

provided Z = W. Eq. (3.22) is only an approximation when the sample is wider than Z,
because this equation does not consider the current flow around the contacts.

The expression R is usually referred to simply as the contact resistance R.. We
will do so here also. Two cases lead to simplifications of Eq. (3.22). For L < 0.5 L7,
coth(L/L;) ~ Ly /L and

R o~ 2 (3.23a)
LZ
and for L > 1.5 Ly, coth(L/L;) ~ 1 and
Pec
R —— 3.23b
N1,z ( )

The effective contact area is the actual contact area A, = LZ for the first case. But in the
second case the effective contact area is A . = L7 Z. In other words, the effective contact
area can be smaller than the actual contact area. This can have important consequences.
For example, consider a structure with Ry, = 20 Q/square and p. = 10~7 Q.cm?. The
transfer length Ly = 0.7 pwm. For a contact length of L = 10 wm and width Z = 50 pm,
the actual contact area is LZ = 5 x 10~° cm?. However, the effective contact area is only
L7Z =3.5 x 1077 cm?. The current density flowing across the contact is 5 x 107/3.5 x
1077 = 14 times higher than if the entire contact were active. This higher current density
can cause reliability problems by degrading the contact. The reduced contact area can
burn out in extreme cases shifting the effective area along the contact until the entire
contact is destroyed.

The effect of contact length on contact resistance is illustrated in Fig. 3.18. It is a plot
of the front contact resistance given by Eq. (3.22) multiplied by the contact width Z, for
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Fig. 3.18 Front contact resistance—contact width product as a function of contact length and specific
contact resistivity for Ry, = 20 Q/square and Rj,, = 0.

normalization purposes, against the contact length as a function of the specific contact
resistivity. Note the initial R. decrease with contact length. However, R.Z reaches a
minimum at L ~ Ly from which it departs no further no matter how long the contact.

The metal/semiconductor representation of Fig. 3.14 may be too simple for certain
contacts. For example, alloyed contacts typically made on GaAs consist of a metal, an
alloyed region, and the underlying semiconductor. Similarly contacts formed by depositing
a metal on a thin layer of a low band gap material on a higher band gap material fall
into this category. This calls for a more complex transmission line model—the trilayer
transmission line model. The equations, although similar to the TLM equations, become
significantly more complex.’®

When the voltage is measured between contacts 2 and 3 with the current flowing from
1 to 2, shown in Fig. 3.17(b), the structure is known as the contact end resistor. The
voltage is now measured at x = L and Eq. (3.20) leads to the contact end resistance

V. JRaupe 1 e 1
Ree = — = Yo _ =t _ (3.24)
1 Z sinh(L/Lr) Ly Z sinh(L/Lr)

The contact end resistance measurement can be used to determine p. by measuring R,
and using an iteration of Eq. (3.24).%” For short contacts, R, is sensitive to contact length
variations with the error in determining L limiting the accuracy of the method. For long
contacts, R, becomes very small and the accuracy is limited by instrumentation, seen by

looking at the ratio
Ree 1
= (3.25)
Rcs cosh(L/Ly)

which obviously becomes very small for L > L.

For the cross-bridge Kelvin resistance test structure in Fig. 3.17(c), the voltage contact
3 is located at the side of contact 2. The measured voltage is thus the linear average of
the potential over the contact length L. Integrating Eq. (3.20) as

L
V= l/ Vi(x)dx (3.26)
L Jo
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gives the contact resistance as
V. pe

1 LZ

c

(3.27)

Equation (3.24) assumes the contact width Z to be identical to the sheet width W. This is
rarely realized in practice. Usually Z < W. Experiments with Z =5 wm and W ranging
from 10 pm to 60 wm showed the contact end resistance to give erroneously high p,.
The error increased as o, decreased or as Ry, increased.’® The error arises from the
potential difference between the front edge and the rear edge of the contact allowing
current to flow around the contact edges. The measured resistance is proportional to the
sheet resistance and is insensitive to the contact resistance for large §. For the simple
one-dimensional theory to hold, the test structure should meet the conditions: L < L7,
Z > L and § < Z. The one-dimensional analysis is not valid if these conditions are not
met. Accurate extraction of p., however, is possible by fitting numerical simulations to
measured data.

The problem of W # Z can be avoided with circular test structures, consisting of a
conducting circular inner region of radius L, a gap of width d, and a conducting outer
region.”® The conducting regions are usually metallic and the gap typically varies form
a few microns to tens of microns. For equal sheet resistances under the metal and in the
gap, and for the geometry of the circular contact resistance structure in Fig. 3.19(a), the
total resistance between the internal and the external contacts is®

_ R [ L1 Iy(L/L7) Ly Ko(L/Lt) d
Rr=oq [ L niin T rrdxiain TN (1 * Lﬂ 628

where I and K denote the modified Bessel functions of the first order. For L > 4L, the
Bessel function ratios /Iy/I; and Ko/K; tend to unity and Ry becomes

R, [ Lt Lt d
Ry = — In{1+ — 3.29
r 2n[L+L+d+n<+L>} (3:29)

In the circular transmission line test structure in Fig. 3.19(b), for L > d, Eq. (3.29) sim-
plifies to
Rsh
Rr = ——(d +2L7)C (3.30)
27 L

where C is the correction factor®!

C Ll 1+d (3.31)
=—In — .
d L

(0] (0]6]e]e

(@) (b)

Fig. 3.19 Circular contact resistance test structure. The dark regions represent metallic regions.
Spacing d and radius L are shown in (a).
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shown in Fig. 3.20(a). For d/L < 1, Eq. (3.30) becomes
Ry = 2 (4 4200 (3.32)
T~ onL r '

For practical radii up to about 200 pm and gap spacings of 5—50 pwm, the correction
factor is necessary to compensate for the difference between the linear transfer length
method and the circular TLM layouts to obtain a linear fit to the experimental data.
Without the correction factor, the specific contact resistance is underestimated. The total
resistance before and after data correction is shown in Fig. 3.20(b) as a function of gap
spacing d. Similar to the linear TLM structure, the corrected circular TLM data are linear
and yield the contact resistance and the transfer length, from which the specific contact
resistivity can be determined.

The circular test structure has one main advantage. It is not necessary to isolate the
layer to be measured, because current can only flow from the central contact to the
surrounding contact. In the linear TLM test structure, current can flow from contact to
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Fig. 3.20 (a) Correction factor C versus d/L ratio for the circular transmission line method test
structure, (b) total resistance for the circular TLM test structure before and after data correction.
Rc =0.75 ohms, Ly =2 pm, p. = 4 x 107% ohm-cm?, Ry, = 110 ohms/square. Data courtesy of
J.H. Klootwijk and C.E. Timmering, Philips Research Labs.
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contact through the region beyond the test structure if it is not isolated. The circular
test structure with four metal contacts is very similar to the cross-bridge Kelvin resistor
discussed in Section 3.4.3.5

Equations (3.22) and (3.24) are derived under the assumption that p. > 0.2Rt2,
where ¢ is the layer thickness. For R, = 20 ohms/square and ¢ = 1 pm, this constraint
leads to p. > 4 x 1078 ohm-cm?. The TLM method must be modified if that condition
is not satisfied, as verified by experiments and by modeling.®* Most specific contact
resistivities are above 4 x 1078 ohm.cm? and the TLM method is valid.

The difficulty of deciding where to measure the voltage in the configuration of Fig. 3.17
has led to a test structure shown in Fig. 3.21(a) and a measurement technique known as
the transfer length method originally proposed by Shockley.%* Unfortunately it is also
abbreviated as TLM. The TLM test structure is very much like that of Fig. 3.13, but
consists of more than three contacts. Two contacts at the ends of the test structure served
as entry and exit point for the current in the original ladder structure and the voltage
was measured between one of the large contacts and each of the successive narrow
contacts in Fig. 3.21(a). Later the test structure had unequal spacing between contacts as
in Fig. 3.21(b), with the voltage measured between adjacent contacts.

The structure in Fig. 3.21(b) has certain advantages over that of Fig. 3.21(a). When
the voltage is measured in the ladder structure between contacts 1 and 4, for example,
the current flow may be perturbed by contacts 2 and 3. The effect of contacts 2 and 3
depends on the transfer length Ly and the contact length L. For L <« Ly, the current
does not penetrate appreciably into the contact metal and, to first order, contacts 2 and
3 have no effect on the measurement. For L > L, the current does flow into the metal
and the contact can be thought of as two contacts, each of length L7 joined by a metallic
conductor.%> The shunting of the current by the metal strips obviously influences the
measured voltage or resistance. It is for this reason that the structure in Fig. 3.21(b) is
preferred, because there is only bare semiconductor between any two contacts.

For contacts with L > 1.5 L7 and for a front contact resistance measurement of the
structure in Fig. 3.21(b), the total resistance between any two contacts is

Rgnd Ry
RTZTh-}—ZRC% h

(3.33)

where we have used the approximation leading from Eq. (3.22) to Eq. (3.23b). Eq. (3.33)
is similar to Eq. (3.32) with the contact peripheral length 2w L replaced by the contact
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LR

Fig. 3.21 Transfer length method test structures.
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Fig. 3.22 A transfer length method test structure and a plot of total resistance as a function of
contact spacing, d. Typical values might be: L = 50 pm, W = 100 pm, Z-W =5 pm (should be
as small as possible), d =~ 5 to 50 pm.

The total resistance is measured for various contact spacings and plotted versus d as
illustrated in Fig. 3.22. Three parameters can be extracted from such a plot. The slope
A(R7)/A(d) = Ry, /Z leads to the sheet resistance with the contact width Z indepen-
dently measured. The intercept at d = 0 is Ry = 2R, giving the contact resistance. The
intercept at Ry = 0 gives —d = 2L, which leads to the specific contact resistivity with
Ry, known from the slope of the plot. The transfer length method gives a complete char-
acterization of the contact by providing the sheet resistance, the contact resistance, and
the specific contact resistivity.

The transfer length method is commonly used, but it has its own problems. The
intercept at Ry = 0 giving L7 is sometimes not very distinct, leading to incorrect p,
values. Perhaps a more serious problem is the uncertainty of the sheet resistance under
the contacts. Eq. (3.33) assumes the sheet resistance to be identical under the contacts
and between contacts. But the sheet resistance under the contacts may differ from the
sheet resistance between contacts due to the effects of contact formation. This would be
true for alloyed and silicided contacts where the region under the contact is modified
during contact fabrication, leading to the modified expression for the front contact and
total resistance,%

pe
R = th (L/L 3.34
/=1, 7% (L/L7x) (3.34)
and
Royd Rud 2RuLr R
Ry = Th + 2R, ~ Zh + % = sk/ Rsn) Lri] (3.35)

where Ry is the sheet resistance under the contact and Ly; = (o./Ry)'/%. The slope of
the Ry versus d plot still gives R;,/Z and the intercept at d = 0 gives 2R.. However, the
intercept at Ry = 0 now yields 2L 7 (R / Ryp,) and it is no longer possible to determine p,
since Ry is unknown. Nevertheless, by determining R.s from the transfer length method
and R., from the end resistance method, where

kY% Rskpc Pc Rce 1

Rce = " = " S (336)
Z sinh(L/Lry) ZLygsinh(L/L7y) R cosh(L/Lry)
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one can determine L7, and p.. In this way it is possible to find the contact resistance and
the specific contact resistivity in addition to the sheet resistance between and under the
contacts. One can also separate Ry, from Ry by etching the semiconductor between the
contacts.

Extraction of electrical contact parameters by the TLM method is based on the assump-
tion of constant electrical and geometrical contact parameters across the sample. However,
such parameters typically exhibit scatter across a wafer. Statistical modeling has shown
that the usual data extraction procedure can lead to errors in the extracted contact param-
eters even if there is no error in the measured electrical and geometrical parameters.5”
For short contacts (L < L7), p. can be determined accurately regardless of the scatter
in other parameters, while Ry, and Ry are in error only if p. exhibits scatter over the
wafer. For long contacts, the extracted p. and Ry are in error only if Ry or resistance
measurements are in error. Best results are obtained for L > 2Lr. When a wafer exhibits
non-uniformities of the electrical parameters of 10—30%, the error in p. and Ry, can be as
high as 100—1000%. Redundancy through the use of more than one test structure allows
the errors to be reduced.

We have so far considered the specific contact resistivity and sheet resistance of the
semiconductor, but have neglected the resistance of the metal. This generally introduces
little error although at times the metal resistance increases with aging and can no longer
be neglected. The resistance of silicides is higher than that of pure metals and may
not always be negligible. A more serious limitation arises when polysilicon conductors
are used instead of metals. Their resistance is significantly higher than that of metals
and may need to be considered for proper interpretation of the experimental results. For
non-negligible metal resistance, the contact resistance of Eq. (3.22) becomes®8~%

P

Rf=—"i—os
ST LrmZ( + a)?

2 __2z .t
[(1 +ad)coth(L/Lyy) +a (Sinh(L/LTm) + erﬂ (3.37)

where o = Ry,,/Ryk, Ry is the metal sheet resistance, and L7, = [p./(Rgm + Rs)]'/? =
L7i/(1 4+ a)'/2. Equation (3.37) reduces to Eq. (3.34) for Ry, = 0 and to Eq. (3.22) for
Rg = Ry, and Ry, = 0. The contact front resistance from Eq. (3.37), normalized by
multiplying by Z, is plotted in Fig. 3.23 against the contact length as a function of
the specific contact resistivity. The main difference between Fig. 3.18 and 3.23 is the
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Fig. 3.23 Front contact resistance—contact width product as a function of contact length and specific
contact resistivity for Ry = 20 Q/square and Ry, = 50 Q/square.
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minimum in Fig. 3.23, which is absent when R;,, = 0. For each combination of p., Ry,
and Ry, there is an optimum contact length for minimum contact resistance. For lengths
above and below this optimum value, the contact resistance increases. Further discussions
of the effects of finite-resistance metal conductors can be found in ref. 70.

We need to consider one more correction. So far we assumed the gap 6 in Fig. 3.22 to
be zero. The fact that § # 0, can lead to incorrect intercepts of the Ry — d plot. Various
corrections have been proposed.*>”! We follow the suggestions of ref. 72, where the §
region between the contacts is represented by parallel resistances. As shown in Appendix
3.1, instead of plotting Ry versus d, one plots R’ versus d, where

(RT(8 #0) —2R.)R,
R, — Rr(8 #0) — 2R,

R' =2R. + (3.38)

where R, is the contact end resistance, Ry the measured resistance, and R, the parallel
“strip” resistance. The derivation of Eq. (3.38) and a method to determine R, are given in
Appendix 3.1. Figure 3.24 shows uncorrected and corrected TLM curves for one particular
contact area. It clearly shows the different intercepts for the uncorrected lines (solid lines)
leading to incorrect contact resistance, transfer length, and specific contact resistivity, but
one common intercept for the corrected data (dashed line).

3.4.3 Four-Terminal Contact Resistance Method

The specific contact resistivity measurement techniques discussed so far require the semi-
conductor bulk resistivity or the semiconductor sheet resistance to be known. However,
it is desirable to measure R, and p. by minimizing or eliminating, if possible, the con-
tribution from bulk or sheet resistance. The measurement technique that comes closest to
this goal is the four-terminal Kelvin test structure also known as the cross-bridge Kelvin
resistance (CBKR). It appears to have been first used for evaluating metal-semiconductor
contacts in 197273 but it was only in the early 1980s that it was evaluated seriously.”*~76
In principle, this method allows the specific contact resistivity to be measured without
being affected by the underlying semiconductor or the contacting metal conductor.
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Fig. 3.24 Uncorrected (solid points and lines) and corrected (open points and dashed line) total
resistance versus spacing d for Au/Ni/AuGe/n-GaAs contacts annealed at 400°C for 20 s. Reprinted
after ref. 72 by permission of IEEE (© 2002, IEEE).
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Fig. 3.25 A four-terminal or Kelvin contact resistance test structure. (a) Cross section through
section A—A, (b) top view of the structure.

The principle is illustrated in Fig. 3.25. Current is forced between contacts 1 and 2 and
the voltage is measured between contacts 3 and 4. There are three voltage drops between
pad 1 and pad 2. The first is between pad 1 and the semiconductor n-layer, the second
along the semiconductor sheet, and the third between the n-layer and the pad 2/3. A high
input impedance voltmeter, for measuring the voltage V34 = V3—V,, allows very little
current flow between pads 3 and 4. Hence, the potential at pad 4 is essentially the same
as the potential in the n-region directly under contact 2/3, as illustrated in Fig. 3.25(a) by
connection 4 under the contact. V34 is solely due to the voltage drop across the contact
metal-semiconductor interface. The name “Kelvin Test Structure” refers to the fact that a
voltage is measured with little current flow as in four-point probe resistance measurements.

The contact resistance is

R, = — (3.39)

which is simply the ratio of the voltage to the current. The specific contact resistivity is

where A, is the contact area.

Equation (3.40) does not always agree with experimental data. The specific contact
resistivity calculated with Eq. (3.40) is an apparent specific contact resistivity differing
from the true specific contact resistivity by lateral current crowding for contact windows
smaller than the diffusion tap, shown as § > 0 in Fig. 3.25.77 Contact window to diffused
layer misalignment and lateral dopant diffusion account for § > 0. In the ideal case, § =0
as illustrated in Fig. 3.26(a). In an actual contact, some of the current, indicated by the
arrows in Fig. 3.26(b), flows around the metal contact. In the ideal case with § = 0, the
voltage drop is Vas = I R,. For § > 0, the lateral current flow gives an additional voltage
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Fig. 3.26 Four-terminal contact resistance test structures. (a) Ideal with only lateral current flow,
(b) showing current flowing into and around the contact. The black area is the contact area.

drop that is included in V34, leading to a higher voltage. Therefore, according to Eq. (3.39)
R, is higher and is usually designated R;. According to Eq. (3.40) p. is also higher if the
actual contact area A, is used. The p. so extracted is known as the effective or apparent
specific contact resistivity. The error introduced by this geometrical factor is highest for
low p. and/or high Ry, and lowest for high p. and/or low Ry;,.”® The vertical voltage drop
in the semiconductor normal to the contact plane, usually neglected, leads to an additional
correction.”

The effect of contact misalignment is shown in Fig. 3.27.80 Larger § leads to higher
measured resistance. Clearly, for large misalignment, the measured resistance is seriously
in error. The true resistance is obtained by extrapolating to 6 = 0. The effect of asym-
metrical misalignment is illustrated in Fig. 3.28, where the apparent contact resistance is
plotted versus misalignments L; and L,. This figure clearly shows the effect of parasitic
current paths. In one case Ry increases, in the other it decreases. It is difficult to fabri-
cate test structures with § = 0. However, a solution is illustrated in Fig. 3.29(a). Here the
semiconductor voltage tap consists of individual “strips”.3° The measured voltage for the
three taps is shown in Fig. 3.29(b). By extrapolating the data to zero voltage tap spacing,
the true resistance is obtained.
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Fig. 3.27 Apparent contact resistance multiplied by the contact area versus misalignment 8. The
contact areas are given on the right side of the figure. Under the contact: Arsenic implant,
2 x 10" em2, 50 keV, annealed at 1000°C, 30 s. Contact metal: Ti/TiN/Al/Si/Cu. Adapted from
ref. 80.
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Fig. 3.28 Dependence of contact resistance on misalignment dimensions L; and L,. Under
the contact: Arsenic implant, 2 x 10" cm~2, 50 keV, annealed at 1000°C, 30 s. Contact metal:
Ti/TiN/Al/Si/Cu. Adapted from ref. 80.
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Fig. 3.29 (a) Modified Kelvin contact resistance “tapped” test structure and (b) resistance versus
tap spacing. After ref. 80.
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A simplified two-dimensional approach gives the contact resistance Ry as®

— Pe T+~ pcRshLICOth(L/LT) +0.5 RshL% + IOCRshLZ/Sinh(L/LT)
(L+ L+ L)W

Ry (3.41)

with the various dimensions shown on Fig. 3.28. Curves calculated with Eq. (3.41) agree
qualitatively with the data in Fig. 3.27. Lateral current flow around the contact accounts for
the additional resistance. The resistance increase gets worse the lower the specific contact
resistivity, further aggravated for higher sheet resistances. Unfortunately, the trend in the
technology of today’s high-density integrated circuits is toward lower p. and higher Ry,
due to shallower junctions. Both are in the direction of complicating the interpretation
of four-terminal contact resistance test structure measurements. Simple one-dimensional
interpretations must be carefully evaluated for their accuracy.

Figure 3.30 shows calculated curves for the apparent and the actual values of specific
contact resistivity for the structure of Fig. 3.31.7° For the ideal case of L/W =1 or
8 = 0 the two are identical indicated by the 45° line for two-dimensional calculations.
However, for the more realistic three-dimensional calculations the two are not identical
even for § = 0. As p. decreases the contact resistance voltage decreases and the lateral
voltage becomes more important until the contact resistance voltage becomes negligible
and pc apparens 18 independent of the true p.. Universal error corrections curves from three-
dimensional modeling, including the finite depth of the semiconducting are shown in
Fig. 3.31. In these calculations the semiconductor sheet resistance under the contact is
assumed identical to the sheet resistance beyond the contacts. R in these curves is the
contact resistance including parasitic resistances.

Two-dimensional models of the transmission line, the contact end resistance, and the
cross-bridge Kelvin resistance structures have been used to calculate and plot the contact
resistance normalized by the sheet resistance against the contact length normalized by §.%!
Deviations from the simple one-dimensional analysis are predicted for all three cases. The
TLM has the least sensitivity to § because it detects the front contact potential, which is
only weakly perturbed by peripheral current flow. However, the TLM method relies on
extrapolation of experimental data to determine p.. That has a potential error especially
if the data points do not lie on a well-defined straight line. Both the CER and the CBKR

02pum 0.1 pm

2
pc,apparem (Q'Cm )

100 e i
10710 1070 1078 1077
pc,true (Q'sz)

Fig. 3.30 Two-dimensional (dashed) and three-dimensional (solid lines) simulated apparent versus
true specific contact resistivity for various tap spacings §. Reprinted after ref. 79 by permission of
IEEE (© 2004, IEEE).
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Fig. 3.31 Three-dimensional universal correction curves for CKR structures of Ry /Ry, versus L/
as a function of Lz /§ for tap depth/width ratios of #/L = 0.5. Reprinted after ref. 79 by permission
of IEEE (© 2004, IEEE).

structures show significant deviations due to peripheral current flow. The contact resis-
tances determined by the CER method are generally low, R..(CER) < R.(CBKR), making
the measurement more difficult. Contact misalignment introduces further departures from
one-dimensional behavior.3? Self-aligned contacts solve the misalignment problem but not
the lateral diffusion problem.?? Other models of contact resistance calculations are given
in refs. 84 and 85.

Contact resistance test structures can also be implemented with a modified MOSFET
consisting of three nt regions and two gates as illustrated in Fig. 3.32.86 The “sheet”
between contacts 1 and 2 and between contacts 3 and 4 is due to a channel formed
by biasing the two MOSFET sections into conduction. This structure is compatible with
standard silicide processes. It can be implemented in the CFR, the CER, or in the CKBR
configuration.

p-Type

Fig. 3.32 A MOSFET contact resistance test structure.
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Fig. 3.33 Vertical contact resistance Kelvin test structure.

The vertical Kelvin test structure in Fig. 3.33 was developed to overcome the lateral
current flow problems of the conventional Kelvin structure.?” The device requires one
additional mask level during its fabrication compared to conventional Kelvin structures.
The metal/semiconductor contact is made to a diffused or ion-implanted layer (n*-layer
in Fig. 3.33). Current I confined to the contact area by the oxide window and the isolating
np junction, is forced between contact 5 and substrate contact 6. Voltage V,4 is measured
between contacts 2 and 4. Vj is the voltage of the metal and V, is the voltage of the
semiconductor layer just below the metal, even though V, is measured at some distance
from the contact. Just as in a conventional Kelvin structure, there is very little lateral
voltage drop along the nt layer during the voltage measurement because essentially no
current is drawn. The contact resistance and the specific contact resistivity are given by
R. = V24/I and Pc = R:A..

Lateral effects, so important in all methods that rely on lateral current flow, also play
a role in this vertical structure. This comes about not because the current flows laterally
to reach a collecting contact, but because of current spreading. The current does not
flow strictly vertically. It has a small lateral, spreading component, shown in Fig. 3.33,
making the voltage at the sensing contact (contact 2) not exactly equal to the voltage under
the metal. The additional spreading resistance causes the measured contact resistance to
be higher than the true contact resistance.®® An additional complication arises when the
contact is smaller than the contact opening. The specific contact resistivity is then given
approximately as®’

Pc,eff ~ pe+ RS/lxj /2 (342)

where Ry, is the sheet resistance and x; the junction depth of the upper n* layer in
Fig. 3.33. Equation (3.42) is valid for L > 10x;. The vertical test structure works well
the smaller the contact area and the shallower the upper n* layer is.

Additional contacts are provided in Fig. 3.33. V3 can be used to average the voltage
reading with V4 to reduce experimental errors. Furthermore, conventional lateral six-
terminal measurements can be made to obtain the end resistance R.., the front resistance
R.r, and the sheet resistance Ry;. A detailed study of various non-idealities in the vertical
test structure has shown the current spreading effect to be small compared to lateral
current crowding in horizontal Kelvin test structures.3’ Misalignment between the isolation
junction and the metal contact can produce more severe errors, but these can be minimized
by averaging the voltage readings on the left and the right arms.
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3.4.4 Six-Terminal Contact Resistance Method

The six-terminal contact resistance structure in Fig. 3.34 is related to the four-terminal
Kelvin structure with two more contacts for additional measurement options not available
with the conventional Kelvin structure.” The structure allows the contact resistance, the
specific contact resistivity, the contact end resistance, the contact front resistance, and the
sheet resistance under the contact to be determined. For the conventional Kelvin structure
contact resistance measurement the current is forced between contacts 1 and 3 in Fig. 3.34
and the voltage is measured between contacts 2 and 4. The analysis is that of Egs. (3.39)
and (3.40) for the one-dimensional case, where R. = V,4/I and p. = R.A.. All the two-
dimensional complications, not reflected in Egs. (3.39) and (3.40), manifest themselves
in the six-terminal structure also.

To measure the contact end resistance R., = Vs4/1, current is forced between contacts
1 and 3 and the voltage is sensed across contacts 5 and 4. With the contact resistance and
the specific contact resistivity determined from the Kelvin part of this structure, the sheet
resistance under the contact can be determined from the end resistance using Eq. (3.36)
and the contact front resistance, given by R.r in Egs. (3.22) and (3.36) can be calculated
with Eq. (3.36).

3.4.5 Non-Planar Contacts

Thus far we have only concerned ourselves with deviations from simple theory due to
two-dimensional current flow. We have assumed the contact itself to be a smooth, inti-
mate contact between the metal and the semiconductor. Real contacts are not this perfect
introducing further complications. Contact history in Si integrated circuits is depicted in
Fig. 3.35. Initially Al was deposited directly onto Si (Fig. 3.35(a)). For aluminum-silicon
contacts, there is a tendency for the silicon to migrate into the aluminum, leaving voids
in the silicon.® Aluminum can subsequently migrate into these voids creating spiking.
Under extreme conditions this can lead to junction shorts. Addition of 1 to 3 wt% Si to
the Al reduces spiking considerably but creates other problems. For example, it is possi-
ble for the Si to precipitate and to grow epitaxially between the original Si surface and
the Al film (Fig. 3.35(b)). The epitaxially regrown layer is p*-type because it contains a
high density of aluminum, a p-type dopant in Si, creating a pn junction at the regrown
epi/nt interface. It has been observed that the propensity for such epitaxial films to form
is higher for (100) than for (111)-oriented substrates.”! This can be a severe problem for
small contact areas where the contact resistance for (100)-oriented substrates increases
over similar (111) surfaces.”!

7

3 4

Vv

Fig. 3.34 Six-terminal Kelvin structure for the determination of R., Rc, R.f, and R.
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Fig. 3.35 Historic progression of ohmic contacts in Si technology; (a) Al/Si, (b) Al/1-2% Si,
(c) Alsilicide/Si, and (d) Al/barrier layer/silicide/Si.

Silicides solved this problem (Fig. 3.35(c)). A silicide is formed by depositing a metal
onto Si and heating the sample to form the silicide. Commonly used metals are Ti, Co,
and Ni but many other metals form silicides. Silicides penetrate into the Si sample. There
is also a chance that Al above the silicide can migrate through the silicide along grain
boundaries and form Al/Si contacts. Hence, recent contacts consist of a silicide, a barrier
layer (e.g., W plug), and Al or Cu as shown in Fig. 3.35(d). This can give the required
low contact resistance and still be chemically stable. Unless the semiconductor is carefully
cleaned, there can be interfacial layers between the metal and the semiconductor. These
can consist of oxides forming prior to metal deposition. But interfacial layers can also be
due to poor substrate cleaning or even due to poor vacuum during metal deposition.”?

Contacts to GaAs are typically formed by alloying. A Ge-containing alloy is deposited
on the device and heated until alloying occurs. The metal-semiconductor interface after
contact formation can be very non-planar. It has been suggested that the current in such
alloyed contacts flows through Ge-rich islands with the contact resistance largely deter-
mined by the spreading resistance under the Ge-rich regions.”® The effective contact area
is likely to be very different from the actual contact area for that model. Very smooth
metal-GaAs interfaces can be formed by evaporating Ge, Au, and Cr layers separately
and keeping the annealing temperature below the AuGe eutectic temperature.** All of
these “technological” imperfections make contact resistance measurement interpretation
yet more difficult.

3.5 SCHOTTKY BARRIER HEIGHT

The band diagram of a Schottky barrier diode on an n-type substrate is shown in Fig. 3.36.
The ideal barrier height of ¢po is approached only when the diode is strongly forward
biased. The actual barrier height ¢p is less than ¢y due to image force barrier lowering
and other factors. Vj; is the built-in potential and V, is the potential of the semicon-
ductor Fermi level with respect to the conduction band. The thermionic current-voltage
relationship of a Schottky barrier diode, neglecting series and shunt resistance, is given by

I = AA*TZe—q¢B/kT(qu/nkT _ ]) — ]Xle—qd)g/kT(qu/nkT _ ]) — ]X(eqv/nkT _ ])

(3.43)
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Fig. 3.36  Schottky barrier potential band diagram.

TABLE 3.1 Experimental A* Values.

Semiconductor A* (Alem? - K?) Ref.
n-Si 112 (£6) 95
p-Si 32 (£2) 95
n-GaAs 4-8 96
n-GaAs 0.41 (£0.15) 97
p-GaAs 7 (£1.5) 97
n-InP 10.7 109

where I, is the saturation current, A the diode area, A* = 4nqk2m* /h =
120(m*/m) A/cm?-K? Richardson’s constant, ¢ the effective barrier height, and n the
ideality factor. Published values of A* are given in Table 3.1. Measurements in ref. 97
were made on almost ideal Al/n-GaAs devices with the Al deposited epitaxially by
molecular beam epitaxy in ultrahigh vacuum.

The ideality factor n incorporates all those unknown effects that make the device non
ideal. A Schottky diode is unlikely to be uniform over its entire area. Barrier height
patchiness leads to n > 1 and also explains other effects such as n decreasing with tem-
perature and with increasing reverse bias.”® Equation (3.43) is sometimes expressed as
(see Appendix 4.1)

I = Ie?V/™T (1 — g aV/KT) (3.44)

Data plotted according to Eq. (3.43) as semilog I versus V are linear only for V >
kT /q as shown in Fig. 3.37. When plotting log[/ /(1 — exp(—qV /kT))] versus V using
Eq. (3.44), the data are linear all the way to V = 0, also shown in Fig. 3.37.

3.5.1 Current-Voltage

Among the current-voltage methods, the barrier height is most commonly calculated from
the current /;, determined by extrapolating the semilog I versus V curve to V = 0. The
barrier height ¢p is calculated from /; in Eq. (3.43) according to

kT AA*T?
¢B=7ln - (3.45)

The barrier height so determined is ¢p for zero bias. The most uncertain of the param-
eters in Eq. (3.45) is A*, rendering this method only as accurate as a knowledge of A*.
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Fig. 3.37 Two ways of plotting current-voltage for a Schottky diode. Reprinted with permis-
sion from Journal of Applied Physics, 69, 7142-7145, May 1991. Copyright American Institute
of Physics.

Fortunately, A* appears in the “In” term and an error of two in A* gives rise to an error
of only 0.7 kT /q in ¢p. Nonetheless, errors do occur due to this uncertainty.

An experimental semilog I versus V plot for a Cr/n-Si diode is shown in Fig. 3.38(a).
The current deviates from linearity for V > 0.2 V due to series resistance (discussed in

T
<
5 102k
E No Anneal
O 1073
)
§ . 460°C Anneal
107* F
15
sk
10 A=3.1x107cm?
lO_6...|....|....|....
0 0.1 0.2 0.3 0.4
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(@)
1072 T T
1073

Slope = 15.8

Current (A)

AR RS R R
0 0.05 0.1 0.15 0.2

Voltage (V)
(b)
Fig. 3.38 (a) Current-voltage characteristics of a Cr/n-Si diode as deposited and annealed at 460°C

measured at room temperature, (b) enlarged portion of (a). Courtesy of F. Hossain, Arizona State
University.
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Sections 4.2 and 4.3). The Schottky barrier diode with area 3.1 x 103 cm? was fabricated
on n-Si.”® The device contains a p™ guard ring around the periphery of the Schottky
junction area to reduce the edge termination leakage current and it uses chromium (Cr)
as the Schottky contact as well as titanium tungsten (TiW) as the diffusion barrier metal
and nickel vanadium (NiV)-gold (Au) as the metal overlayer and chromium-nickel-gold
as the back ohmic contact. The front and back metal were sputtered and evaporated,
respectively. When the device is annealed at T = 460°C the barrier height increases and
the current decreases. The expanded /—V curve in Fig. 3.38(b) allows the slope to be
determined from which n = 1.05 and from the V = 0 intercept of I, =5 x 107% A, the
barrier height, calculated from Eq. (3.45), is ¢pg(I-V) = 0.58 V for A* = 110 A/cm’K?
for n-Si.

3.5.2 Current—Temperature

For V > kT /q Eq. (3.43) can be written as
In(I/T? = In(AA*) — q(¢p5 — V/n)/kT (3.46)

A plot of In(I/T?) versus 1/T at a constant forward bias voltage V = V|, sometimes
called a Richardson plot, has a slope of —g(¢p — Vi/n)/k and an intercept In(AA*) on
the vertical axis. A Richardson plot for the diode of Fig. 3.38 is shown in Fig. 3.39. The
slope is usually well defined, but the extraction of A* from the intercept is prone to error.
Generally the 1000/T axis covers only a narrow range, 2.6 to about 3.4 in this example.
Extrapolating the data from that narrow range to 1/7 = 0 involves extrapolation over a
long distance and any uncertainty in the data can produce a large uncertainty in A*. In
Fig. 3.39 the intercept is given by log(AA*) from which A* = 114 A/cm?-K2.
The barrier height is given by

2 2
gy = 4 kdnU/TOI _ Vi 2.3k dllog(Z/T7)] (3.47)
n g dQ1/T) n q d(1/T)

The barrier height is obtained from the slope for a known forward bias voltage, but n
must be determined independently. For the data of Fig. 3.39 with n = 1.05 determined

1073 T T T T E
o | |
¥
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= s E
~ - 4
| v=02V 1
10—7 PR TSN (TN ST SN U (T YT S S W (NN ST SN T S (ST S Y L
22 24 26 28 3 32 34

1000/T (K1

Fig. 3.39 Richardson plot of the “No Anneal” diode in Fig. 3.38 measured at V = 0.2 V.



SCHOTTKY BARRIER HEIGHT 161

from Fig. 3.38, V; = 0.2 V, and the slope d[log(I/Tz)]/d(IOOO/T) = —1.97 we find
¢p(I —1/T) =0.59 V, very close to ¢pg(/—V) = 0.58 V from the semilog I versus V
plot. Sometimes In(I;/T?) is plotted against 1/T, with I; obtained from the intercept of
semilog I versus V plots. The current I in Eq. (3.47) should then be replaced by I; and
Vi =0.

An implicit assumption in the barrier height determination by the Richardson plot
method is a temperature-independent barrier height. Should it be temperature dependent,
we can write ¢p as

¢5(T) = ¢p(0) —&T (3.48)
With this temperature dependence, Eq. (3.46) becomes
In(I/T%) = In(AA*) + q&/k — q(¢p(0) — V/n)/ kT (3.49)

A Richardson plot now gives the “zero Kelvin” barrier height ¢5(0), and the intercept
is In(AA*) + g&/k. Now A* can no longer be determined. Non-linearities are some-
times observed in Richardson plots at low temperatures. These may be due to current
mechanisms other than thermionic emission current, usually manifesting themselves as
n > 1.1. Non-linear Richardson plots are also observed when both the barrier height and
the ideality factor are temperature dependent. Accurate extraction of ¢ and A* becomes
impossible, but linearity can be restored if nln(I/T?) is plotted against 1/7.'%

3.5.3 Capacitance-Voltage

The capacitance per unit area of a Schottky diode is given by!"!

c_ \/ +K,eo(Na — Np) (350,
A 2V £V —kT/q)
where the “+” sign applies to p-type (N4 > Np) and the “—" sign to n-type (Np > Nju)
substrates and V is the reverse-bias voltage. For n-type substrates Np > Ng, Vp < 0,
and V < 0, whereas for p-type substrates Np < N4, Vi > 0, and V > 0. The kT /q in
the denominator accounts for the majority carrier tail in the space-charge region which
is omitted in the depletion approximation. The built-in potential is related to the barrier
height by the relationship

o=V +V, (3.51)

as seen in Fig. 3.36. V, = (kT /q)In(N./Np), where N, is the effective density of
states in the conduction band. Plotting 1/(C/A)? versus V gives a curve with the slope
2/[gKse,(Na—Np)], and with the intercept on the V-axis, V; = —V); + kT /q.

The barrier height is determined from the intercept voltage by

¢op=—-Vi+V,+kT/q (3.52)

The doping density can be determined from the slope as discussed in Chapter 2. ¢5(C—-V)
is approximately the flat-band barrier height because it is determined from the 1/C?-V
curve for 1/C?> — 0 or C — oo indicating sufficient forward bias to cause flatband
conditions in the semiconductor. A (C/A)~2 versus V plot of the diode of Fig. 3.38
is shown in Fig. 3.40. From the slope we find Ny = 2 x 10'® cm~3, and from Eq. (3.52)
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the barrier height is ¢p(C—V) = 0.74 V using the intercept voltage V; = —0.53 V and
the room temperature n; = 10'° cm™3 for Si.

3.5.4 Photocurrent

When a Schottky diode is irradiated with photons of sub band gap energy (hv < Eg), it is
possible to excite carriers from the metal into the semiconductor as shown in Fig. 3.41(a).
For hv > ¢p, electrons excited from the metal over the barrier into the semiconductor, are
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Fig. 3.41 Photoemission yields of a Pt/p-Si Schottky diode. Data adapted from ref. 107.
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detected as photocurrent I,,,. The light can be incident from the metal or the semiconductor
side, since the semiconductor is transparent for these photon energies. The metal must be
sufficiently thin for light penetration. The yield Y, defined as the ratio of the photocurrent
to the absorbed photon flux, is given by'??

Y = B(hv — q¢p)* (3.53)

where B is a constant. Y'/? is plotted versus /v, and an extrapolation of the linear portion
of this curve, sometimes called a Fowler plot, to Y'/?> = 0 gives the barrier height. The
yield is also given as'®3
(hv — q¢5)°
= Ci
hv

Y (3.54)

where C is another constant. Example plots are shown in Fig. 3.41(b). The “toe” below
0.29 eV is due photon-assisted thermionic emission.

A Fowler plot is not always linear as predicted by the theory. When it is non-linear
it is difficult to determine ¢ 5. By differentiating Eq. (3.53) the deviation from linearity
is much smaller than it is in the conventional Fowler plot, because the extended tail of
the Fowler plot in the vicinity of the barrier height is removed by the differentiation.'%
Moreover, the derivative plot is more sensitive to contact non-uniformities and has been
used to detect such non-uniformities.'® The photocurrent technique relies only on photo-
excited current flow and is little influenced by tunnel currents, especially if ¢ is obtained
by extrapolating from hv >> ¢, where only those electrons well above the barrier height
contribute to the photocurrent.

3.5.5 Ballistic Electron Emission Microscopy (BEEM)

Ballistic Electron Emission Microscopy, based on scanning tunneling microscopy is a
powerful low-energy tool for non-destructive local characterization of semiconductor het-
erostructures, such as Schottky diodes and is discussed in more detail in Chapter 9. It
can provide information on the homogeneity of the interface electronic structure with
extremely high lateral resolution and can yield energy-resolved information on hot-electron
transport in the metal film, at the interface, and in the semiconductor.'%

3.6 COMPARISON OF METHODS

A number of studies have been undertaken to compare barrier heights determined by
the current-voltage (/—V), current-temperature (/—T), capacitance-voltage (C—V), and
photocurrent (PC) techniques. In one study the barrier height of evaporated Pt films
on GaAs substrates was determined as ¢p(/-V) =0.81 V, ¢p(C-V) =0.98 V, and
¢p(PC) =0.905 V.97 Which is the most reliable value? Any damage at the interface
affects the /—V behavior because defects may act as recombination centers or as
intermediate states for trap-assisted tunnel currents. Either one of these mechanisms raises
n and lowers ¢p. C—V measurements are less prone to such defects. However, defects
can alter the space-charge region width and hence the intercept voltage. Photocurrent
measurements are less sensitive to such defects, and this method is judged to be the most
reliable. Nevertheless, Fowler plots are not always linear. The first derivative plot usually
does have a straight-line portion, making ¢ extraction more reliable.

The sequence ¢pp(I-V) < ¢pp(PC) < ¢pp(C—-V) was also observed for a variety of
metals deposited on n-GaAs and p-GaAs.'®® Barrier height measurements of Schottky
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barriers on p-type InP gave ¢pp(I-T) < ¢g(C—V).!'%° The difference was attributed
to patchiness of barrier heights across the contact. When two Schottky diodes of dif-
ferent barrier height are connected in parallel, the lower barrier height dominates the
I1-V behavior, but the barrier height with the largest contact area dominates the C—V
behavior.!'” Tn the parallel conduction model, regions with different local barrier heights
are assumed to be electrically independent and the total current is simply the sum of the
currents flowing through all individual areas. This concept was extended theoretically to
mixed-phase contacts of varying dimensions but fixed area ratios, predicting that generally
¢5(C-V) > ¢pp(I-V).''! For large contact regions results similar to those in ref. 110
were obtained. For smaller contact regions, however, the low barrier height regions were
found to be pinched off by the high barrier height regions.

The barrier height patchiness invoked to explain the differing barrier heights also pre-
dicts varying Richardson constants. It is frequently observed that A* varies with processing
conditions such as annealing. It may well be that annealing causes the patchiness to vary
and therefore A* to change. This would rule against using those methods that rely on a
knowledge of A* for ¢p determination, favoring C—V and photocurrent measurements
over I-V and I-T measurements. For the C—V method it is important that C~2 versus
V plots be linear and independent of frequency. Photocurrent probes the device from
outside the semiconductor, that is, photo emission is from the metal to the semiconductor.
The I-V and C-V methods probe the device from the semiconductor side. It is for this
reason that the latter two methods are more sensitive to spatial inhomogeneities, insulating
layers between the metal and the semiconductor, doping inhomogeneities, surface damage,
and tunneling. The PC technique is least influenced by these parameters and is therefore
likely to yield the most reliable value of barrier height. For well-behaved contacts with
few of these degradation factors, all methods give values that agree reasonably well with
one another.

3.7 STRENGTHS AND WEAKNESSES

Two-Terminal Methods: The two-contact, two-terminal contact resistance measurement
technique is simple but the least detailed. The contact resistance data are corrupted by
either the semiconductor bulk or sheet resistance. The method is only infrequently used
today. The two-terminal contact string is used mainly as a process monitor. It does not
give detailed contact resistance information nor can the specific contact resistivity be
reliably extracted. The multiple-contact, two-terminal technique is usually employed in
its transfer length method implementation, where the effect of the semiconductor sheet
resistance is separated from the contact resistance and both contact resistance as well
as specific contact resistivity can be determined. This method allows both front and end
contact resistance measurements to be made. Complications in the interpretation of the
experimental data arise due to three main effects: (1) the extrapolation of experimental data
to obtain intercepts, (2) lateral current flow around the contact, and (3) the sheet resistance
under the contact differing from the sheet resistance outside the contact window. Current
flows laterally around the contact window whenever the contact window is narrower
than the diffusion tap leading to erroneous contact resistances if the experimental data are
analyzed by the conventional one-dimensional theory. For the most reliable measurements
the test structure should be configured to satisfy the following requirements: L > Ly,
Z>»L,§=W —Z <KW as defined in Fig. 3.22.
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Four-Terminal Method: The four-terminal or Kelvin structure is preferred over the
two- and three-terminal structures for several reasons. (1) There is only one metal-
semiconductor contact and the contact resistance is measured directly as the ratio of
a voltage to a current. R, can therefore be very small. (2) Neither metal nor semiconduc-
tor sheet resistance enter into the R, determination. Hence there is no practical limit to
the value of R, that can be measured. (3) The contact area can be made small to be con-
sistent with contact areas used in high-density ICs. This makes the method very simple
and attractive. However, any lateral current flow obscures the interpretation. Modeling
has shown two- and three-dimensional effects to be important, especially for appreciable
gaps between the contact window and the diffusion edge.

Six-Terminal Method: The six-terminal method is very similar to the four-terminal
technique. It incorporates the Kelvin structure, but additionally allows measurements of
the front and end contact resistance as well as the contact sheet resistance. It is only
slightly more complex than the four-terminal structure but does not require additional
masking operations.

For any of the contact resistance measurement methods it is difficult to determine
absolute values of p.. Simple one-dimensional interpretations of the experimental data
frequently give incorrect values of specific contact resistivity. Proper interpretation of the
experimental data requires more exact modeling. This makes many of the data, determined
in the past by simple one-dimensional interpretation, suspect. Nevertheless, p. can be used
as a figure of merit but the experimental conditions under which they were obtained should
be carefully specified. The contact resistance can be measured directly, but the measured
resistance may not be the true contact resistance.

Schottky Barrier Height: Strengths and weaknesses of Schottky barrier height mea-
surements are discussed in Section 3.6.

APPENDIX 3.1

Effect of Parasitic Resistance

This discussion follows ref. 72. Equations (3.22) and (3.24) suggest the simple equivalent
circuit in Fig. A3.1. When the current I flows as indicated, the resistance between A and
ground is R and between B and ground it is R, as required. For the configuration of
Fig. A3.2, the equivalent circuit is shown in Fig. A3.3. R,., the end resistance, is similar
to that in Fig. A3.1. The remainder of the contact has the resistance R.; — R.., making
the contact resistance R ;. The semiconductor region between the contacts of width Z
is characterized by the resistance R,,d/Z, where Ry, is the sheet resistance, leaving the
small overlap regions of length d and width §, characterized by the parallel resistance
Rp. The total resistance between the contacts is then

Rr(8 #0) = 2Ree + [2(Rey — Reo) + Ruid/Z1//Rp /2 (A3.1)
where “//” denotes the parallel resistance combination. For § = 0
Rr(6=0)=2R; + Ryd/Z (A3.2)
Multiplying the various terms in Eq. (A3.1) and solving for 2R, + R,d/Z, leads to

(R7(6 #£0) = 2R.)Rp o/ (A3.3)
RP/2 - RT(‘S 7+— 0) + 2Rce

2Rcs + Ryd/Z = 2R, +
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Fig. A3.1 Equivalent circuit of a single contact showing the contact front and end resistances.
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Fig. A3.3 Equivalent circuit of the TLM structure of Fig. A3.2, including the parallel
resistances R,.

R7(8 # 0) is the measured total resistance between two contacts and R’ is the resistance
corrected by including the two parallel resistances.
The parallel resistance in Eq. (A3.1) is given by
R, =2F Ry, (A3.4)
where F is the correction factor

F = K(ko)/K (k) (A3.5)

and K is the complete elliptic integral

/2
Kk) = / 4 (A3.6)
0 1 — (k sin ¢)?
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Fig. A3.4 Corrections factor versus d as a function of gap spacing § for L = 25 pwm. Reprinted
after ref. 72 by permission of IEEE (© 2002, IEEE).

and ko and k; are given by

tanh(rd /46)

0

= tanh(r(d + 4L)/43)°

ki

=1 -k}

(A3.7)

L is the contact length, d the contact spacing, and & the gap, all shown on Fig. A3.2.
The correction factor F is plotted in Fig. A3.4 versus contact spacing d as a function

of gap spacing 4.

APPENDIX 3.2

Alloys for Contacts to Semiconductors

Material Alloy Contact Type
n-Si Au-Sb ohmic
p-Si Au-Ga ohmic
n-Si Al ohmic
p-Si Al Schottky
n-GaAs Au-Ge ohmic
n-GaAs Sn ohmic
p-GaAs Au-Zn ohmic
p-GaAs In ohmic
n-GalnP Au-Sn ohmic
n-InP Ni/Au-Ge/Ni ohmic
n-InP Au-Sn ohmic
p-InP Au-Zn ohmic
n-AlGaAs* Ni/Au-Ge/Ni ohmic
p-AlGaAs* In-Sn ohmic
GaAs (n or p type) Ni Schottky
GaAs (n or p type) Al Schottky
GaAs (n or p type) Au-Ti Schottky
InP (n or p type) Au Schottky
InP (n or p type) Au-Ti Schottky

Source: Bio-Rad. Ref. 112.
*with GaAs capping layer
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PROBLEMS

3.1 The /-V data of a forward-biased pn junction are given in the following table.
Determine the temperature 7 and the series resistance R, for this device.

v (V) 1(A) V (V) 1(A) V (V) 1(A)
0.0000 0.0000 0.35000  1.0960e-07  0.70000  0.0062910
0.025000 1.2910e-12  0.37500  2.5120e-07  0.72500  0.010050
0.050000  4.2480e-12  0.40000  5.7540e-07  0.75000  0.014290
0.075000  1.1020e-11  0.42500  1.3180e-06 0.77500  0.019610
0.10000  2.6540e-11  0.45000  3.0190e-06  0.80000  0.025430
0.12500  6.2090e-11 047500  6.9130e-06 0.82500  0.031850
0.15000  1.4350e-10  0.50000  1.5820e-05  0.85000  0.038330
0.17500  3.3010e-10  0.52500  3.6180e-05  0.87500  0.045040
0.20000  7.5760e-10  0.55000  8.2520e-05  0.90000  0.051940
0.22500  1.7370e-09  0.57500  0.00018720  0.92500  0.058990
0.25000  3.9800e-09  0.60000  0.00041910  0.95000  0.066160
0.27500  9.1190e-09  0.62500  0.00091340  0.97500  0.073440
0.30000  2.0890e-08  0.65000  0.0018820  1.0000  0.080800
032500  4.7860e-08  0.67500  0.0035060

3.2 A portion of a semiconductor test structure is shown in Fig. P3.2. It incorporates
a TLM test structure, a one-element contact string and a circular Schottky diode.
Several measurements were made.

TLM Test Structure Simple Contact String ~ Schottky Diode
A B
dl d2  d3 ds d6ds D
L e > et E'II"_L_‘I‘—H
A 0
/. k
p+
t X
n-type (Np)
Y
Fig. P3.2

(a) Schottky Diode I-V:

vV (V) 0.1 0.2 0.3 0.4 0.5
I(A) 559 x 1078 136x107% 3.04x 107> 6.71 x 107* 0.0148

Determine the barrier height ¢p (in V) and the ideality factor n.

(b) p* Layer:
The p* majority carrier profile is approximated by p(x) ~ Na(x) = 8 x
10" exp(—x/5 x 107%), with x in cm.
Determine the junction depth x; (in cm), and the sheet resistance R, (in
Q/square) of the p™ layer; neglect the contribution of the electrons in the
p* layer.
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(¢) TLM Test Structure:

The TLM test structure gave the following values:

dpm) di=1 dy=3 d3y=7 dy=10
Ry (2) 8.2 13.41 23.83 31.65

Determine the sheet resistance Rj;, the contact resistance R.(£2), and the specific
contact resistance p. (-cm?).

(d) One Element Contact String:

Determine the resistance between points A and B (in €2). Neglect the metal

resistance.

(e) Resistance Through the Wafer:

Suppose two circular contacts of diameter 1 cm are formed on opposite sides
of the n-type wafer and that the current flow from top to bottom is confined

to this area as

it flows through the wafer. Determine the resistance between

these two contacts using o, = (3J/dV)~! evaluated at V = 0 assuming current
flow is due to thermionic emission. Z (width of the p*layer) = 100 wm, ds =
50 pm, dg = 500 pm, L =25 um, D = 1 mm, A* = 110 A/cm?- K, substrate
p = 0.1 Q-cm (to convert to doping density, use Fig. Al.1), t =750 um, T =
300K, Ky = 11.7, use u, = 60 cm?/ V-s. Neglect the space-charge region width
of the p*n junction in these calculations, i.e., assume it to be zero.

3.3 The I-V and C-V curves of two Schottky diodes were measured. These diodes
are fabricated on identical n-type substrates. One diode (device 1) has barrier height
¢p1 and area A and the other consists of a diode with barrier height ¢, over half
the area and ¢ g, over the other half area. The total area is the same for both devices.
The Schottky diode equations are

I = AA*TZe—quB/kT(eq(V—IrA)/nkT -1 = Ia(e’I(V’I”“)/”kT —1) and

C—A Ke,qNp
2(Vpi = V)

1, is the saturation current. The I-V curve of device 1 is shown in Fig. P3.3.

107 g

1(A)

1072
1073
1074
107

107

0 0.1 0.2 0.3 0.4 0.5 0.6
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3.6
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The saturation currents as a function of temperature are:

Device 1: T (K) 1,1 (A) Device 2: T (K) 1, (A)

300 1.57x 1078 300 3.83x 1077
350 1.02x 1076 350 1.46 x 107
400 242 x107° 400  2.33x 107

The room-temperature, zero-biased capacitance is: C;(0V) = 4.092 x 107! F;
C,(0V) =4335x 107" F. K, =117, &, =8.854 x 107'* F/cm, k =8.617 x
102 eVIK, A=103cm?, Np=10°cm™3, n; =100cm™3, E; =E;/2=
0.56 eV. Determine A*, n, ry, ¢p1, and ¢p;.

Consider a Schottky diode whose barrier height is not constant over the diode area.
Determine the effective barrier height ¢p ., from

(a) log(I)—V plot
(b) (A/C)>—V plot

where the barrier heights and areas are: ¢p; =0.6 V, A] =0.2 A and ¢p, =
0.7V, A, =0.8 A, where A is the area given below. Use A* = 100 Alem? - K2,
A=102cm? n=1,T=300K, K, =117, Np = 10" cm~3, and N¢ = 2.5 x
10" em™3. The effective barrier height is defined by the equations

I = AA*T?e~ 9% /KT (o9V/"T _ 1) for the I-V plot, and by

Vii = ¢per +Vo=¢ +kT1 (N"
bi — ,€j 0= ,€j — In
Bl Bt q Np

) for the (A/C)>—V plot.

Neglect the “kT/g” term in the capacitance equation in the book.

The transfer length contact resistance test structure is used to measure various elec-
trical parameters. The sheet resistance between contacts Ry, is different from the
sheet resistance under the contacts R in this case.

(a) For negligible metal resistance, the following data were obtained:

d (pm) 3 5 10 20 30 50
V (mV) 43.6 49.6 64.6 946 1246 184.6

L =12 wm, Z = 100 wm, I = 10 mA. The end resistance for this test structure
is R, = 3.4 x 1073Q. Determine Ry, Ry, Re, pc, and L.

(b) One day when these measurements were made, it was found that the contact
resistance had increased to R, = 5.18 Q. It is suspected that the metal resistance
has increased due to a problem with the metal deposition system. All other
parameters are unchanged. Determine the metal sheet resistance Rj,,.

The I-V curves of a Schottky diode are shown as a function of temperature in
Fig. P3.6. The diode has a circular area of 1 mm diameter. The current is given by

I = AA*T?e 19 /KT (e4V/MT 1),

Determine A*, n, and ¢p.
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3.7 The I-V curves of a forward-biased pn junction is shown in Fig. P3.7. Determine
the temperature 7 for the “7 =?” curve and the series resistance r; for the “7T =
300 K” curve.

TS EPRTITY NPT MW N 1

I(A)

T=300K

,_.
S
IS

T T T T T

covvnl voned vvd 4 d

(=}
j=}
o
<
~
(=)
(o)}
(=}
=)

V (V)
Fig. P3.7
3.8 The pn junction diode -V equation at high injection levels, neglecting series resis-

tance, is:
I = 101 (qu/2kT _ 1)

With series resistance, but no high injection level effects, the /—V equation is:
I = Ioz(eq(V_IrS)/kT _ 1)

Discuss how one can determine which equation applies for experimental /—V data
that fall in that region of the /—V curve where either one of these equations could
be valid.
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3.9 The doping density versus depth for the n-layer is shown for two cases in Fig. P3.9.

Discuss the sheet resistances and the specific contact resistivities for these two cases,
i.e., are they the same or not and why or why not.

Np

(b)

Fig. P3.9

3.10 The contact resistance of contact A is R.4 in Fig. P3.10. It is measured between
points A—C and between points A—B. For both contacts A and B, we have Ly < L,
where L7 is the transfer length and L is the contact length. Choose one answer from
the following list and explain it briefly.

URca(A-C) > Rea(A-B) URca(A-C) = Rca(A-B) OR4(A-C) < Rea(A-B)

C
Fig. P3.10

3.11 In the TLM test structure the resistance between adjacent contacts is measured and
displayed in Fig. P3.11 as an Ry vs. d plot. What parameters are determined with
this test structure? One day something goes wrong during processing and a thin
oxide film remains on the n-layer before the metal contacts are deposited. Show on
the Ry vs. d plot in Fig. P3.11 the data points that would be measured for this case.
Contact spacing and size and the n-layer are the same as before. The oxide film is thin
enough that current can tunnel through it and can be thought of as a resistive layer.

Fig. P3.11
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3.12 Two metallic contacts are made on an n-type semiconductor wafer. The -V curve
in Fig. P3.12 is for the case: contact A is a Schottky contact, contact B is an ohmic
contact. Draw on the same figure the /—V curve when both contacts are Schottky

contacts.
v +1
_$A_
n-type v

Fig. P3.12

3.13 The I-V curves of two Schottky diodes are shown in Fig. P3.13 for the same
temperature 7. The relevant equation for the current is

I = AA*T? exp(—qog/kT)(exp(qV /nkT) — 1)
The device parameter that has changed in going from curve (A) to curve (B) is:
OA* O¢p On

Choose one answer and explain.

107 ¢
10 F

107 F

1(A)
S

10710 ,

TERTETT EERETTT BT R TATIT AR 11T MW RTATT

10—11 i n n n | N N N | s
0 0.1 0.2

V (V)

o
w

Fig. P3.13

3.14 A Schottky barrier diode is formed on both n- and p-type semiconductor regions as
shown in Fig. P3.14.

(a) Draw the IV curve for this device.
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(b) Draw the band diagrams at the surface (x = 0) and at x = x; for V = 0. The
doping densities and the barrier heights and A* are the same for both semicon-
ductor types and the areas on the two semiconductor types are identical.

Schottky Contact

Ohmic Contact

Fig. P3.14

3.15 The I—V and C—YV plots of a Schottky diode on a Si substrate are shown
in Fig. P3.15. From the /—V curve determine ¢p, A%, ry, T; from the C—V
curve determine ¢g, Np. Use K, = 11.7, k = 8.617 x 107> eV/K, ¢, = 8.854 x
10~ F/cm, diode ideality factor n = 1, Area A = 1073 cm?, Eg = 1.12 eV, n; =
9.15 x 10'°(T/300)? exp(—6880/T)cm 3. The saturation current is given at various
temperatures as:

T(K) Is (A)

250 5.01 x 107°
275 7.63 x 1078
300 7.49 x 1077
325 5.34 x 107°
350 2.81 x 1073
375 1.21 x 1074
400 4.41 x 107*

3.16 The resistance of a 100-element (N = 100) contact chain Ry is given by

Pe L
Ry = NQR. + R,) where R, = th( — ).
T ( + R;) where LTZCO (LT>
Two elements of this chain are shown in Fig. P3.16. Determine and plot Ry versus
pe for p. = 1078 to 1077Q-cm? as a log-log plot. Use a sufficient number of points
for a smooth curve. L =3 um, d = 10 wm, Z(ntlayer width) = 10 pm, Ry, =
50 Q/square. Neglect the metal resistance.

3.17 The TLM test structure in Fig. P3.17 gave the Ry values in the graph. The doping
density Np in the n't layer is uniform.

(a) Determine the sheet resistance R;; (ohms/square), the contact resistance R,
(ohms), the specific contact resistance p. (ohms-cm?), and the doping density Np
(cm™3). Z(nTlayer width) = 100 pm, L =25 pm, t =2.5 x 10™* cm, u, =
50 cm?/V-s.

(b) Plot a new line for the same parameters as in (i), except p, = 1077 ohms-cm?.
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3.18 A transfer length method test structure is shown in P3.18. The n layer is 1 pm
thick with resistivity p = 0.001 ohm-cm. The specific contact resistivity is p, =
107% ohm-cm?.

Calculate and plot Ry versus d ford =2,4, 6, 10 pm. Z =20 pum, L = 10 pm.

Ry = 2R, + Ry = 2L comn (L) 4 Bond
=2R, = coth | — .
T ST Lz Lr Z

(18

lLlaglL| d | LI 4 Ll

Fig. P3.18

3.19 In the Kelvin contact resistance test structure in Fig. P3.19, it is usually assumed
that the voltmeter has very high input resistance and there is negligible voltage drop
along the voltage measurement arm. Now suppose the input resistance R;, of the
voltmeter is finite. For I = 1073 A, R, = 100 ©, and R. = 10 Q, determine R;,

for a 10% error in R,.
i B
§ Rarm
R.

mn

e

Voltmeter

Fig. P3.19

3.20 (a) All contacts in Fig. P3.20 have identical specific contact resistance p.. Is the
contact resistance R, of the three top contacts the same? Discuss. L > Ly,
where L7 is the transfer length.
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f— o e —f ' f—
L_L i é/

n-type n-type

Fig. P3.20

3.21 MOSFETs with different channel lengths, shown in Fig. P3.21, are used to deter-
mine the channel length and series resistance Rgp. Can such transistors be used to
determine the contact resistance R, and the specific contact resistivity p.? Discuss.

Fig. P3.21

3.22 Ry versus d data points of a transfer length method contact resistance measurement
are shown in Fig. P3.22 for a uniformly-doped n-type layer on a p-type substrate.
The n-type resistivity is p, the contact length is L, and the contact width is Z.

(a) Indicate on the figure three parameters that can be determined from these data.
(b) Draw the data points when the n-layer thickness is increased; all other parameters
remain unchanged.

2
-
- Em  mm  mm -
n-type Ry _- -
/. -
pe -
p-type 4
d
Fig. P3.22

3.23 Ry versus d data points of a transfer length method contact resistance measurement
are shown in Fig. P3.23 for a uniformly-doped n-type layer on a p-type substrate.
The n-type resistivity is p, the contact length is L, and the contact width is Z.

(a) Indicate on the figure three parameters that can be determined from these data.
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Fig. P3.23

(b) Draw the data points when the n-layer resistivity is increased; all other param-
eters remain unchanged.

REVIEW QUESTIONS

e What is the most important parameter to give low contact resistance?

e What are the three metal-semiconductor conduction mechanisms?

e What is Fermi level pinning?

e What is the specific contact resistivity and what are its units?

e Does the contact chain give detailed contact characterization? Why or why not?

e What is the transfer length method?

e Why is the Kelvin contact test structure best?

e What is the effect of lateral current flow on Kelvin contact resistance measurement?
e How is the barrier height of Schottky diodes determined?

e How can the Richardson constant be measured?



SERIES RESISTANCE, CHANNEL
LENGTH AND WIDTH, AND
THRESHOLD VOLTAGE

4.1 INTRODUCTION

Semiconductor device and circuit performance is generally degraded by series resistance
that depends on the series and shunt resistance, on the device, on the current flowing
through the device, and on a number of other parameters. The series resistance r; depends
on the semiconductor resistivity, on the contact resistance, and sometimes on geometri-
cal factors. Series resistance may be very large before causing device degradation. For
example, in a reverse-biased photodiode with a photocurrent in the nano-amperes range,
series resistance is a minor consideration. However, series resistances of a few ohms are
detrimental for solar cells and power devices. The effect of r; on capacitance and carrier
concentration profiling measurements is discussed in Chapter 2. The aim of the device
designer should be a design in which series resistance is negligibly small for that device.
However, since r; cannot be zero, it is important to be able to measure it. The effective
channel length and width of a MOSFET are important device parameters because they
are required for modeling and they usually differ from the mask-defined and the physical
dimensions and the threshold voltage is one of the most important MOSFET parameters.
Methods to determine these are discussed.

4.2 PN JUNCTION DIODES

4.2.1 Current-Voltage

The current of a pn junction is often written as a function of the diode voltage V, as

I = I,(e? /™ 1) 4.1)

Semiconductor Material and Device Characterization, Third Edition, by Dieter K. Schroder
Copyright © 2006 John Wiley & Sons, Inc.
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Vy SZ \%

Fig. 4.1 Equivalent circuit of a diode.

where I, is the saturation current and n the diode ideality factor. The diode voltage V;
is the voltage across the space-charge region and excludes any voltage drops across the
p and n quasi-neutral regions. If both I, and n are constant, then a plot of log(/) versus
V, yields a straight line for V; > nkT /q.

A semiconductor diode can be represented by the equivalent circuit of Fig. 4.1, con-
sisting of an ideal diode in series with resistance r;. When current flows through the
device, the diode terminal voltage V is

V=V,+1IR, (4.2)

With series resistance Eq. (4.1) becomes

I = 1,(eqV—Ir/mkT _ 1) 4.3)

The current in pn junction diodes is due to two components: space-charge region
(scr) recombination/generation and quasi-neutral region (qnr) recombination/generation,
leading to the /—V relationship

I = I, 5o (VIR 1) 1, g (V717K ) 4.4

Equation (4.4) is plotted in Fig. 4.2 for forward bias. There are four distinct regions in
the figure. For Ir, <« V & nkT /q, the current depends linearly on voltage (e4V /"7 — 1 ~
qV /nkT), giving a non-linear curve on the semilog plot. For V > nkT /q, the current is
dominated by scr recombination at low current and by gnr recombination at higher current.
The breakpoint between the two current components occurs at V = 0.3 V in this example.
The I-V curve deviates from linearity at high current due to series resistance r;.

Extrapolating the two linear regions to V =0 gives I, - and I, 4,r. The slope is
given by

dlogl

m= v 4.5)

Knowing the slope and sample temperature allows the ideality factor to be determined

from the relationship
q q

T M(0)ymkT ~ 23mkT

(4.6)

We will generally use the logarithm to base 10, written as “log”, instead of the logarithm
to base e, written as “In”, because experimental data are usually plotted on “log”, not
“In”, scales.
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Fig. 4.2 Current versus voltage for a diode with series resistance. Upper dashed line is for r; = 0.

The deviation of the log(/)—V curve from linearity at high currents is AV = Ir,
allowing r, to be determined according to

AV 4.7
rs = 7 4.7
Since the Schottky diode current-voltage behavior is similar to pn junctions, we will use
Fig. 3.38 for the r, extraction. Figure 4.3(a) gives that part of the /—V curve where r; is
negligible and n = 1.1 from the slope. Figure 4.3(b) shows the part of the r,-dominated
curve. The deviation from linearity, according to Eq. (4.7), gives r; = 0.8 Q.
The resistance can also be obtained from the diode conductance g; = dI/dV. In the
region where r, is important, qnr recombination dominates and the current

I1~1, aneq(V—Irj)/nkT 4.8)
gives
gl (1 —rsga)
== 4.9
8d AT 4.9)
We can write Eq. (4.9) as'
1 nkT
—:——'—Irs (4'10)
8d q

suggesting a plot of /g, versus /. Such a plot has an I = 0 intercept of nkT /q and slope
7y, as shown in Fig. 4.4(a).
Equation (4.9) can also be written as

84 _ qU —rsg4)
1 nkT

Plotting g,/1 versus g4, the g; = O intercept is q/nkT, the g;/1 = 0 intercept is 1/r;
and the slope is gry/nkT, as shown in Fig. 4.4(b). Careful measurements have revealed
the approach of Eq. (4.11) to give the most reliable results,? although Fig. 4.4 shows the
scatter in (b) to be more severe than in (a) because both axes require a differentiation
of the data. Comparing Figs. 4.3 and 4.4 for r; extraction brings out an important point.
A slope method is generally more accurate than a single point method to determine an

(4.11)
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Fig. 4.3 Current versus voltage for the diode in Fig. 3.38. (a) low voltage where r; can be neglected,
(b) high-voltage where r; dominates.

unknown quantity. Since experimental data exhibit small errors, slope methods allow
smoothing of the data, whereas single point measurements incorporate any experimental
uncertainties in the parameter determination.

The diode conductance can be measured by superimposing a small ac voltage §V
on the dc voltage V and measuring the in-phase component 6/ with a lock-in amplifier
to obtain g; = 81/8V . Because of the exponential dependence of current on voltage,
8V should be kept as low as possible. Alternately, one can differentiate the /—V curve.
Again, because of the exponential nature of the curve, dc voltage steps should be less
than 1 mV. Using the semilog plot, where g; = Id[In (/)]/dV, voltage steps as high as
10 mV are permissible.’

4.2.2 Open-Circuit Voltage Decay (OCVD)

Open-circuit voltage decay is a method to determine the minority carrier lifetime of pn
junctions as discussed in Chapter 7 and can also be used to determine the diode series
resistance, as illustrated in Fig. 4.5. The diode is forward biased. At r = 0 switch S is
opened, and the open-circuit diode voltage is monitored as a function of time. The lifetime
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Fig. 44 (a) I/g, versus I, (b) g4/1 versus g, for the device of Fig. 4.3.
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Fig. 4.5 Open-circuit voltage decay of a pn junction showing the voltage discontinuity at r = 0.

is determined from the slope of the V,. — ¢ curve. The series resistance is obtained from
the voltage discontinuity AV at t = 0.3

The voltage drop across the diode just before opening the switch V,.(07) consists of
the diode voltage V; and the voltage drop across any device resistances

Voe(07) = Vg + I (4.12)



190 SERIES RESISTANCE, CHANNEL LENGTH AND WIDTH, AND THRESHOLD VOLTAGE

When switch § is opened and the current drops to zero, the voltage drops abruptly and
V,e(07) = V,. With the measured voltage drop given by AV = V,.(07) — V,.(0) = Iry
and / measured independently, it is a simple matter to calculate the series resistance
rg = AV/I. This absolute measure does not rely on slopes or intercepts and is suitable
for low r; measurements. Diode series resistances as low as 10 to 20 m2 have been
determined this way.

4.2.3 Capacitance-Voltage (C-V)

We show the effect of series resistance on capacitance in Chapter 2. For the parallel
equivalent circuit configuration, the measured capacitance C, of a junction device is
related to the true capacitance C by

C
(1 +r;G)?2+ QufryC)?

Cn = (4.13)

where G is the conductance and f the frequency. For reasonably good junction devices,
the condition ;G < 1 is generally satisfied, and Eq. (4.13) simplifies to

C

S I GnFrOR (4.14)

m

Lowering the frequency reduces the second term in the denominator to less than unity
and the true capacitance is determined. Then the frequency is raised until the second term
dominates, and r,; can be calculated with all other quantities known. This method is only
effective when r; > 1/2xfC. It can also be used when dc current techniques are unable
to determine the series resistance, e.g., for an MOS capacitor with no dc current flow.

4.3 SCHOTTKY BARRIER DIODES

4.3.1 Series Resistance

The current-voltage characteristic of a Schottky barrier diode without series resistance is
discussed in Section 3.5. The thermionic current-voltage expression of a Schottky barrier
diode with series resistance is given by

I = ]S(eq(Vflr‘)/nkT _ 1) (415)
where I is the saturation current
Iy = AA*T?e 992/ = [ e=998/KT (4.16)

where A is the diode area, A* = 4wgk’m*/h® = 120 (m*/m) A/em?K? is Richardson’s
constant, ¢p the effective barrier height, and » the ideality factor. Equation (4.15) is
sometimes expressed as (see Appendix 4.1)

I = I;exp (%) (1 — exp (—i—;)) 4.17)
n

valid for Iry; <« V. Data plotted according to Eq. (4.15) are linear only for V > kT /q.
When plotting log[/ /(1 — exp(—qV /kT))] versus V, using Eq. (4.17), the data are linear
to V=0.
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The method of extracting r,, given in Section 4.2.1, can also be used for Schottky
diodes. Another method defines the Norde function F as’

T 1
F:K—k—ln<—) (4.18)
2 q Isl

With Egs. (4.15) and (4.16), Eq. (4.18) becomes

1 1 Irg
F:(———>V+—+¢B (4.19)
n n

Why is this rather peculiarly defined F function used? When F is plotted against V, it
exhibits a minimum which is used to determine r; and ¢p. To see the dependence of
F on V, we consider the low and high voltage limits. At low applied voltages, where
Irs KV, Eq. (4.19) gives dF/dV =1/2 —-1/n=~ —1/2 for n & 1. At high voltages,
where Iry > V,dF/dV = 1/2. Hence, F has a minimum lying between these two limits.
The voltage at the minimum is Vi, and the corresponding current is Ini,. From d F/dV =
0 at the minimum, the series resistance is

2—nkT
=15 (4.20)
Imin q
The minimum F-value, found by substituting Eq. (4.20) into Eq. (4.19), is
1 1 2—-nkT
F=(5==) Vot =2 440 421
2 n n q

The series resistance of the Schottky diode is calculated from the ideality factor n and
from I;,. The ideality factor is obtained from the slope of the log(/) versus V plot, and
Lnin is the current at V = V. For this method, I, and therefore A*, must be known.
This is a disadvantage of this technique, since A* is not necessarily known. In the absence
of an experimentally determined A*, one must use published values for A*. That is not
always a good assumption since A* depends on the contact preparation, including the
surface cleaning procedure® and sample annealing temperature; it even appears to depend
on the metal thickness and on the metal deposition method.’

The original Norde method of plotting F' versus V assumes the ideality factor n = 1,
and the statistical error is increased by using only a few data points near the minimum
of the F versus V curve. A modified Norde increases the accuracy, allowing ry, n, and
¢p to be extracted from an experimental log(/) versus V plot.® Alternately, 7y, n, and ¢3
can be determined from the 71—V curves at two different temperatures.’

Barrier height measurements in the absence of series resistance are discussed in
Section 3.5. The barrier height is commonly calculated from the saturation current I
determined by an extrapolation of the log(/) versus V curve to V = 0. Series resistance
is not important in this extrapolation because the current I; is very low. The barrier height
¢p is calculated from I in Eq. (4.16) according to

kT AA*T?
¢p = r In 7 (4.22)

The barrier height so determined is ¢ at zero bias. The most uncertain of the parameters
in Eq. (4.22) is A*, rendering this method only as accurate as A* is known. Fortunately,
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A* appears in the “In” term. For example, an error of two in A* gives rise to an error of
0.69 kT/q in ¢p.

Several variations of the Norde plot have been proposed to overcome its limitations.
In one of these, an H-function is defined as!®

nkT 1
H=V——In(—)=1In+nds (4.23)
q sl

A plot of H versus I has a slope of r; and an H-axis intercept of n¢p. Like the F plot,
the H plot also requires a knowledge of A*. An approach, not requiring a knowledge of
A*, is the modified Norde plot'!

% I
Fl= qu—T “In (ﬁ) (4.24)

F1 is plotted versus V for several different temperatures. Each of these plots exhibits a
minimum and each minimum defines an F'1,,,, a voltage Vi, and a current I,;,. With
Egs. (4.15), (4.16) and (4.20) and V > kT/q,

qnop
kT

I min

T2

2Flyin + (2 —n)In ( ) =2—n(ln(AA") + 1)+ (4.25)

When the left side of Eq. (4.25) is plotted against ¢/kT, a straight line results with slope
ngp and y-axis intercept {2 — n[In(AA*) + 1]}. With n independently determined, it is
possible to extract both ¢5 and A*, provided the area A is known.

The function

F(V)y=V =V,In(I) (4.26)

was also used to determine, /g, and ry. One determines the minimum of F (V') for different
V., where V, is an independent voltage.'> Using Eq. (4.26), but with the current I as the
dependent variable, and finding the minimum is the basis of yet another method.'* Methods
with different assumed functions but requiring solutions to simultaneous equations have
also been proposed.'* Occasionally it is impossible to extract barrier height and series
resistance from /—V measurements using the thermionic emission equation. It may then
be necessary to include space-charge region recombination and tunnel currents.'> When
the barrier height is voltage dependent, the extraction of device parameters saturation
current, barrier height, diode ideality factor, and series resistance becomes more difficult.
One solution to this problem is provided in ref. 16.

4.4 SOLAR CELLS

Solar cells are particularly prone to series resistance, because it reduces the maximum
available power. The series resistance should be approximately r, < (0.8/X)S for 1 cm?
area cells, where X is the solar concentration.!” Here X = 1 for non-concentrator cells,
whereas for concentrator cells X can be several hundred. For X = 100, r, < 8 x 1073 Q.
Under “one-sun” conditions 10-20% of the maximum power available from a solar
cell can be lost due to a series resistance of 1 2. Although solar cells are pn junc-
tion diodes, their /—V characteristics are often not suitable for the types of measurements
of conventional diodes. Since the operation of solar cells in the presence of sunlight
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Iph SZ % Tsh v % Ry

Fig. 4.6 Solar cell equivalent circuit.

may alter the series resistance, r; should be determined under operating conditions. Shunt
resistance is also important for solar cells.

Several methods have been used to determine r,. They are generally neither simple to
implement nor to interpret. A solar cell, represented by the equivalent circuit of Fig. 4.6,
consists of a photon or light-induced current generator I,;, a diode, a series resistor r,,
and a shunt resistor ry;,. The part of the circuit to the left of the two points is the cell and
the part to the right is the load, characterized by the load resistor R, . Frequently r; and
rsp are assumed to be constant, but they may depend on the cell current. The current I
flows through the load resistor and develops a voltage V across it. The current is given by

q(V + Iry) V + Irg
I1=1,,—1, —_ ) -1 —
ph (exp ( T - 4.27)

This equation does not take into account that both /,, and n are not constant over the
entire /—V curve. At low voltage, space-charge region (scr) recombination generally
dominates, but at higher voltage quasi-neutral region (qnr) recombination is dominant.
Equation (4.27) is used for most solar cell analyses in spite of its simplifications, although
scr and qnr recombination are occasionally considered separately.

The current-voltage characteristic is measured with conventional /-V techniques
or with the quasi-steady-state (Q,;) photoconductance technique, where a flash lamp
produces slowly varying illumination and the resulting time dependence of the excess
photoconductance of the sample is measured.'® The QO approach can measure the open-
circuit voltage of solar cells as a function of the incident light intensity. Monotonically
varying illumination produces a voltage versus illumination curve in a fraction of a sec-
ond. This quasi-steady-state open-circuit voltage method has important advantages over
the classic I, — V,. technique to measure the characteristics of the solar cell free from
series resistance effects. An example light intensity-open circuit voltage curve is shown
in Fig. 4.7. Care should be exercised when using this technique on high sheet resistance
cells, e.g., amorphous solar cells, due to shadows cast by the probe needle, for example.'
Such shadowing distorts the experimental data.

A current-voltage curve of a solar cell is shown in Fig. 4.8. The open-circuit voltage
Vi, the short-circuit current Iy, and the maximum power point Vi, and I, are also
shown. The quantities r;, and ry;, are the resistances defined by the slopes of the /-V
curve at I = 0 and at V = 0, respectively. The effects of series and shunt resistances are
shown on the -V characteristics in Fig. 4.9 calculated from Eq. (4.27). Series resistances
of a few ohms or less degrade the device performance, as do shunt resistances of several
hundred ohms. Small /-V degradation has a significant effect on cell efficiency. The
maximum power points are shown by the points on Fig. 4.8 and 4.9.



194 SERIES RESISTANCE, CHANNEL LENGTH AND WIDTH, AND THRESHOLD VOLTAGE

102 g

10!

100

107!

1072

Illumination Intensity (Suns)

0.5 0.6 0.7
Open Circuit Voltage (V)

1073

=]
~
o
)
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4.4.1 Series Resistance—Multiple Light Intensities

An early method to determine r; is based on the measurement of the /—V curves at two
different light intensities giving the short-circuit currents Is.; and Iy, respectively. A
current 61 below I, I = I, — 81, is picked on both I-V curves. The currents I} =

L1 — 61 and I, = I;» — 81 correspond to voltages V; and V,. The series resistance is

then?®
Wi=W V-V

ry = =
12 - 11 Isc2 - Iscl

(4.28)

By using more than two light intensities more than two points are generated. Drawing
a line through all of the points gives the series resistance by the slope of this line,
AI/AV, as

AV

= — 4.2
= (4.29)

The method is illustrated in Fig. 4.10.

The slope method lends itself to ry determination at any current with no limiting
approximations and is generally considered to give good results. It is also independent of
1,, n, and ry,, provided they do not change with the operating point. This is an important
consideration. Those techniques that require a knowledge of I,, n, and ry;,, and even I, in
some cases, are at a disadvantage because these parameters may not be accurately known.
It is important that the temperature of the cell be constant during the measurements at
different light intensities, as temperature variations can alter the series resistance.

Comparison of experimental /—V curves with a theoretical curves (r; = 0) has also
been used to determine r;. The shift of the maximum power point from its theoretical
value, AViax = Vinax (theory) — Viax(exp), is given by22

A Vmax
— (4.30)

s
Imax
A weakness of this method is the assumption that parameters like 7, and n are known. If
unknown, they must be determined by other means, for they are required to calculate the
theoretical /—V curve.
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Fig. 4.10 Series resistance determination of a solar cell.
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Under short-circuit conditions, where I = I;. and V = 0, Eq. (4.27) becomes

I h — Isc qlxcrs
In( -2 = 4.31
“( 1, ) kT 3D

A plot of In[({,, — I;)/1,] versus I has a slope of qrs/nkT 2 The series resistance is
calculated from the slope, provided »n and I, are known.

Another method relies on a dark 1-V curve, the open-circuit voltage, and the short-
circuit current. From Eq. (4.27) with rg, very large, the dark voltage is

nkT Idk
Vir = —1In I_ — Layrs (4.32)
q o

The open-circuit voltage is given by

kT 1
v, = "y, (%’1) 433)
q 0

Vec 18 independent of r, since there is no current during an open circuit voltage measure-
ment. Hence, by comparing V,, with V; at a given current Iz, it is possible to determine
ry at that current. To reduce any error, one should choose that point on the I — Vg
curve where the diode parameters are the same as those of the open-circuit condition.?*
That corresponds to I = I, and since generally I, ~ I,

~ de(lsc) - Voc

4.34
I (4.34)

s

Lix = I, ensures that the upper limit of the series resistance for a given light intensity is
obtained.?*

4.4.2 Series Resistance— Constant Light Intensity

The series resistance can be determined by the area under the -V curve,? given by the
power Pp,

L
Py :/ V)dl (4.35)
0

The series resistance, obtained from Eqs. (4.27) and (4.35), is?

Voc P 1 nkT
re=2(-% - = - (4.36)
Ise I SZ( q I

This method has been used to measure the very low resistances of concentrator solar cells
of r; =5 to 6 x 1073Q. Such cells, because they are operated under solar concentrations
with high photocurrents, are particularly prone to series resistance degradation.

Series resistances determined by the “area” method have been compared to values
determined by the “slope” methods. Such comparisons have shown the “area” method
to overestimate r, at “one-sun” and lower illuminations,?® because n must be known
accurately in Eq. (4.36) and ry;, may not be negligible. The results of the two methods at
high illumination are in reasonably good agreement.
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Various analytical techniques have also been used to determine r,. Some are based
on complete curve fitting of the solar equation to experimental /—V curves. Others use
several points on the experimental /—V curve to determine the key parameters. In the five
point method the parameters Iy, I,, n, rs, and ry, are calculated from the experimental
Voer Ises Vins I, Fso, and rgp, shown in Fig. 4.8.%7 Later simplifications in the equations
make the analysis more tractable.?® A comparison of the five parameters determined by
the exact five point, by the approximate five point, and by numerical techniques gave
very good agreement for I, I,, and n. The main differences were found for r; and ry,
at low light intensities. In the three point method, 1,, I,, n, r,, and ry, are determined
from the open-circuit voltage, the short circuit current, and the maximum power point.
Both five-point and three-point methods give comparable results.?~30

Because scr and qnr recombination take place in a solar cell, parameters describing
both of these processes should be determined for complete solar cell modeling. Applying
small current steps to a solar cell in both the forward and reverse current directions and
measuring the resulting voltage, allows I,(scr), I,(qnr), n(scr), n(qnr), ry, and ry, to be
determined.?!

A technique especially suitable for concentrator solar cells with low series resistances
is based on high intensity flash illumination.’> Neglecting the shunt resistance in the
circuit in Fig. 4.6, for very high light intensities the output current / approaches but
cannot exceed V,./(Ry + ry). In order to keep the cell temperature as constant as possible
during the measurement, it is best to flash the illumination. Approximating the voltage by
V,e & I (R + ry) and varying the load resistance at constant light intensity

A LRy, — LRy, @.37)
L -1
where I; and I, are the currents for load resistances Ry and R;,. Series resistances as
low as 7 to 9 mQ2 have been determined with this method for GaAs concentrator solar
cells at light intensities approaching 9000 suns with 1 ms light pulses.?? The value of the
load resistance should be on the order of the series resistance.

4.4.3 Shunt Resistance

The shunt resistance ry, can be determined by some of the curve-fitting approaches dis-
cussed in the previous section, or it can be determined independently. It is sometimes
found from the slope of the reverse-biased current-voltage characteristic before break-
down. Most solar cells, however, exhibit large reverse currents at voltages well below
breakdown because solar cells are not designed to operate under high reverse voltages.
This makes it difficult to obtain reasonable value for rg; by this method. Furthermore, a
solar cell in the dark under reverse bias is a poor representation of a solar cell operating
in the light under forward bias.
An alternate method is to rewrite Eq. (4.27) in terms of V,. and I as

Fs Voe qvoc qlscrs
L1+ 28) = 2 g “exp (1 4.38
¥ ( * rsh) Fsh ’ (exp ( nkT ) xp ( nkT ( )

This equation can be simplified for the usual condition of ry; < ry,. If the measurement
is made under low light intensities where I;.r; < nkT /q, then Eq. (4.38) becomes

qvac VOC
L — 1, —-1)= 4.39
' (eXp ( nkT ) ) Fsh @39
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This approximation is valid for I, < 3 mA for series resistances on the order of 0.1 €.
When measurements of r;;, were made under these conditions, r,;, was found to be highly
sensitive to I, and n, that may not be known accurately.>® This problem was alleviated
by making the measurements at very low light intensities, allowing the second term on
the left side of Eq. (4.39) to be neglected and then

(4.40)

The I;. — V,. plot has a linear region of slope 1/r,,. The curve becomes non-linear at
higher light intensities, and the method becomes invalid. Measurements showed that for
I;. in the 0 to 200 pwA and V,, in the O to 50 mV range, the shunt resistances were 65 to
1170 ©.3% Example Jy. — V,. plots are shown in Fig. 4.11.

4.5 BIPOLAR JUNCTION TRANSISTORS

An integrated-circuit bipolar junction transistor (BJT) with parasitic series resistances is
shown in Fig. 4.12. The n™ emitter and the p-base are formed in an n-collector layer on a
p-substrate. The transistor is decoupled from adjacent transistors by oxide isolation regions
not shown. The parasitic resistances and their measurement are relevant for our purpose.
The emitter resistance Rg is primarily determined by the emitter contact resistance. The
base resistance Rp is composed of the intrinsic base resistance Rp;, under the emitter,
and the extrinsic base resistance Rp,, from the emitter to the base contact including the
base contact resistance. The collector resistance R¢ is comprised of two components: R¢
and Rc;. The resistances are generally functions of the device operating point.

A common method to display the base and collector current is a semilog plot of
the logarithm of the current plotted against the emitter-base voltage, shown in Fig. 4.13
and known as a Gummel plot.>* The two currents are expressed as a function of the
base-emitter voltage Vg by

(4.41)

q(Veg — IpRp — IgRg
nkT

Ig = Ipo exp(

4104 T T T

® 30 ohm-cm?
O 370 ohm-cm?

3x10™

2x 107

1x10™

Short Circuit
Current Density (A/cmz)

METERERTE | N SN ST ST NSRS A R

0 0.01 0.02 0.03 0.04
Open Circuit Voltage (V)

0x10°

Fig. 4.11 Short circuit current density versus open circuit voltage for two solar cells. Adapted from
ref. 21.
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Fig. 4.12 An npn bipolar junction transistor and its parasitic resistances.
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Fig. 413 Gummel plots showing the effects of emitter-base space-charge region recombination
(n ~ 1.5-2), quasi-neutral region recombination (n =~ 1), and series resistance.
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(4.42)

<CI(VBE —IpRp — IERE>
IC = IC()CXp

kT

Iy depends on whether the dominant recombination mechanism is space-charge region
(scr) or quasi-neutral region recombination.

The collector current Gummel plot is linear with slope of ¢/ In(10)kT over most of its
range. It saturates at the collector-base junction leakage current /¢ po at low voltages and
deviates from linearity at high voltages due to series resistances. For simplicity, additional
deviations from linearity at high voltages due to high-level injection are not shown.

The base current generally exhibits two linear regions. At low voltages the cur-
rent is dominated by emitter-base space-charge region recombination with a slope of
q/In(10)nkT, where n = 1.5 to 2. At intermediate voltages the slope is ¢/ In(10)kT just
as it is for the collector current due to quasi-neutral region recombination, and at higher
voltages the curve deviates from linearity due to series resistances. High-level injection
effects are again not shown, for clarity.

The external voltage drop between the base and the emitter terminals Vpg is

Vee = Ve + IsRp + IR = Vg + (Rp + (B + 1)Rp) I (4.43)
and the voltage drop across the parasitic resistances is
AVpr = IgRp+ IgRp = (R + (B + DRE)Ip (4.44)

where § is the common emitter current gain, Ic = Blp, Ir = Ic + Ip = (8 + 1)1, and
Ve is the potential drop across the base-emitter junction. Although R is generally small,
the (8 + 1) multiplier can make (8 + 1)Rg appreciable. The emitter and base resistances
depress the currents below their ideal values, shown by the curves below the extrapolated
dashed lines in Fig. 4.13.

BIT resistance measurement techniques fall into two main categories: dc methods
and ac methods. The dc methods are generally fast and easy to implement and can be
further subdivided into methods relying on determining the series resistance from -V
curves or from open circuit voltage measurements. The ac techniques require measurement
frequencies of typically 50 MHz to several GHz, necessitating a careful consideration of
device and measurement circuit parasitics and of the distributed nature of BJT parameters.

4.5.1 Emitter Resistance

The emitter resistance in discrete BJTs is around 1 €2 and for small-area IC transistors
it is around 5 to 100 2. One method to determine Ry is based on a measure of the
collector-emitter voltage Vep3d730

kT ( Ip +Ic(1 —ag)

VC = —1In
£ ar(Ip — Ic(1 —ag)/ar

p > + Reg(Ig + Ic) + Rclc (4.45)

neglecting the small reverse saturation current. Here ap = Br/(1 + Br) and ar = Br/
(1 + Bg) are the large-signal forward and reverse common base current gains. With the
collector open circuited, /c = 0 and Eq. (4.45) becomes

kT 1 kT 1
q

q R R
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Fig. 4.14 Emitter resistance measurement setup and /5 — Vg plot.

A plot of I versus Vg and the measurement setup are shown in Fig. 4.14. The curve
is linear with a Vg -axis intercept of (kT /¢q) In(1/ag) and a slope of 1/Rg. This behavior
is indeed observed for discrete transistors.>~37 The base current should not be too small
for unambiguous measurements. For example, base currents around 10 mA are suitable for
Rg ~ 1 Q, and it is important to ensure that zero or very low collector currents are drawn
during the measurement. A suitable connection is: BJT base connected to the collector
terminal, BJT emitter connected to the emitter terminal, and BJT collector connected to
the base terminal of the curve tracer.’

Departures of the /g — Vg curve from linearity occur when o is current dependent.
This generally happens at low and high currents. Hence an Ry determination may not
yield one unique value. The slope of the curve increases at high base currents.?~3°
Intermediate base currents usually give good linearity. Additional complications can arise
for integrated circuit transistors where part of the buried layer resistance can add to the
emitter resistance due to internally circulating currents even for zero external collector
current. The accuracy of this method is also dependent on the sensitivity of the base
charge with respect to base current.*> A method to improve the original open collector
measurement, requiring a measurement of forward/reverse current gains and the intrinsic
base sheet resistance, allows the Iz — Vg plot to be linearized, making the unambiguous
extraction of Ry easier.*!

A different approach uses two base contacts in Fig. 4.12, by biasing the device in the
forward active region with base current supplied through base contact B; and no current
flowing through contact B;. The base-emitter voltage Vpg; is

Vee2 = VBeo + Relg (4.47)
where Vg is the base-emitter voltage at the edge closest to B,.*? The emitter resistance is

Veeas — V)
Ry = BE2 - BEeff (4.48)
E

where Vg, is determined from the base current expression*?

Ico qV geey
Ip = <0 T BE ) 4.49
Bl B (exp ( nkT ( )

The same method can also be used for base resistance extraction.*?
Yet another method uses the null in third-order intermodulation as a function of emitter
current in a bipolar transistor to find the emitter resistance and the thermal resistance.*3
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4.5.2 Collector Resistance

A problem with collector resistance measurements is the strong dependence of collector
resistance on the device operating point. The collector resistance can be determined by
the same Iz — Vg method of Section 4.5.1 by interchanging the collector and emitter
terminals. With £ — C and C — E, the Ip — Vg curve has a V¢g-axis intercept of
(kT /q)In(1/ap) and a slope of 1/Rc. Another method uses the parasitic substrate pnp
transistor that exists in the structure of Fig. 4.12 and the reverse transistors associated
with the npn transistor to determine the internal voltages of the npn BJT, allowing R¢ to
be determined.**

Another method uses the transistor output characteristics. Typical output I¢c — Vg
curves are shown in Fig. 4.15. The two dashed lines 1/R¢yomm and 1/ Ry, represent the
two limiting values of R¢. The 1/Rcyom line is drawn through the knee of each curve,
where the output curves tend to horizontal. The collector resistance obtains for the device
in its normal, active mode of operation. The 1/R¢y, line gives the appropriate collector
resistance for the transistor in saturation. A good discussion of this measurement technique
using a curve tracer is given in Getreu.*® The collector resistance can also be determined
by measuring the substrate current of the parasitic pnp vertical transistor linked with the
npn transistor.*> The pnp device is operated with either the bottom substrate-collector or
the top base-collector pn junction forward biased, allowing the separation of the various
R components.

4.5.3 Base Resistance

The base resistance is difficult to determine accurately because it depends on the device
operating point and because its measurement is influenced by the emitter resistance
through the term (8 4+ 1)Rg. The base current flows laterally in BJTs, giving lateral
voltage drops in the base, causing Vg to be a function of position. Small Vgg variations
give rise to large current variations since /¢ and Iz depend exponentially on Vgr. Most of
the emitter current flows at the emitter edge nearest the base contact, referred to as emit-
ter crowding, reducing the distance for base current flow with increased emitter current,
thereby decreasing Rpg; with current.

Slope = 1/Rcgy

/ Slope = 1/R¢cporm

Saturation

VCE

Fig. 4.15 Common emitter output characteristics. The two lines show the limiting values of R¢.
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A simple method to determine the total series resistance between emitter and base is
shown in Fig. 4.13. The experimental base current deviates from the extrapolated straight
line by the voltage drop

AVge = (Rp+ (B+ DRE)Ip (4.50)

A plot of AVpg/Ip versus B has a slope of Rg and an intercept on the AVpg/Ip-axis
of Rp + Rg. To vary the current gain B one chooses a device with varying 8 over some
operating range, or use different devices from the same lot. The first method ensures that
only one device is measured, but conductivity modulation and other second-order effects
may distort the measurement since the current must be changed to vary B. In order
to avoid conductivity modulation and other second-order effects, one should make the
measurement at a constant emitter current. But, of course, a constant /r implies constant
B. In that case one must use different devices from the same lot whose s vary over some
appropriate range, assuming the resistances to be the same for all devices from that lot.*®
A variation on this method is based on rewriting Eqs. (4.41) and (4.42) as®

KT (1 Rs:  Rp + Rg.
™ (ﬂ) :RE—I——B—i—g (4.51)
qlc I B B

where Rg = Rp; + Rp, and I = Igoexp(qV gg/nkT). Then Rp;/f is constant if Rp; is
proportional to 47 The requirement of Rp; ~ B at all Ir is a weakness in this method;
it may not always be satisfied. A plot of (kT /qIc)In(Ig/Ip) versus 1/8, for n = 1, has
a slope of Rr + Rp, and an intercept on the (kT /qlc)In(Ip,/1p)-axis of Rg + Rp;/B,
as shown in Fig. 4.16. The intrinsic base resistance must be calculated in this technique.
For a rectangular emitter of width W and length Ly with a base contact on one side
Rpi = WR,; /3L, where Ry is the intrinsic base sheet resistance. For a rectangular emitter
with two base contacts, Rp; = WRy,; /12L. For square emitters with contacts on all sides,
Rp; = Ry, /32, and for circular emitters with a base contact all around Rp; = Ry, /87.%°
The method based on Eq. (4.51) does not take into account lateral voltage drops along the
intrinsic base current path. This condition is satisfied for collector currents of less than 10

12 e ——

Slope = Rg+ Ry
11

<<—— Intercept = Rg + Rg;/B ]

(nKT/gIe)In(Ig /Ty) ()

10....I....I....I....I....
0 0.005 0.01 0.015 0.02 0.025

B—l

Fig. 4.16 Measured device characteristics according to Eq. (4.51) for a self-aligned, high-speed
digital BJT. Reprinted after Ning and Tang*® by permission of IEEE (© 1984, IEEE).
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B, E B,

Rp; Rg;

Fig. 4.17 Equivalent emitter-base portion of the “two-base contact” BJT.

to 20 mA for scaled digital BJTs.>® Current crowding makes the results unreliable, unless
such crowding is insignificant, e.g., in very narrow emitter transistors.

The method of Eq. (4.51) must be used with caution for polysilicon emitter contacts
when a thin insulating barrier exists between the polysilicon and the single crystal emitter.
This can cause the (kT /qlc)In(Ip;/Ip) versus 1/8 curve to be non-linear for low 1/8
values. The slope of this plot can even become negative. This behavior cannot be explained
by a resistive drop, but is attributable to an interfacial layer between the polysilicon contact
and the single crystal emitter.*8

A quite different approach makes use of the BJT in Fig. 4.12 with two independent
base contacts, B; and B;. The BJT emitter-base junction is forward biased using base
contact B;. The voltage is measured between B; and the emitter, Vg, and between B,
and the emitter, Vp,g. For the equivalent circuit of Fig. 4.17, base current flows from B
only. For the Kelvin voltage measurement of Vg, almost no current flows through the
right half of the base. The resulting voltages are

Veie = (Rpx + Rpi)Ip + Relp; Vpop = Relg (4.52)

and \% V, AV,
BIE B2E _ BE _ Ry, + Ry (4.53)
IB IB

To separate the base resistance into its components, Rz can be written as

Ry, (Wg —2d
Rp = Rpy + Rpi = Ry, + % (4.54)
E

where Wr and L are the emitter window width and length, and d describes the deviation
between the emitter window and the effective internal base region.** The second term on
the right side of Eq. (4.54) is discussed earlier with respect to Eq. (4.51). Both Rg, and
Rp;i can be determined by measuring Rp as a function of Wy for transistors with identical
L but varying Wg. Such a plot is shown in Fig. 4.18. The sheet resistance Rj,; is varied
by changing the base-emitter bias voltage, due to base conductivity modulation. Vgg,
however, should not be too high or excessive current crowding will result, but it should
be sufficiently high to avoid uncertainties in the potential measurement. The intersection
point gives Rp, and 2d. A further refinement of this Kelvin method is given in ref. 50,
where more detailed modeling further elucidates the various resistive components.
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Fig. 4.18 Measured base resistance versus emitter window width as a function of base-emitter
voltage. Reprinted after Weng et al.*’ by permission of IEEE (© 1992, IEEE).

Several techniques to measure Rp are based on frequency measurements. In the input
impedance circle method, the emitter-base input impedance is measured as a function of
frequency and is plotted on the complex impedance plane for zero ac collector voltage.’!
The locus of this plot is a semicircle whose real axis intersections at low and high
frequencies are

Rinigf = Rx + Rp + (1 + B)Rg; Rinny = R + Rp (4.55)

Resistance R, can be calculated from the relationships R, = B/g,, with g,, = qlc/nkT.
This method allows both Rg and Rg to be determined. The effect of R, on the mea-
surement of Rp can be reduced by measuring at low temperatures, where R, is reduced
according to the relationships R, = nkT 8/qIc.>* The semicircle is sometimes distorted
due to parasitic capacitances making the interpretation more difficult. Furthermore, the
measurement is very time-consuming and loses accuracy at low collector current when
the circle diameter is large. The method is more accurate for Rg > 40 Q and [ >
1 mA.3

A variation of this technique is the phase cancellation method in which a common
base transistor is connected to an impedance bridge, and the input impedance is measured
as a function of collector current at a constant frequency of a few MHz. The collector
current is varied until the input capacitance becomes zero, and the input impedance is
purely resistive at collector current I¢;. The input impedance is Z; = Rg + R and the
base resistance is given by>!

nkT

B =
qlc

(4.56)

The phase cancellation method does not lend itself to BJTs with 8 < 10 commonly
found in lateral pnp transistors, and the base resistance in this method obtains for one
value of collector current only. However, the method is fast and relatively unaffected by
the emitter resistance, since Ry appears in the input impedance as R directly, not as
(B + DR:.
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In another method the frequency response of B(f) and ys,(f), the forward trans-
fer admittance of the BJT in the common base configuration, are measured. The base

resistance is>*
_ B fp

= 4.57
vrp(0) fy @37

B

where B(0) is the low frequency B, y;,(0) the low frequency yyp, fg the 3 dB frequency
of B, and f) the 3 dB frequency of yy,. The 3 dB frequency is the frequency at which the
respective quantity has decreased to 0.7 of its low frequency value. The advantage of this
technique is that Eq. (4.57) is relatively unaffected by collector and emitter resistances
and that the measurement of yy; is relatively insensitive to stray capacitance. However,
it does require measurements of 8 and y, over a wide frequency range. In a variation
on one of the ac methods, the input impedance of common emitter BJTs is measured at
10 to 50 MHz and Rg;, Rp,, and Ry are extracted from the measurement.”® The method
is suitable for low base-emitter voltages with negligible high current effects. A further
variation using a single frequency but varying the emitter-base voltage allows not only the
base and emitter resistances but also the base-emitter and the base-collector capacitances
to be determined.>

The base resistance can also be determined from a pulse measurement similar to the
method shown in Fig. 4.5. The base current of a common emitter BJT is pulsed to zero, and
the resulting Vg is determined.’” The base resistance is determined from the sudden drop
of the emitter-base voltage AVpr = Rplp. A cautionary note: extraction of resistances
using methods involving kT /g will be in error if self heating causes temperature variations
in the device, even with temperature-controlled probe stations.

4.6 MOSFETs

4.6.1 Series Resistance and Channel Length—Current-Voltage

The MOSFET source/drain series resistance and the effective channel length or width are
frequently determined with one measurement technique. The resistance between source
and drain consists of source resistance, channel resistance, drain resistance, and contact
resistances. The source resistance R and drain resistance Ry are shown in Fig. 4.19. They
are due to the source and drain contact resistance, the sheet resistance of the source and
drain, the spreading resistance at the transition from the source diffusion to the channel,
and any additional “wire” resistance. The channel resistance is contained in the MOSFET
symbol and is not explicitly shown.

Current crowding in the source in the vicinity of the channel gives rise to the spreading
resistance Ry,. A first-order expression for Ry, for a source of constant resistivity is

given by
0.64 i
Ry = —L1n (‘Ei> (4.58)
w Xch

where W is the channel width, o the source resistivity, x; the junction depth, x.; the
channel thickness, and & is a factor that has been given as 0.37,% 0.58,%°, 0.75,%° and
0.9.%" Tts exact value is not that important since it appears in the “In” term. More realistic
expressions for R, have been derived for junctions with non-uniform dopant profiles.*

The effective channel length differs from the mask-defined gate length and even from
the physical device gate length due to source and drain junction encroachment under the
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Fig. 4.19 (a) A MOSFET with source and drain resistances, (b) device cross section showing the
actual gate length L and L,y = L — AL with AL = 25L. The substrate resistance is not shown.

o >
]

]

Fig. 420 Various MOSFET gate lengths: mask length, physical gate length, metallurgical, and
effective channel lengths.

gate, as shown in Fig. 4.20, where L,, is the mask-defined gate length, L the physical
gate length, L,,, the metallurgical channel length (distance between source and drain),
and L.y the effective channel length. The effective or electrical channel length is often
thought to be the distance between source and drain, i.e., Ly = L. That is not always
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the case. For highly doped source and drain with steep doping density gradients, the
effective length is approximately equal to the physical length between source and drain.
However, for lightly-doped drain (LDD) structures, the effective length can be larger than
the source/drain spacing, because the channel can extend into the lightly-doped source
and drain, especially for high gate voltages. L.y can be thought of as that channel length
that gives good agreement between theory and experiment when it is substituted into
appropriate model equations.

Neglecting the body effect of the ionized bulk charge in the MOSFET space-charge
region, the MOSFET current-voltage equation, valid for low drain voltage, is

Ip = k(Vig— Vi — 0.5V Vi (4.59)
where k = Weg loff Cox/Lefr, Weg = W — AW, Loy = L — AL, Vr is the threshold volt-
age, V[, and V| ¢ are defined in Fig. 4.19(a), W is the gate width, L the gate length, C,,
the oxide capacitance/unit area, and p.y the effective mobility. W and L usually refer to
the mask dimensions.

With Vs = Vg + IpRs and Vps = V|, + Ip(Rs + Rp), Eq. (4.59) becomes
Ip =k(Vgs — Vr —0.5Vps)(Vps — IpRsp) (4.60)
if Ry = Rp = Rsp/2, where Rsp = Rs + Rp. For these measurements the drain voltage

is usually low (Vps =~ 50—100 mV) ensuring device operation in the linear region. For
the device in strong inversion, with (Vgg — V) > 0.5Vps, Eq. (4.60) becomes

Ip = k(Vgs — Vr)(Vps — IpRsp) 4.61)

which can be written as

_ Weﬂ//‘eﬂcox(VGS —Vr)Vps
(L — AL) + Weg e Cox (Vs — Vr)Rsp

Ip (4.62)

Equation (4.62) is the basis for most techniques to determine Rgsp, flefr, Loy, and Wes.
We will discuss the most relevant methods here. The techniques usually require at least two
devices of different channel lengths. Comparisons of the various techniques are given by
Ng and Brews®?, McAndrew and Layman®, and Taur.®* We should make a comment here
regarding the threshold voltage V; which is used in many of the following techniques. As
shown later in Section 4.8, one method to determine V7 is the linear extrapolation method.
In this technique, Vr = Vgsi — Vps/2, but the Vpg/2 term is neglected in Eq. (4.62),
leading to some error.

An early method is due to Terada and Muta,% and Chern et al.,® with R,, = Vpg /Ip

Ry = R + R L-AL +R (4.63)
m — I¢p SD — S .
P Weﬁ‘,ueﬁ‘ Cax(VGS - VT) P

where R., is the channel resistance, i.e., the intrinsic resistance of the MOSFET.
Equation (4.63) gives R,, = Rsp for L = AL. A plot of R,, versus L for devices with
differing L and for varying gate voltages in Fig. 4.21, has lines intersecting at one point
giving both Rgp and AL. Which gate lengths should be used in these plots? Should it
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Fig. 421 R, versus L as a function of gate voltage.

be the mask-defined gate lengths or the physical gate lengths? It does not matter. These
methods give a AL such that L.y will be the correct value, regardless which L is used.

If the R,, versus L lines fail to intersect at a common point, one can carry this technique
one step further by writing Eq. (4.63) as

Rm = Rsp+ ALy = (Rsp — AAL) + AL = B + AL (4.64)

The parameters A and B are determined from slope and intercept of R,, versus L plots
for different gate voltages. AL and Rgp are obtained from the slope and intercept, respec-
tively, of a B versus A plot.®” A and B depend implicitly on (Vs — Vr) and they can
be fitted for various gate voltages with a least squares technique. Such a linear regression
can be used to extract both Rgp and AL, with no requirement for a common intersec-
tion point.%® Tt is, however, assumed that both AL and Rsp and are only weakly Vs
dependent, required for a linear equation. Since neither AL nor Rgp are fully gate voltage
independent, the linear regression will give only approximate results.

The difference between L and L. is particularly important for short-channel devices.
But short-channel devices also have a channel length-dependent threshold voltages, so that
each threshold voltage must be determined independently. Furthermore, both the series
resistance and the effective channel length may be gate voltage dependent.®® The effective
channel length increases and the series resistance decreases with increasing gate voltage,
due to channel broadening in which L.z is modulated by the gate voltage. The effec-
tive channel is considered to lie between the transitional points where the current flows
from the lateral spread of the source and the drain diffusion to the inversion layer. The
end of the channel is where the conductivity of the diffusion resistance is approximately
equal to the incremental inversion layer conductivity. Since the inversion layer conduc-
tivity increases with gate voltage, it follows that L.y increases and the series resistance
decreases with increasing gate voltage.

The dependence of L.y and Rgp on gate voltage is particularly acute for LDD devices,
containing lightly-doped regions between the source and the channel and between the drain
and the channel.”® The effect of gate voltage-dependent L.y and Rgp is one reason for
the failure of the R,, versus L lines of Fig. 4.21 to intersect at a common point. As a
result no unique value of these two parameters can be obtained. A suggested method to



210 SERIES RESISTANCE, CHANNEL LENGTH AND WIDTH, AND THRESHOLD VOLTAGE

ensure that the lines intersect at one point is to vary Vr in Eq. (4.63) instead of varying
Vgs.”' This is most conveniently done by varying the substrate bias Vg, maintaining the
gate voltage constant at Vgg =~ 1 to 2 V. Another approach is to confine the gate voltages
to small variations from each other. For example, instead of varying Vgs by 1 V as in
Fig. 4.21, one might vary Vs by 0.1 V. This brings the several intersection points close
to one common point. For LDD devices, Rsp and L.y also depend on drain voltage,
because the drain space-charge region width varies with Vpg.”? This is usually considered
to be a minor effect and is frequently neglected.

The substrate bias technique has yielded unreliable data because substrate bias changes
the threshold voltage of MOSFETs of different channel lengths by different amounts.
A more serious error is introduced by assuming dL.y/dVgs = 0. It has been shown
that L.z is reduced by Vps and is no longer clearly defined.®> An improved method
is a combination substrate/gate bias technique.”> The gate voltage of the longest chan-
nel device is held constant while its threshold voltage is changed by substrate bias
modulation. When measuring the resistance of shorter-channel devices, the gate voltage
is reduced by the amount the threshold voltage has decreased from the long-channel
value, ensuring constant gate drive for all devices. Yet another variation on the R,
versus L method uses a “paired gate voltage” approach.”* Two R,, versus L lines
are determined for two gate voltages, one being typically 0.5 V lower than the other.
The intersection of these two lines gives a good approximation of Rgp and L.s. The
gate voltage dependence of Rsp and L.y can be found using various Vgs pairs. In a
variation of the paired gate voltage method, AL is determined for a given Vr using
one short and one long-channel device. A new AL is found for a Vr that differs by
about 0.1-0.2 V from the original. This is repeated a number of times and AL is plot-
ted against Vy. The intercept on the AL axis yields the metallurgical channel length
Lmet‘75

A different representation of Eq. (4.62) is to define the parameter E as’®

L — AL
E=Ry(Vgs —Vr) = ———— + Rsp(Vgs — V1) (4.65)
Weﬁ‘ﬂgﬁcox

There are a number of mobility expressions. One of the simplest and one that is frequently
used to interpret channel length and width measurements, is

Mo Mo Mo

= - = ~ (4.66)
1+60(Vis—Vr) 14+0(Vegs—IpRs—Vr) 1+60(Vgs—Vr)

Meff

The approximation in Eq. (4.66) is valid for (Vgs — Vr) > IpRs. Substituting Eq. (4.66)
into Eq. (4.65) gives

E_ (L—AL)1+0(Vss — Vr)]

Rsp(Vgs — V- 4.67
Wop t0Con + Rsp(Vis T) (4.67)

From Eq. (4.65) we find the intercept E;;, and slope m of E versus (Vgs — Vr) plots

to be
(L—AL) . dE _(L—AL)Q

sm = =
Weff Mo Cox d VG N Weﬁ” Mo Cox

Epy = + Rsp (4.68)

E is plotted against (Vg5 — Vr) as a function of channel length. The slopes of these
plots are m = (L — AL)0/Wey,Cox + Rsp and the intercepts on the E-axis are
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E; = (L — AL)/ Wy oCoyx. E; varies since devices with varying channel lengths are
used. Plots of E; and m versus L give AL and Rgp from the intercepts and p, and 6
from the slopes.

A method related to the method of Eq. (4.65), allowing AL, Rsp, i, and 6 to be
extracted, is that due to De La Moneda et al., based on writing Eq. (4.63) as”’

L — AL (L — AL)
R, = + + Rsp (4.69)
Weﬁ‘//vocox(VGS - Vr) Weff/’LoCox

with the effective mobility of Eq. (4.66). First R, is plotted against 1/(Vgs — Vr) as
shown in Fig. 4.22(a). The slope of this plot is m = (L — AL)/Weg1,Cox and the inter-
cept on the R, axis is R,;; = [Rsp +60(L — AL)/ W 14oCox] = Rsp + 0m. Next m is
plotted against L (Fig. 4.22(b)). This plot has a slope of 1/ W i1,C,, and an intercept on
the L axis of AL, allowing u, and AL to be determined. Lastly, R,,; is plotted against
m (Fig. 4.22(c)), giving 6 from the slope and Rgp from the intercept on the R,,; axis.

Two devices suffice for these measurements. The channel lengths of the device pair
should be selected to minimize the error in AL associated with the extrapolation of the
m versus L plot because errors in m are magnified by extrapolation. Errors in AL are
minimized by choosing channel lengths that differ by about a factor of ten. Furthermore,
(Vgs — Vr) should be chosen to cover a wide range. One bias point should be for low
(Vs — Vr) (about 1 V) where u,C,, is dominant. A second bias point should be for
high (Vgs — Vr) (about 3—5 V), where 6 and Rgp dominate. As mentioned earlier, Rgp
is gate voltage dependent for LDD devices. To find this dependence, one can determine
AL, plot R,, versus L for various Vgg — Vy and determine various Rgp at L = AL.
These Rgp can then be plotted as a function of Vg — Vr to illustrate this gate voltage
dependence.”®

A variation of the de la Moneda method is a combination of Eq. (4.60) and (4.66)
to give”

_ ko(Vgs = Vr)(Vps — IpRsp)

Ip = =k,(Vgs — Vr)(Vps — IpR’ 4.70
D 5 6Vas — Vi) (Vs — Vr)(Vps — IpR’) (4.70)

where W c P
k, = —eteTox o Rep 4 @.71)

Loy k,

Differentiating Eq. (4.70) and using the definition for the transconductance gives

alp k,(Vps — IpR’)
m = =constant — 4.72
8 Vss IVos=consian 1+ k,R' (Vs — Vr) *-72)

When combined with Eq. (4.70), we obtain

Ip
=k, Vps(Vgs — V- 4.73
N VkoVps(Vgs T) (4.73)

To determine the various device parameters, we plot Ip/g,'/? versus Vgs. The intercept
yields the threshold voltage V7 and the slope gives k,. The relationship

1 L — AL

— (4.74)
ko Wejfﬂocox
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suggest a plot of 1/k, versus L. Such a plot has the intercept L = AL. R’ is obtained
from Eq. (4.71). A subsequent plot of R’ versus 1/k, yields Rsp from the intercept and
6 from the slope.

A further variation of Eq. (4.61) for devices with two different channel lengths is the

drain current ratio®°
Ipi _ ki (l _ Up1— 102)R30>

Vbs

= 4.75)
Ipy ko

for Vps1 > Ip1Rsp and Vpgr > Ipy Rgp and equal mobilities and equal threshold volt-
ages for the two devices. A plot of Ip;/Ip; versus (Ip; — Ip;) has aslope of ki Rsp/ k2 Vps
and an intercept on the Ip;/Ip; axis of k;/k;. This method does not work if the condi-
tions Vpg; > IpiRsp and Vpg, > IppRsp are not satisfied. In case these conditions
are not satisfied, a modification consists of a plot of (Vpsa/Ip» — Vpsi/Ip1) versus
Vpsi/Ip1,3! which is linear with an intercept on the Vpg;/Ip; axis of Rgp and a slope
(L, —Ly)/(Ly — AL) yielding AL.

The transconductance is also used in the transresistance method.8*~% The transconduc-
tance g, and the drain conductance g; = d1p/dVps are measured in the linear MOSFET
region at drain voltages of 25 to 50 mV. The transresistance r is defined by

(4.76)

Two devices are required for the measurement. One is a long-channel device and the other
is a short-channel device with known channel length L. The transresistance is determined
for each device and a parameter AA is calculated from the two channel lengths and the
two transresistances as

_ Ll’ref — Lrefl’

AA 4.77)

Tref — T

where A is plotted against (Vs — Vr) and the extrapolated intercept on the AA axis is
AL. The series resistance depends on the channel lengths and the drain conductances as

_ (Lag = AL)/gs = (L = AL)/guny

Rsp
L.s—L

(4.78)

A comment about techniques that require differentiation: As is well known, differentia-
tion is a noise-producing process, by accentuating small variations in the data. Hence such
techniques, e.g., those that require g; or g,, tend to be noisier than those not requiring
differentiation.

A technique in which the mobility can be any function of gate voltage, and for any Rsp,
is the shift and ratio (S/R) method.? Tt uses one large device and several small devices
(varying channel lengths, constant channel width) and starts with Eq. (4.63) rewritten as

Ry = Rsp + Lf(Vgs — Vr) (4.79)

where f is a general function of gate overdrive, Vgs — Vr, common to all devices.
Equation (4.79) is differentiated with respect to Vgs. The resistance Rgp is usually a
weak function of gate voltage and its derivative is neglected.

Equation (4.79) becomes

dRy, _ dlf(Vgs — Vr)l

S = = 4.80
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S is plotted versus Vg for the large and one small device. To solve for L and V7, one
curve is shifted horizontally by a varying amount § and the ratio r = S(Vs5)/S(Vgs — 8)
between the two devices is computed as a function of V5. When S is shifted by a voltage
equal to the threshold voltage difference between the two devices, r is nearly constant,
which is the key in this measurement. With constant gate overdrive, the mobility is
identical or nearly identical, allowing r to be written as

r= 0o Lo (4.81)
SWVgs—8) L

where L, and L are the channel lengths of the large and small device, respectively. Plotting
the L so obtained versus L, for several devices gives a line with intercept AL on the L,,
axis. The method has been successfully used for MOSFETs with channel lengths below
0.2 wm. The best range for Vs is from slightly above Vy to about 1 V above V. For
LDD devices one should use low gate overdrives to ensure high S allowing dRsp/d Vs
to be neglected.® Once AL is found, Rsp can be calculated from Eq. (4.79).

A detailed analysis of various L.y and Rgp extraction techniques showed the S/R
method to provide the lowest variance and the best accuracy.®® It is very important,
however, to choose a properly optimized gate voltage range in order to satisfy the basic
assumption that Rgp is Vs independent. It is well known that Rgp does depend on
Vis, especially near the threshold voltage and in LDD devices. More precise AL and
Vr extraction is achieved by assuming that d Rgp/dVss = 0 only at high gate voltages
where AL is maximized.?

A comprehensive study of the various mechanisms limiting the accuracy of channel
length extraction techniques especially for lightly doped drain MOSFETs has shown that
low gate overdrives and consistent threshold voltage measurements are very important for
reliable channel length extraction.?”

Other methods of determining the series resistance are based on fitting the current-
voltage characteristics using one of several methods. In the least squares method both
non-linear and multi-variable least square methods have been used. Two-dimensional
device simulators have also been used. A detailed comparison of many of the techniques
showed that the various plots, which according to simple theory should be linear, are
frequently non-linear.®® As a result, there are no unique slopes and intercepts rendering
the results unreliable. Furthermore, measurement noise can substantially affect intercepts.
Experimental noise can sometimes be reduced by using longer integration times during
current and voltage measurements. A non-linear optimization procedure gave significantly
more accurate and robust results than some of the methods above.®* A robust method to
extract Vr, Rgp, AL, and AW based on optimization using an iterative linear regression
procedure has been developed.®® The parameters are extracted from analytical expressions
to a linear set of equations, avoiding differentiations. The method is especially suited to
process characterization.

In all methods where series resistance is extracted, it is always Rgp that is determined.
It is usually assumed that Ry = Rp. That may not be always true, especially if a device
has been stressed to cause hot electron damage. It is possible to determine the asymmetry
between Rg and Rp by measuring the transconductance in the usual MOSFET configu-
ration, i.e., drain is drain and source is source, and in the inverted configuration in which
source and drain are interchanged. Combining this measurement with substrate bias and
external resistances, allows the asymmetry to be determined.®

The conventional current-voltage methods reach their limit when L.z approaches
0.1 pm, because R, is no longer a linear function of L.y due to short channel effects.
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Hence, the key assumption of these methods is no longer satisfied. A method based on an
entirely different principle is the drain-induced barrier lowering (DIBL) method.*® DIBL,
one manifestation of short channel effects, is the threshold voltage reduction with drain
voltage, because the drain voltage affects the barrier at the source-substrate junction. In
the sub-threshold region, the drain current becomes

q(Ves — Vr) qAVps q(Vgs — Vp)
Ip = I = I _ 4.82
p = Ilpexp ( kT xp |\ =7 0 exp kT (4.82)

where A is the DIBL coefficient and
VT, =Vr —nAVps = AVy = V; — Vr = —nAVpg (483)

The effect of DIBL on drain current is shown in Fig. 4.23(a), showing both increased
off current (Ip at Vgsg = 0) and reduced threshold voltage. The DIBL coefficient is
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Fig. 4.23 (a) Drain current versus gate voltage as a function of drain voltage illustrating DIBL
(b) threshold voltage shift versus drain voltage; the slope gives A.
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determined from the slope of a AVy versus Vpg plot, illustrated in Fig. 4.23(b) taking
AVT =0 for VDS =0.1V.

Drain-induced barrier lowering also depends on the channel length. The shorter the
channel the more the drain voltage modulates the source-substrate barrier, suggesting the
use of DIBL for effective channel length measurement. The AV; dependence on channel
length is®

L.
AV = a + B exp (—%) (4.84)

where o, 8 and L. are constants. The key issue of Ly extraction is to determine these con-
stants. &« = AVr for devices with channel length in the range of 1 wm > Ly > 0.4 pm.
B is determined from the junction built-in and Fermi potentials that depend on the doping
density according to

B =2y (Vi = 2¢5) (Vo — 26 + Vps) (4.85)
with 8 between 0.4 and 0.8 V. The length L, is determined from

B Lpaest — Lpaes2
2[In(AVy) — @) — In(AVry — )]

(4.86)

c

where L pg4, are the design channel lengths of two devices with slightly different channel
lengths which should lie between 0.1 and 0.2 wm. The method has been applied for L
as low as 40 nm.

4.6.2 Channel Length— Capacitance-Voltage

The current-voltage methods of Section 4.6.1 are the most common methods to deter-
mine series resistance and effective channel length, largely because of their measurement
simplicity. But they do have some limitations, as discussed above. Hence, capacitance
techniques are also used to determine L.;. While series resistance cannot be determined
by C-V techniques, the measurement is free of ambiguities introduced by series resis-
tance and gate voltage-dependent mobility. We discuss capacitance measurements with
reference to the MOSFET in Fig. 4.24.

The capacitance is measured between the gate and the source/drain connected together
for devices with varying channel length and wide constant width gates.”! The substrate is
grounded (connected to the shield of the C—V meter cables) to shunt the drain-substrate
and source-substrate capacitances from the C—V meter. For Vs < V7, the surface under
the gate is accumulated and the capacitance meter reads the two overlap capacitances
(Fig. 4.24(a)). For V; > Vr, the surface under the gate is inverted and the capacitance
meter reads the two overlap capacitances and the channel capacitance (Fig. 4.24(b)). The
effective gate length in this measurement is considered to be the metallurgical channel
length L. C,, and Cy,, are given by

KoxgoALW KOXSULW
Copp=——m;Cipy = ——— (4.87)

tox tUX

Rearranging Eq. (4.87) yields L, as

Lyt =L —AL=L (1 _So ) (4.88)

iny
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Fig. 424 MOSFET for (a) Vgs < Vr, (b) Vgs > Vr, and (¢) Cgc — Vgs curves; W = 10 pm,
foy = 10 nm, Ny = 1.6 x 10'7 cm™3,

One can either make a measurement on a single device and use Eq. (4.88) or plot (Cj,, —
C,,) versus L, with slope K,.&,W/t,, and intercept AL on the L axis. A modified C-V
method is given in ref. 92. It has also been applied to DMOSFETs.”

At what gate voltage should C,, be measured? Extensive modeling and experimental
results place the gate voltage corresponding to C,, at the point where the surface just
begins to invert, i.e., Vgs = Vis o Which is near Vr. To determine Vgs ,, one mea-
sures the capacitance of several devices with different channel lengths. Such curves are
shown in Fig. 4.24(c). Then Vs ,, is that gate voltage where the capacitance-gate voltage
curves begin to diverge. Figure 4.24(c) shows a single curve in accumulation. Detailed
measurements show the curves in accumulation to depend weakly on gate length due to
stray capacitances.”* C,, in the “off” state may differ from that in the “on” state. If it is
taken as the capacitance just below the threshold voltage, it contains an unwanted inner
fringe term that is absent when the conducting channel is formed. If taken at a negative
gate voltage for n-MOSFETs to accumulate the substrate and eliminate the inner fringe
component, the overlapped source-drain region can be depleted. Such errors translate into
a large error in AL for short-channel devices with low intrinsic capacitances.

For small-area MOSFETs the capacitance is very small and the overlap capacitance
is still smaller, making for difficult measurements. This problem can be alleviated by
connecting many devices in parallel, thereby making the effective area much larger. In
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one design, 3200 transistors were connected in parallel.”> A multi-finger gate device for

sufficiently high capacitance, may have an offset to the MOSFET device used for /-V
characterization due to lithographic proximity effects. For sub-100 nm MOSFETs, the
gate oxides are so thin for tunnel currents to be significant, affecting the capacitance
measurement.

Once L, is known and if one measures (. on a large MOSFET, it is then possible to
determine Rgp by comparing an ideal with a real device. In this comparison one assumes
Lyer & Lo . If we use Ip for the drain current of Eq. (4.60) and Ip as the drain current
when Rgp = 0, then by simply taking the ratio ¢ = Ip/Ipo, Rsp is

1—¢)V
Rsp = d—9)Vps (4.89)
Ip

In this manner, one can easily generate an Rgp versus Vg curve showing the gate voltage
dependence of the series resistance.’!

4.6.3 Channel Width

The methods to determine the channel width W are similar to those for channel length.
Several devices with varying gate width and constant gate length are used. An early
technique used a plot of the MOSFET drain conductance as a function of W for devices
with constant channel length.”® If source and drain resistances are neglected, then from
Eq. (4.60) the drain conductance is

alp (W = AW)pey Cox(Vgs — Vr)
|V05:L'0V1.Yfaﬂt =
dVps

84 = (4.90)

Le.ﬁ'

A plot of g, against W has an intercept on the W-axis of AW at g, = 0. This method
neglects the source and drain resistances, which is more problematic than it is for channel
length measurements. Although it is a reasonably good assumption to take Rg and Rp as
constants for devices with varying channel lengths, this is no longer true for devices with
varying channel widths. Both source and drain resistances depend on channel width.
When the drain conductance in Eq. (4.90) is used to extract Wy, it is possible for
the intersection point to occur at negative g;. This can be due to a resistance in parallel
with the intrinsic MOSFET due to a leakage path between source and drain at the device
periphery. The intersection point yields both W, and Gp, the parallel conductance.”’
The drain current can be written as (see Eq. (4.62))

(W — AW) phoyp Cox (Vs — V1) Vps
Ip = 4.91)
Legr + (W — AW) e Cox(Vos — Vr)Rsp

Plotting I, versus W gives W = AW for Ip = 0. This has been used to determine Weﬁc."8
The measured drain resistance is [see Eq. (4.63)]

Leﬁ'
(W = AW) ey Cox (Vgs — Vr)

Ry = Rey + Rsp = + Rsp (4.92)

The slope of R,, versus 1/(Vgs — Vr) is m = Loy /(W — AW) ey Cor. An mW versus
m plot has the slope AW.% Even if Rgp varies with W, it does not vary with L, and
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differentiating Eq. (4.92) with respect to L gives

1

m=——
dR,/dL

=W = AW)peg Cox(Vos — Vr) (4.93)

Plotting m versus W gives the intercept W = AW at m = 0. Both methods require devices
of varying gate widths with constant gate length. By varying the gate voltage, it is possible
to generate data for W,y as a function of Vgs.

A technique using non-linear optimization, similar to that for L.y determination in
ref. 63, can also be used for Wz extraction.!® The drain current is measured for devices
with varying widths and constant length and varying lengths and constant width. A non-
linear optimization model is fit to the data accounting for the width-dependent Vr, Rsp,
and W,y. The method is robust, does not assume a linear model, and does not suffer from
extrapolation errors in the presence of non-linear or noisy data.

A method that does not rely on current-voltage measurements, not affected by series
resistance, is the capacitance method. The oxide capacitance of a MOSFET is given by

o _ KntoLay(W — aW)

(4.94)

[())C

A plot of C,, as a function of W for transistors with identical gate lengths but varying
widths gives a straight line with slope K,.&,L./t,x and intercept on the W-axis at
W= Aw.10

4.7 MESFETs AND MODFETS

A MESFET (metal-semiconductor field-effect transistor) consists of a source, channel,
drain, and gate. Majority carriers flow from source to drain in response to a drain voltage.
The drain current is modulated by a reverse bias on the metal-semiconductor junction
gate. With sufficient reverse bias, the space-charge region of the metal-semiconductor
contact extends to the insulating substrate and the channel is pinched off. The output
current-voltage characteristics resemble those of depletion-mode MOSFETs. However, in
contrast to MOSFETs, the MESFET metal-semiconductor junction can be forward biased,
leading to high input currents. A MODFET (modulation-doped FET), shown in Fig. 4.25,
is similar to a MESFET, with a wide band gap semiconductor interposed between the
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Fig. 4.25 Cross-section of a MODFET showing the various resistances. Rg is the resistance of the
wide band gap semiconductor.
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n-channel and the gate; in a MESFET the gate is placed directly on the n-channel. We
will not distinguish between these two structures.

The ability to forward bias the gate of a MESFET allows additional measurements
that are not possible with a MOSFET. With the gate forward biased, the drain-source
voltage is

Vps = (Rep + Rs + Rp)Ip + (@Rey + Rs)Ig (4.95)

where o accounts for the fact that the gate current flows only through a portion of the
channel resistance from the gate to the source; o ~ 0.5. The gate-source voltage is

nkT IG
VGS = TIH I_ +R5(1D+IG) (496)

5

where I = I; exp(qV g5/nkT) is the forward-biased gate Schottky diode current with
Zero resistance.

Ip versus Vpg as a function of /s has a slope of 1/(R., + Rs + Rp), and Vps/Ig
gives (@R, + Ryg) for Ip = 0. Furthermore, from the forward-biased Iz — Vgs curves
as a function of Ip, AVgs/Alp = Rs for I = constant, allowing Rg, Rp, and R, to
be determined. When the gate resistance Rg is included, it is determined from the gate
current with a voltage between gate and source. However, log(/s) is plotted against Vi p,
not Vgs, with the drain open circuited. A deviation of this semilog plot from a straight
line is caused by the gate resistance.

Another method relies on a measure of the gate current as a function of the drain-
source voltage. The source is grounded and the gate current flows from the gate to the
source. The gate current flowing through the source resistance and through a portion of
the channel resistance r., creates a voltage drop. The drain acts as a voltage probe of this
voltage drop. The “end” resistance is defined as

aV,
Rona = === (4.97)
dlg
From Eq. (4.97) the “end” resistance is approximately
Rena = a Ry + R (498)

In one “end” resistance measurement method, the drain current is zero and the drain
contact floats electrically. This gives o« =~ 0.5. In another version, drain current does flow,
but it is constant during the measurement, and the drain does not float. For I < Ip,'??

Rena = Rs + — (499)
qlp

A plot of R,,s versus 1/Ip has a slope nkT /q and an intercept Rg on the R, axis.
This plot has a rather limited straight-line portion. Deviation from a straight line at high
I is the result of the drain current being not much lower than the saturation drain current.
At low Ip there is a deviation due to a violation of the I < Ip requirement, rendering
the method of rather limited usefulness. A refinement of this method is given in Chaudhuri
and Das.!%3

The transmission line method, discussed in detail in Chapter 3, has also been used for
Rs measurement. The technique yields the sheet resistance of the n-channel, from which
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the source resistance can be calculated, knowing the device dimensions. A disadvantage
of this method is the absence of the gate on the TLM structure. Consequently, spreading
resistance due to current crowding at the source end cannot be accurately measured.

In another technique, devices with varying channel lengths are used with the devices
operated in their linear region.'® Current-voltage measurements are made with one of the
contacts floating. With the gate floating electrically, the various resistances are

RGs(f8) = Rs + Ren/2; Rop(f8) = Rp + Ren/2; Rsp(fg) = Rs + Rp + Ry
(4.100)
A small current is forced from source to drain and the voltage drop between the floating
gate and the source is measured with a high-impedance voltmeter to give Rgs. Similarly
for the other resistances. With the source floating,

Res(fs) = Rg (4.101)

We define 1

GLg

Rep = RLG; Rg = (4.102)
where R represents the channel resistance per unit length of channel and G represents the
gate-to-channel conductance/unit length of channel. Substituting Eq. (4.102) into (4.100)
and (4.101) gives

R
R =R —— R =R _
6s(f8) s+ 3GRos(fs) en(fg) p+ 3GRos(/5)
R
Rsp(fg) = Rs + Rp + m (4.103)

Plots of Rgs(fg). Rep(fg), and Rsp(fg) versus 1/Rgs(fs) are linear with intercepts
on the vertical axes of Rg, Rp, and Rg + Rp. Examples of such plots are shown in
Fig. 4.26. The method can be checked by plotting 1/Rsp(fs) versus L,, the mask-
defined or drawn channel length. Such a plot should yield a straight line with an intercept

400 —————
300 |- Rg+ Rp = 157.9Q .
@ L i
s | ]
£ 2001
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e ]
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I Rg=779Q ]
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1/Rgs(fs) (Q71)

Fig. 4.26 Plots of Rgs(fg), Rop(fg), and Rsp(fg) versus 1/Rgs(fs). Reprinted after Azzam
et al.'™ by permission of IEEE (© 1990, IEEE).
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at L,, = 0. Another method uses two drain currents at constant gate current with the gate
forward biased. The shift in the Iz — Vg curves corresponding to these two conditions
is related to the source resistance.'® A technique, related to the end contact resistance
method, uses the gate electrode instead of the source and drain contacts to measure the
source and drain resistances.'%

4.8 THRESHOLD VOLTAGE

Before discussing threshold voltage measurement techniques, we briefly discuss the con-
cept of threshold voltage. A good overview of threshold voltage measurement techniques
is given in ref. 107. The threshold voltage V7 is an important MOSFET parameter required
for the channel length/width and series resistance measurements of this chapter. However,
Vr is not uniquely defined. Various definitions exist and the reason for this can be found in
the Ip — Vs curves of Fig. 4.27. Fig. 4.27(a) shows the Ip — Vs curve of a MOSFET,
illustrating the non-linear nature of this curve. Figure 4.27(b) gives an expanded view

4x 1007 T 1 T 1 T
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[\
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Gate Voltage (V)
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Fig. 4.27 Ip — Vi curve of a MOSFET near the threshold voltage; (b) is an enlarged portion of
(a). Modeled using Loy = 1.5 um, t,, =25 nm, Vr 40y = 0.7V, Vp =0.1 V.
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showing the curve near the threshold voltage. There is clearly no unique gate voltage at
which drain current begins to flow. A commonly used definition of threshold voltage is
that gate voltage for which the surface potential, ¢,, in the semiconductor below the gate
oxide is given by

by =200 = 2L, <£> ~ 2T, (ﬂ) (4.104)
q

nj q ni

for an n-channel MOSFET. This definition, first proposed in 1953, is based on equating
the surface minority carrier density to the majority carrier density in the neutral bulk, i.e.,
n(surface) = p(bulk) and is shown as V7 ,4r in Fig. 4.27(b). Clearly, it is well below
the extrapolated threshold voltage, Vr extrapol-

The threshold voltage for large-geometry, n-channel devices on uniformly doped sub-
strates with no short- or narrow-channel effects, when measured from gate to source and
the ¢ = 2¢r definition, is

3 KoeaNaChr =V
Vi = Veg + 200 + Y24 é( or = Vbs) (4.105)

where Vg is the substrate-source voltage and Vpp is the flatband voltage. The threshold
voltage for non-uniformly doped, ion-implanted devices depends on the implant dose as
well. Additional corrections obtain for short- and narrow-channel devices.

4.8.1 Linear Extrapolation

A common threshold voltage measurement technique is the linear extrapolation method
with the drain current measured as a function of gate voltage at a low drain voltage of
typically 50—100 mV to ensure operation in the linear MOSFET region.'®- ! According
to Eq. (4.60) the drain current is zero for Vgs = Vr + 0.5Vps. But Eq. (4.60) is valid
only above threshold. The drain current is not zero below threshold and approaches zero
only asymptotically. Hence the Ip versus Vg curve is extrapolated to Ip = 0, and the
threshold voltage is determined from the extrapolated or intercept gate voltage Vis; by

Vr = Vgsi — Vps/2 (4.106)

Equation (4.106) is strictly only valid for negligible series resistance.'!> Fortunately series
resistance is usually negligible at the low drain currents where threshold voltage mea-
surements are made, but it can be appreciable in LDD devices. The linear extrapolation
technique can also be used for threshold voltage measurements of depletion-mode or
buried channel MOSFETs.!'3

The Ip — Vs curve deviates from a straight line at gate voltages below V7 due to
sub-threshold currents and above Vr due to series resistance and mobility degradation
effects. It is common practice to find the point of maximum slope on the Ip — Vg
curve by a maximum in the transconductance, fit a straight line to the Ip — Vg curve at
that point and extrapolate to Ip = 0, as illustrated in Fig. 4.28. According to Eq. (4.106),
Vr = 0.9 V for this device. The linear extrapolation method is sensitive to series resistance
and mobility degradation.8”- 2. 114
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Fig. 4.28 Threshold voltage determination by the linear extrapolation technique. Vps = 0.1V,
tox = 17 nm, W/L =20 wm/0.8 pm. Data courtesy of M. Stuhl, Medtronic Corp.

Exercise 4.1

Problem: Does the linearly extrapolated threshold voltage depend on series resistance
Rsp? Assume [ 5 to be independent of V.

Solution: First consider the case for Rgp = 0. As in the linear extrapolation method, the
maximum slope of the Ip — Vg curve, the transconductance g, max is determined. From
Fig. E4.1

1
Vosi = Vosmax — —2% where
'm,max
We thef C
ID,max = k(VGS.max - Vr— VDS/z)VDS and 8m,max = kVDS;k = %
eff

Substituting Ip max and g, max into the first equation, and solving for Vr gives

Vr = Vigsi — Vps/2, identical to Eq. (4.106). From Eq. (4.60) with Rgp # 0O;

4x 105 ———T 7T+ 2x 107
L j ]
i 8m,max , ]
S ] 2
§,: 3x 10 : ] 5
5 3 g
[ 4 Q
US 2x10° [ 1x10‘5_§
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Ip max = k(VGs,max — V1 — Vbs/2)(Vps — Ip maxRsp)
_ k(Vgs,max = Vr = Vps/2)Vps
1+ kRsp(Vgs,max — Vr — Vps/2)

and
kVps

[1+kRsp(Vosmax — Vr — Vps/2)1?

Substituting Ip max and g, max into the Vg, equation above gives

8m,max =

Visi = Vr + Vps/2 = kRsp(Vesmax — Vr — Vps/2)?
Solving for the threshold voltage gives

Vbs . 1 —/T+4kRsp(VGs.max — Vasi)

VT = VGS.max -

2kRsp
S : . x ox7 3
Expanding this expression, using /1 +x ~ 1 4 >~ % + g gives

Vi & Vgsi — Vps/2 + kRsp(Vgs.max — Vasi)* — 2(kRsp)* (Ves.max — Vasi)®

The threshold voltage can also be determined in the MOSFET saturation regime. The
drain current in saturation for mobility-dominated MOSFETs is

m Wﬂeﬁ” Cox

i3 (Vgs — Vr)? (4.107)

1 D,sat =
where m is a function of doping density; it approaches 0.5 for low doping densities.
Vr is determined by plotting I5,'/? versus Vs and extrapolating the curve to zero drain
current, illustrated in Fig. 4.29(a).!>~'16 Since I, is dependent on mobility degradation
and series resistance, we again extrapolate at the point of maximum slope. Setting Vg5 =
Vps ensures operation in the saturation region.

For short-channel MOSFETs, where the drain current is velocity saturation limited,
the saturated drain current is

Ip = WC(J,\:(VGS - VT)vmt (4108)

where vy, is the saturation-limited velocity. The drain current in Eq. (4.108) is linear in
Vs — Vr as shown in Fig. 4.29(b). The threshold voltage now is simply the extrapolated
gate voltage.

4.8.2 Constant Drain Current

It is obvious from Fig. 4.27 that the drain current at the threshold voltage is higher than
zero. This is utilized in the constant drain current method where the gate voltage at a
specified threshold drain current, /7, is taken to be the threshold voltage. This measure-
ment is simple with only one voltage measurement necessary and it can be implemented
with the circuit of Fig. 4.30(a) or by digital means.!" It lends itself readily to threshold
voltage mapping. The threshold current /7 is forced at the MOSFET source terminal and
the op-amp adjusts its output voltage to equal the gate voltage consistent with that /7.
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Fig. 4.29 Threshold voltage determination by the saturation extrapolation technique. (a) Vps =
2V, t,, =17 nm, W/L =20 pm/0.8 wm. (b) saturation limited velocity case. Data courtesy of M.
Stuhl, Medtronic Corp.

In order to make /7 independent of device geometry, I = Ip/(Wy /L) is sometimes
specified at a current around 10 to 50 nA but other values have been used.!14-115 v,
for Ip =1 WA, often used in this type of measurement, is shown in Fig. 4.30(b). Also
shown is the “linear extrapolation” V. The method has found wide application, provided
a consistent drain current is chosen.

4.8.3 Sub-threshold Drain Current

In the sub-threshold method the drain current is measured as a function of gate voltage
below threshold and plotted as log(Ip) versus Vgs. The sub-threshold current depends
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Fig. 4.30 Threshold voltage determination by the sub-threshold and the threshold drain current tech-
nique. (a) Measurement circuit, (b) experimental data. ¢,, = 17 nm, W/L =20 wm/0.8 pm. Data
courtesy of M. Stuhl, Medtronic Corp.

linearly on gate voltage in such a semilog plot. The gate voltage at which the plot departs
from linearity is sometimes taken as the threshold voltage. However, for the data of
Fig. 4.30(b) this point yields a threshold voltage of V; = 0.87 V, somewhat lower than
that determined by the linear extrapolation method (Vr = 0.95 V).

4.8.4 Transconductance

The transconductance method uses a linear extrapolation of the g,, — Vs characteristic
at its maximum first derivative point.!'7 In weak inversion, the transconductance depends
exponentially on gate bias, but in strong inversion, if series resistance and mobility degra-
dation are negligible, the transconductance tends to a constant value. In the transition
region between weak and strong inversion, the transconductance depends linearly on gate
bias. Fig. 4.31 shows an example of this technique with V; = 0.83 V, lower than the
previous techniques.
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Fig. 4.31 Threshold voltage determination by the transconductance technique. f,, = 17 nm,
W/L =20 pm/0.8 pm. Data courtesy of M. Stuhl, Medtronic Corp.

4.8.5 Transconductance Derivative

The derivative of the transconductance with gate voltage dg,,/d Vs is determined at low
drain voltage and plotted versus gate voltage in the transconductance derivative method.
The origin of this method can be understood by considering an ideal MOSFET, where
Ip = 0for Vgs < Vpand Ip ~ Vg for Vs > Vr. Hence the first derivative dIp /d Vs is
a step function and the second derivative d>Ip = d Vgs® will tend to infinity at Vgs = V7.
In a real device the second derivative is not infinite, but exhibits a maximum. An example
plot is shown in Fig. 4.32 for the device of Fig. 4.28. The threshold voltage is about the
same as for the method in Figs. 4.28. The method is not affected by series resistance and
mobility degradation.!!?

4.8.6 Drain Current Ratio

The drain current ratio method was developed to avoid the dependence of the extracted
Vr on mobility degradation and parasitic series resistance.!'* The drain current, given in
Eq. (4.62), is reproduced here

Ix103
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0v1o40‘ E— .

[\S)

Gate Voltage (V)

Fig. 4.32 Threshold voltage determination by the transconductance change technique. 7,, = 17 nm,
W/L =20 pm/0.8 pm. Data courtesy of M. Stuhl, Medtronic Corp.
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Wepr thefy Cox(Vos — V1) Vps

Ip = (4.109)
(L = AL) + W ptor Cox(Vos — Vr)Rsp
Using
[T o B— (4.110)
1 +6(Vgs — Vr)
allows Eq. (4.109) to be written as
Wch Mo
Ip = Ves — V)V, 4.111
D L 140y (Vos = VT)( s — Vr)Vbps ( )
where
O =0 + (W/L)1oCox Rsp (4.112)

The transconductance is given by

alp WCoy Mo
= 5 Vbs
L [1+ 04 Vgs — Vr)]

= aVGS =
1 [WCoxho
2 = Vps(Ves — Vr) (4.113)
8m L

is a linear function of gate voltage, whose intercept on the gate-voltage axis is the threshold
voltage. This method is valid provided the gate voltage is confined to small variations near
Vr and the assumptions Vps/2 < (Vgs — Vr) and 0Rgp /9 Vs =~ 0 are satisfied. The plot
is shown in Fig. 4.33 giving V7 = 0.97 V. The low-field mobility u, can be determined
from the slope of the Ip — gml/ 2 versus Vgs — Vr plot and the mobility degradation

factor is
Ip — gu(Vgs — Vr)
gn(Vos — Vr)?

from which 6 can de determined provided Rgsp is known.

8m
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Fig. 4.33 Threshold voltage determination by the drain current/transconductance technique.
tox = 17 nm, W/L =20 pm/0.8 pm. Data courtesy of M. Stuhl, Medtronic Corp.
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A comparison of several methods was carried out as a function of channel length.!'®
The results are shown in Fig. 4.34. It is clear from this plot, as it is from the data in
this section, that the threshold voltage can vary widely depending on how it is measured.
In all threshold voltage measurements it is important to state the sample measurement
temperature since Vy does depend on temperature. A typical Vr temperature coefficient
is —2 mV/°C, but it can be higher.!"

4.9 PSEUDO MOSFET

The pseudo MOSFET is a simple test structure to characterize the Si layer of silicon-
on-insulator (SOI) wafers without having to fabricate test devices.!?® The original imple-
mentation is illustrated in Fig. 4.35(a), with the bulk Si substrate the “gate”, the buried
oxide (BOX) the “gate” oxide, and the Si film the transistor “body”. Mechanical probes
on the film surface form the source and drain. Biasing the gate drives the Si at the bot-
tom interface into inversion, depletion, or accumulation, allowing both electron and hole
conduction to be characterized. Drain current-gate voltage and drain current-time mea-
surements yield the effective electron and hole mobilities, threshold voltage, dopant type,
dopant density, interface and oxide charge densities, series resistance, and layer defects.
To reduce the effect of BOX leakage due to BOX defects, it is advantageous to etch the
Si layer into islands.

A more recent implementation is the mercury probe HgFET in Fig. 4.35(b), with
Hg the source S, the concentric drain D, and the concentric guard ring GR.'?! While
changing the probe configuration from Fig. 4.35(a) to Fig. 4.35(b) may appear to be
trivial, this change is actually quite profound. In the two-probe configuration, the probe
contact resistance and contact area depend on the probe pressure that may be difficult to
control. The Hg probe configuration has well-defined source and drain areas, as well as
a guard ring to suppress surface leakage currents. However, the HgFET relies on Hg-Si
interfaces, i.e., Schottky barrier source and drain. It turns out that the Hg-Si interface is

T o e A B
C 6
~ 09F
= F ;
5 | 4
S 08fF 3
§ C 2
o] C
2 07
§ L
£ I 1
& o06fF
0.5-111
0

Channel Length (um)

Fig. 4.34 Threshold voltage versus channel length determined by various methods: 1: constant
current for I, = 1 nA/(W/L), 2: transconductance, 3: saturation drain current extrapolation, 4: Vg
where d?log Ip/dVss? is a minimum, 5: drain current linear extrapolation, 6: transconductance
derivative, 7: linear extrapolation corrected for mobility. From ref. 118.
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(a) (b)

Fig. 4.35 Pseudo MOSFETs (a) probe and (b) Hg contact configurations.

very sensitive to surface treatment and this interface is extremely important during HgFET
measurements. A common method to control the Hg-Si barrier, is to rinse the Si sample
in dilute HF (e.g., 1 HF:20 H,0). This gives a low electron barrier height.'?> With time,
as the surface conditions change, the electron barrier height increases and the hole barrier
height decreases.!?

4.10 STRENGTHS AND WEAKNESSES

This chapter covers such a variety of characterization techniques that it is difficult to
summarize the strengths and weaknesses of each method here. Instead, we have chosen
to mention the strengths and weaknesses throughout the chapter.

APPENDIX 4.1

Schottky Diode Current-Voltage Equation

The current-voltage equation of a Schottky diode with series resistance is
I = AA T2 998/ KT (o0(V=Iro/mkT _ 1y (A4.1)

It has been suggested that Eq. (A4.1) is incorrect because it predicts the non-ideality,
included through the parameter 7, to affect only the current flow from the semiconductor
to the metal but not from the metal to the semiconductor,'?* as is obvious from Eq. (A4.1).
For high forward bias only the first term in the “exp” bracket is important and it contains
the factor n. For reverse bias the second term is important and it does not contain 7.

To overcome this problem, consider the voltage dependence of the barrier height. The
barrier height ¢5 depends on voltage due to image force barrier lowering, due to voltage
drops across any interfacial layers between the metal and the semiconductor, and other
possible effects. Assuming the barrier height depends linearly on voltage according to

(V) =¢po+ vV —Iry) (A4.2)

where y > 0 because the barrier height increases with increased forward bias, Eq. (A4.1)
becomes
I = AA*T2e*q¢so/kTe*qV(V*lr\-)/kT(eq(Vflr.\)/kT -1 (A4.3)
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Defining the diode ideality factor n by

1 Lo
-—=l-y=1-—— A4.4
n 4 av (649
allows Eq. (A4.3) to be written as
I = AA*Tze—qqmo/kTeq(V—lr‘.)/nkT(l _ efq(Vflr\-)/kT) (A45)

To determine 7, it is common practice to use that range of the log(/)—V plot where series
resistance is negligible (V « Ir,). Under those restrictions Eq. (A4.5) becomes

I = AA*T?e™ 9980/ KT oqV /mkT (1 _ o=qV /KTy (A4.6)

Instead of plotting log(/) versus V, Eq. (A4.6) predicts that log[//(1 — exp(—qV /
kT))] versus V should be plotted. Such a plot exhibits a straight line all the way to
V =0, giving a wider range of the curve from which n is determined.'” The ideality
factor is near unity for well-behaved Schottky diodes. However, it can deviate from
unity as a result of current flow due to mechanisms other than thermionic emission, e.g.,
thermionic-field emission current, interface damage, and interfacial layers all tend to raise
n above unity.
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PROBLEMS

4.1

The I -V data of a forward-biased pn junction are shown. Determine the temperature
T and the series resistance r; for this device.

vV (V) 1(A) V (V) 1(A) V(V) 1A
0.00 0.0000 0350  1.096e-07  0.700  0.006291
0.0250 1.291e-12 0375 2512e-07 0725  0.01005
0.0500 424812 0400 5.754e-07 0750  0.01429
00750 1.102e-11 0425 1.318e-06 0775  0.01961
0.100  2.654e-11 0450 3.019e-06  0.800  0.02543
0.125  6209%-11 0475 6913¢-06 0.825 0.03185
0.150  1.435¢-10  0.500 1.582¢-05 0850  0.03833
0.175  3.301e-10 0525 3.618¢-05 0875  0.04504
0200  7.576e-10 0550 8.252¢-05 0900  0.05194
0.225  1.737e-09 0575 0.0001872 0925  0.05899
0.250  3.980e-09 0.600 0.0004191 0950  0.06616
0275  9.119e-09  0.625 0.0009134 0975 0.07344
0.300  2.089¢-08 0.650 0.001882  1.00  0.08080
0325  4.786e-08  0.675  0.003506
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4.2 The I-V curves of a forward-biased pn junction are shown in Fig. P4.2. Determine
the temperature 7 for the “7T = ?” curve and the series resistance ry for the “T =
300 K” curve.

1005 —
102 F .
< 10tk 3
= : 3
106 F .
_85 AL
107, 0.2 0.4 0.6 0.8 1

V(V)
Fig. P4.2

4.3 The current voltage relationship for a pn junction is

V —Ir V —1Ir
e o () ) on(2552) ).

From the /-V curve in Fig. P4.3 or data determine I, s, Iy 4ur, 1 in the scr, n in the
qnt, and r;. 7 = 300 K. Determine r; and n also from //g; versus I and g;/I versus

ga plots.

1072 r E
. 1
0 ]
< 10k E
~ E E
3 b
T ]
10710 A
0 0.2 0.4 0.6 0.8
V(V)
Fig. P4.3
V(V) 1(A) \%4 1 \% 1 \% 1
0.0 0.0 0.20 4.916e-08 040 7.533e-06 0.6 0.005193

0.01 2.141e-10  0.21  6.046e-08 0.41 1.049¢-05 0.61 0.006188
0.02 4.738e-10 022 7.445e-08 042 1.472-05 0.62 0.007770
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V(V) I(A) 14 I 14 I 14 I

0.03 7.890e-10 023 9.183e-08 043  2.079¢-05 0.63  0.009066
0.04 1.172e-09  0.24  1.135e-07 0.44  2.952¢-05 0.64 0.01073
0.05 1.637e-09 025 1.408e-07 045 4211e-05 0.65 0.01224
0.06 2201e-09  0.26 1.751e-07 0.46  6.029¢-05  0.66  0.01402
0.07 2.887e-09 027 2.187e-07 047 8.657e-05 0.67 0.01569
0.08 3.721e-09  0.28  2.745e-07 0.48 0.0001245 0.68  0.01757
0.09 4.734e-09 029 3.464e-07 049 0.0001792 0.69 0.01937
0.10 5.966e-09 030 4.398e-07 0.50 0.0002575 0.70  0.02112
0.11 7.466e-09 031 5.623e-07 051 0.0003691 0.71  0.02321
0.12 9.291e-09 032 7.243e-07 0.52  0.0005260 0.72  0.02506
0.13 1.151e-08 033 9.406e-07 0.53 0.0007432 0.73  0.02720
0.14 1.422e-08  0.34  1.232e-06 0.54 0.001037 0.74  0.02912
0.15 1.753e-08 035 1.629¢-06 0.55 0.001421 0.75  0.03130
0.16 2.157e-08  0.36  2.173e-06  0.56  0.001904 0.76  0.03327
0.17 2.651e-08  0.37 2.925e-06 0.57 0.002479 0.77  0.03549
0.18 3.257e-08  0.38 3.975e-06 0.58 0.003122 0.78  0.03765
0.19 4.001e-08 039 5.449e-06 059 0.003792 0.79  0.03976

The current—voltage curves of a Schottky diode are shown in Fig. P4.4 for various
temperatures. Determine n, ¢, A*, and r;. A = 1073 cm?.

V(V)

Fig. P4.4

A solar cell obeys the “light” and “dark” equations

q(V + Iry) q(V —Iry)
I=1—-1, — =1 )l =1 —_— ) -1).
L (exp( kT dk o |\ €Xp kT

From the curves in Fig. P4.5 determine: /,, n and r,. T = 290 K. To determine r;
use three methods: (i) the “light” curves only; (ii) the “dark” curve only; (iii) both
curves.

Consider a resistor R placed externally in either the base lead or the emitter lead in
the bipolar junction transistor in Fig. P4.6. Which placement has the largest effect
on the collector /c?
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~ L
1072
5 I 1 |
10704 0.5 0.6 0.7 0.8
V(V)
(d)

Fig. P4.5 (continued)

I

E
‘ V77777777

-

p Substrate

Fig. P4.6

Ley and Rgp = Rg + Rp of a MOSFET can be obtained from a plot of the measured
drain resistance R,, vs. L. Consider two R, versus L curves of an LDD (lightly-
doped drain) MOSFET for Vs and Vg, where Vg = Vgsi + AV). Draw the
two lines for Vg and Vgsy on an R, versus L plot. On the same figure, draw the
line for Vg3 = Vgs1 + A,, where AV, < AV,. Remember, in LDD devices, both
L. and Rgp are gate voltage dependent. Give reasons for your answer.

Consider the two n-channel MOSFETs in Fig. P4.8. N4, > Ny4;. Discuss whether
the threshold voltages and the drain currents for a given drain and gate voltage

— \7u —
nt nt

NA] NA] NAZ

@ (b)
Fig. P4.8



PROBLEMS 243

are the same for these devices. Justify your answers. Assume the source and substrate
to be grounded.

4.9 Consider the four n-channel MOSFETs in Fig. P4.9. N4y > Ny4;. Discuss whether
the threshold voltages and the drain currents for a given drain and gate voltage are
the same for these devices. Justify your answers. Assume the source and substrate
to be grounded.

NA] NA2

(a) (b)
, [ | [ |
n+ NA2 n+ NAZ NAl
(© (d)
Fig. P4.9

4.10 Consider two MOSFETs of the type shown in Fig. P4.10.

N
Fig. P4.10

(a) Uniform gate oxide thickness 7,, = #,x.

(b) Graded gate oxide thickness between source and drain, according to

tox(-x) = (toxl - tox2)(1 —X/L) + fox23 toxa < loxi-

Are the threshold voltages for these two structures identical? Are the drain currents,
measured at low drain voltage, identical for these two structures? Give reasons for
your answers. Vg = 0.
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4.11 The measured resistance of a MOSFET is shown in Fig. P4.11 for various gate
lengths as a function of gate voltage. Choose one answer.

OVer > Vg2, 0V = Vo, OV < Vs

What is determined by point A? Draw on the same figure the lines for the same
gate voltages when R,, = 0 and AL = 0. All other parameters are unchanged.

Vai

Fig. P4.11

4.12 R,, = Vps/Ip is shown in Fig. P4.12 for the MOSFET on the left for gate voltages
Vi1 and Vi,. Draw the Vi, line for the LDD structure on the right. Vi is that gate
voltage at which a channel is formed between the two n-regions without changing
the conductivity of these regions.

]

-
s

VGl Rm

Fig. P4.12

4.13 The current-voltage relationship of a MOSFET in the presence of series resistance
is (source and substrate are grounded):

Weﬂcox Mo /
Ip = Vs — Vr —0.5Vps) Ve,
P Ly 00 —vpl oV ps)Vos
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where Vo = Vps — Ip(Rs + Rp), Wey =W — AW, and L,y = L — AL. Using
the Ip — Vg data determine V7, u,, 8, AL, and Rgp = Rs + Rp; assume AW =
0. t,, =10 nm, W = 50 wm, Vp = 50 mV. The drain current for various channel
lengths and various gate voltages is listed in the following table:

Ip (A)

Vgs (V) L =20 pm 12 pm 7 wm 1 um

0.725 4.935e-07 8.326e-07  1.460e-06 1.517e-05
1.025 6.176e-06 1.026e-05  1.749e-05  0.0001132
1.325 1.145e-05 1.876e-05 3.119e-05  0.0001527
1.625 1.636e-05 2.645e-05  4.304e-05  0.0001740
1.925 2.094e-05 3.345e-05 5.339¢-05  0.0001873
2.225 2.523e-05 3.985e-05 6.250e-05  0.0001964
2.525 2.924¢-05 4.572¢-05 7.058e-05  0.0002031
2.825 3.301e-05 5.113e-05  7.781e-05  0.0002081
3.125 3.656e-05 5.612e-05  8.430e-05  0.0002121
3.425 3.991e-05 6.075e-05 9.017e-05  0.0002153
3.725 4.307e-05 6.504e-05  9.550e-05  0.0002179
4.025 4.606e-05 6.905e-05  0.0001004  0.0002202
4.325 4.889e-05 7.278e-05  0.0001048  0.0002220
4.625 5.157e-05 7.628e-05  0.0001089  0.0002237
4.925 5.412e-05 7.957e-05 0.0001127  0.0002251
5.225 5.655e-05 8.265e-05  0.0001162  0.0002263

4.14 Draw Ip — Vpg for Vg = Vg1 > Vr and Ip — Vi for low Vpg, with region [1]:
(i) p*, (ii) n™, as shown in Fig. P4.14. Draw both curves on the same figure in
each case. What device characteristics are determined from I, — Vpg curves? What
device characteristics are determined from I, — Vg curves?

Vas Vbs
YL | [ n ] [ o ]
[1]
p-type
Ip Ip
Vbs Vas

Fig. P4.14
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4.15 The Ip — Vs and Ip — Vpg plots of two MOSFETSs with different gate lengths are
shown in Fig. P4.15. Determine Vr, Rgp and AL for each device. Determine the
effective mobility for the L = 2 pm device at Vg5 =2 V, using

gdLeﬁ

Her = WCox(Vgs — Vr)

MOSFETI: t,, =5 nm, L =0.5 pm, W = 10 um, K,, = 3.9.

MOSFET2: t,, =10 nm, L =2 pm, W = 10 pm, K,, = 3.9.
4x 1075 [ —2x 107

~ |

2 3x 10 : ;?

£ L s

g L E @]

g 2x107°] 11x107 §

o

g [ ] =1

g L >

s I1x 1075 -

A Vps=0.1V 1
0L A S I )}
0.5 0.6 0.7 0.8
Gate Voltage (V)
(a)
0.0004 Ix104 7T
~ Vgs=1.9
< as 2 Vgs=2V
= {1 =
t L i o]
S 00002 5 sx 105 - i
=
5 14V E 7y
A | A
L=0.5um L=2pum
fox =5nm | —
0 I R 0x 100 . fox .10 nm
0 0.05 0.1 0 0.05 0.1
Drain Voltage (V) Drain Voltage (V)
(b ()
Fig. P4.15
4.16 The Ip — Vs and Ip — Vpg plots of two MOSFETSs with different gate lengths are

shown ion Fig. P4.16. Determine V7, Rgp and AL. Determine the effective mobility
for the L = 2 pm device at Vgg =2 V, using

Meff

_ 8aLey
WCo(Vgs — Vr)

MOSFETI: t,, =5 nm, L =0.25 pm, W =5 pm, K,, = 3.9.
MOSFET2: t,, =5nm, L =2 pm, W =5 pm, K,, = 3.9.
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Ix104 T ™14 x 107
- L=025uW 1
2 C 13x107 g
= - 4 I~
] r 1 @]
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Fig. P4.16

4.17 R, = Vpg/Ip versus 1/(Vgs — Vr) curves are measured on MOSFETs with various
gate lengths and shown in Fig. P4.17. Determine AL(in pwm), Rsp, o, and 6.
W=10um, t,, =5 nm, K,, =3.9, V; =04 V.

Curve fitting gives: y = 198.7 4 50x;

y =207.3 4 263x.

400

y =200.6 4+ 112x; y =203+ 173x;

200

U(Vgs— V) (VTH

0.5

Fig. P4.17
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4.18 On Fig. P4.18, show the physical gate length and the metallurgical channel length.
Can the effective channel length be larger than L;? Discuss.

Gate
Gate Oxide
n* n*
Lﬁ LI 4"
p

Fig. P4.18

4.19 Two R,, versus L lines for a MOSFET are shown in Fig. P4.19. R,, = Vps/Ip.
Determine the source and drain resistance Rgp and AL = L — L. Then, on the
same figure, draw the two lines when the MOSFET oxide thickness 7, is decreased.

250

200

Vps=0.1V ]

C. v vy
0 0.5 1 1.5 2

L (um)
Fig. P4.19

4.20 The total resistance R,, defined as Vpg/Ip is shown in Fig. P4.20 for MOSFETs
with different gate lengths.

VGSI

VGS2

L
Fig. P4.20
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Choose one answer: (Vg1 > Vgso OViesi = Ves: OVest < Vesa

What parameters can be determined from this plot? Draw the two lines for the
same gate voltages Vs and Vs, when the oxide thickness is reduced. Assume the
threshold voltage remains unchanged.

The total resistance R, defined as Vpgs/Ip is shown in Fig. P4.21 for MOSFETs
with different gate lengths.

VGS 1

VGSZ

L

Fig. P4.21

Choose one answer: DVGS] > VGS2 DVGSI = Vgsz DVGS] < VGS2

What parameters can be determined from this plot? Draw the two lines for the
same gate voltages Vs and Vo when the source and drain contact resistances
are increased.

4.22 The R,, versus L plot of MOSFET (a) is shown in Fig. P 4.22.

N Ny Ves2
p
@ Ry Vast
\n L SNt
P L
(b)
Fig. P4.22

(a) What is L and R, at the point of intersection?
(b) OVgs1 > Vesa OVisi = Ves2 OVesi < Visz

(¢) Draw on the R,, versus L plot the two lines for the LDD MOSFET (b) for the
same gate voltages. The gate overlap over the nt source and drain in (a) is the
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same as the overlap over the n regions in (b). For MOSFET (b): At the lower
gate voltage, a channel exists between the two n-regions; at the higher gate
voltage, the n-regions are accumulated by the gate voltage.

REVIEW QUESTIONS

e Why is the /—V curve a straight line on a semilog plot?
e Why does a Si diode log -V curve have two slopes?

e How does series resistance affect the diode current?

e How is the barrier height of Schottky diodes determined?

e Why can the Schottky diode barrier heights be different when determined from
I-V or C-V data?

e Why are series and shunt resistance important in solar cells?

e How are emitter and base resistances in BJT determined?

e Name three device/material parameters that influence the threshold voltage?

e Why does the effective channel length differ from the physical gate length?

e Which effective channel length methods are useful for short-channel MOSFETs?

e What is an advantage of the capacitance-voltage technique over current-voltage
techniques for effective channel length determination?

e How is the threshold voltage measured?



DEFECTS

5.1 INTRODUCTION

All semiconductors contain defects. They may be foreign atoms (impurities) or crystalline
defects. Impurities are intentionally introduced as dopant atoms (shallow-level impurities),
recombination centers (deep-level impurities) to reduce the device lifetime, or deep-level
impurities to increase the substrate resistivity. Impurities are also unintentionally incor-
porated during crystal growth and device processing. Various types of defects are shown
schematically in Fig. 5.1. The open circles represent the host atoms (e.g., silicon). The
defects are: (1) foreign interstitial (e.g., oxygen in silicon), (2) foreign substitutional (e.g.,
dopant atom), (3) vacancy, (4) self interstitial, (5) stacking fault, (6) edge dislocation, and
(7) precipitate. The corncob illustrates a vacancy and an interstitial and the saguaro cactus
a stacking fault and edge dislocation. Today’s silicon is grown very pure with metallic
densities on the order of 10'® cm™3 or less. Processing tends to introduce higher densities,
but many of these impurities are gettered during subsequent processing with densities of
typically 10'°~10'2 cm~ after processing.

Metallic impurities affect various device parameters. We show in Fig. 5.2 some regions
where metals cause problems. A major concern is metallic contamination at the semicon-
ductor/oxide interface because it degrades the gate oxide integrity. Metals also degrade
devices if located at high stress points and in junction space-charge regions. The effect
of iron and copper contamination in silicon is illustrated in Fig. 5.3. Fig. 5.3(a) shows
the % failure versus oxide breakdown electric field as a function of iron contamination
in Si wafers. Fig. 5.3(b) shows a similar plot for copper contamination. Typically metal
contamination leads to more severe oxide breakdown degradation for thicker oxides, but
as these figure show there is degradation even for 3 nm oxides. Thinner oxides show

Semiconductor Material and Device Characterization, Third Edition, by Dieter K. Schroder
Copyright © 2006 John Wiley & Sons, Inc.
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Fig. 5.1 Schematic representation of defects in semiconductors described in the text.

X

Stress

Metal

precipitate Space-charge

region

Fig. 5.2 MOSFET regions sensitive to metal contamination.

less degradation due to the higher leakage currents through such thin oxides even in the
absence of metal contamination.

The characterization of shallow-level or dopant impurities is discussed in
Chapters 2, 10, and 11. Shallow-level impurity densities are best measured electrically,
but their energy levels are best determined optically. In this chapter we discuss
predominantly the measurement of deep-level impurities whose densities and energy
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Fig. 5.3 Oxide failure percentage versus oxide breakdown electric field as a function of metal
contamination for (a) Fe-contaminated Si and (b) Cu-contaminated Si; the wafers were dipped in a
10 ppb or 10 ppm CuSOy solution and annealed at 400°C. Data after ref. 1.

levels are best measured electrically. Milnes gives a good review of impurities in
semiconductors.”~3 Jaros treats the theoretical aspects of deep-level impurities.*

5.2 GENERATION-RECOMBINATION STATISTICS

5.2.1 A Pictorial View

The band diagram of a perfect single crystal semiconductor consists of a valence band
and a conduction band separated by the band gap, with no energy levels within the
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band gap. When the periodicity of the single crystal is perturbed by foreign atoms or
crystal defects, discrete energy levels are introduced into the band gap, shown by the
E7 lines in Fig. 5.4. Each line represents one such defect. Such defects are commonly
called generation-recombination (G-R) centers or traps. G-R centers lie deep in the band
gap and are known as deep energy level impurities, or simply deep-level impurities. They
act as recombination centers when there are excess carriers in the semiconductor and
as generation centers when the carrier density is below its equilibrium value as in the
reverse-biased space-charge region (scr) of pn junctions or MOS-capacitors, for example.

For single crystal semiconductors like silicon, germanium, and gallium arsenide, deep
level impurities are usually metallic impurities, but they can be crystal imperfections, such
as dislocations, stacking faults, precipitates, vacancies, or interstitials. Usually they are
undesirable, but occasionally they are deliberately introduced to alter a device characteris-
tic, e.g., the switching time of bipolar devices. In some semiconductors like GaAs and InP,
deep-level impurities raise the substrate resistivity, creating semi-insulating substrates. For
amorphous semiconductors, defects are mainly due to structural imperfections.

Let us consider the deep-level impurity in Fig. 5.4 with an energy Er and density
Nr impurities’cm®. The energy Er is an effective energy discussed in Appendix 5.1.
The semiconductor has 7 electrons/cm? in the conduction band and p holes/cm?® in the
valence band introduced by shallow-level dopants, not shown on the figure. To follow the
various capture and emission processes, let the center first capture an electron from the
conduction band (Fig. 5.4(a)), characterized by the capture coefficient c,. After electron
capture one of two events takes place. The center can either emit the electron back to
the conduction band, called electron emission e, (Fig. 5.4(b)), or it can capture a hole
from the valence band, shown in Fig. 5.4(c) as c,. After either of these events, the G-R
center is occupied by a hole and again has two choices. Either it emits the hole back
to the valence band e, in Fig. 5.4(d) or captures an electron (Fig. 5.4(a)). These are the
only four possible events between the conduction band, the impurity energy level, and
the valence band. Process (d) is sometimes viewed as electron emission from the valence
band to the impurity shown by the dashed arrow. We will, however, use the hole emission
process in (d) because it lends itself more readily to mathematical analysis.

A recombination event is Fig. 5.4(a) followed by (c) and a generation event is
(b) followed by (d). The impurity is a G-R center and both the conduction and valence
bands participate in recombination and generation. These mechanisms are the topic of

E E,
Cn eﬂ
[ ) Q p,
nr !
Pr :
p | eP
|
|
o, ® ©
p
e

(@) (b) () (@

Fig. 5.4 Electron energy band diagram for a semiconductor with deep-level impurities. The capture
and emission processes are described in the text.
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Chapter 7. A third event that is neither recombination nor generation, is the trapping
event (a) followed by (b) or (c) followed by (d). In either case a carrier is captured and
subsequently emitted back to the band from which it came. Only one of the two bands
and the center participate and the impurity is a trap. Impurities are frequently referred to
as traps, regardless of whether they act as recombination, generation, or trapping centers.
The subscript “7T” in the following equations stands for trap.

Whether an impurity acts as a trap or a G-R center depends on E7, the location of
the Fermi level in the band gap, the temperature, and the capture cross-sections of the
impurity. Generally those impurities with energies near the middle of the band gap behave
as G-R centers, whereas those near the band edges act as traps. Generally the electron
emission rate for centers in the upper half of the band gap is higher than the hole emission
rate. Similarly the hole emission rate is generally higher than the electron emission rate for
centers in the lower half of the band gap. For most centers one emission rate dominates,
and the other can frequently be neglected.

5.2.2 A Mathematical Description

A G-R center can exist in one of two states. When occupied by an electron, it is in the
nr state and when occupied by a hole, it is in the pr state (both shown in Fig. 5.4). If the
G-R center is a donor, nr is neutral and pr is positively charged. For an acceptor, nr is
negatively charged and pr is neutral. The density of G-R centers occupied by electrons
nr and holes pr must equal the total density Ny or Ny = ny + pr. In other words, a
center is either occupied by an electron or a hole. When electrons and holes recombine
or are generated, the electron density in the conduction band n, the hole density in the
valence band p, and the charge state of the center ny or pr are all functions of time. For
that reason we will first address the question, “what is the time rate of change of n, p,
and n7?” We develop the appropriate equations for electrons. The equations for holes are
analogous, and their derivation follows similar paths. A good discussion of the equations
and their derivations is given by Sah et al.’

The electron density in the conduction band is diminished by electron capture (pro-
cess (a) in Fig. 5.4) and increased by electron emission (process (b) in Fig. 5.4) and the
electron time rate of change due to G-R mechanisms is®~’

dn
E|G—R = (b) — (a) = exnt — canpr (5.1

The subscript “G-R” signifies that we are only considering emission and capture processes
through G-R centers. We are not considering radiative or Auger processes. However, later
in the chapter we address briefly optical emission as a mechanism to excite carriers into
or out of G-R centers. Electron emission depends on the density of G-R centers occupied
by electrons and the emission rate through the relation (b) = e, ny. This relationship does
not contain n because it is not necessary for there to be electrons in the conduction band
during the emission process. But the G-R centers must be occupied by electrons, for if
there are no electrons on the centers, none can be emitted.

The capture process is slightly more complicated because it depends on n, pr and
the capture coefficient ¢, through the relation (a) = c,npr. The electron density n is
important because, to capture electrons, there must be electrons in the conduction band.
For holes we find the parallel expression

d
d—’t’m_R = (d) = (¢) = eppr — cppnr (5.2)
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The emission rate e, represents the electrons emitted per second from electron-occupied
G-R centers. The capture rate c,n represents the density of electrons captured per second
from the conduction band. The units are: e, in 1/s and ¢, in cm?®/s. You may wonder
how there can be more than one electron emitted from a G-R center. After an electron
has been emitted, the center finds itself in the pr state and subsequently emits a hole,
returning it to the nr state. Then the cycle repeats.

Where do the electrons and holes come from for this cycle to continue? Surely they
cannot come from the center itself. It may be helpful to view hole emission from the G-R
center as electron emission from the valence band to the G-R center, indicated by the
dashed line in Fig. 5.4(d). In this picture the electron-hole emission process is nothing
more than an electron being excited from the valence band to the conduction band with
an intermediate stop at the E7 level. However, it is easier to deal with the equations if
we consider hole and electron emission as shown by the solid lines in Fig. 5.4.

The capture coefficient ¢, is defined by

Cn = OpUtp (53)

where v, is the electron thermal velocity and o, is the electron capture cross-section
of the G-R center. A physical explanation of ¢, can be gleaned from Eq. (5.3). We
know that electrons move randomly at their thermal velocity and that G-R centers remain
immobile in the lattice. Nevertheless, it is helpful to change the frame of reference by
letting the electrons be immobile and the G-R centers move at velocity v,,. The centers
then sweep out a volume per unit time of o, v,;,. Those electrons that find themselves in
that volume have a very high probability of being captured. Capture cross-sections vary
widely depending on whether the center is neutral, negatively, or positively charged. A
center with a negative or repulsive charge has a smaller electron capture cross section
than one that is neutral or attractively charged. Neutral capture cross-sections are on the
order of 10~!% cm®—roughly the physical size of the atom.

Whenever an electron or hole is captured or emitted, the center occupancy changes,
and that rate of change is, from Egs. (5.1) and (5.2), given by

dnr dp dn
7|G—R T T (can +e,)(Nr —nr) — (cpp +e)nr 5.4

This equation is non-linear, with n and p being time-dependent variables. If the equation
can be linearized, it can be solved easily. Two cases allow this simplification. (1) In
a reverse-biased space-charge region both n and p are small and can, to first order,
be neglected. (2) In the quasi-neutral regions n and p are reasonably constant. Solving
Eq. (5.4) for condition (2) gives ny(t) as

t (ep +cin)N 1
nr(t) = nr(0) exp (—;) + P Cp p—— +TC » (1 —exp (‘;)) (5.5
n T Cn p p

where n7(0) is the density of G-R centers occupied by electrons at t =0 and v =
1/(e, + cun + e, + ¢, p). The steady-state density as t — o0 is

nr = oron (5.6)
ey t+ceun+ep,+cpp
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This equation shows the steady-state occupancy of ny to be determined by the electron
and hole densities as well as by the emission and capture rates. Equations (5.5) and (5.6)
are the basis for most deep-level impurity measurements.

Equation (5.5) is difficult to solve because neither capture nor emission rates may be
known. Furthermore, n and p vary with time and generally also with distance in a device.
Certain experimental simplifications are usually made to allow data interpretation. We will
show the results of those simplifications here and the experimental implementations later.

For an n-type substrate where, to first order, p can be neglected, Equation (5.5)

becomes
nr(t) = ny(0) exp (—L> 4 et am)Nr (1 —exp (—i)) (5.7)

T e, +cpn+ep T]

with 7y = 1/(e, + c,n + ep,). There are two cases of particular interest for the Schottky
diode on an n-substrate in Fig. 5.5. The diode is at zero bias in Fig. 5.5(a). With n
mobile electrons, capture dominates emission, and the steady-state G-R center density
from Eq. (5.7) is ny &~ Ny. When the diode is pulsed from zero to reverse bias as shown
in Fig. 5.5(b), with most G-R centers initially occupied by electrons for ¢ < 0, electrons
are emitted from the G-R centers for t > 0. Emission dominates during this reverse-
bias phase because the emitted electrons are swept out of the reverse-biased space-charge
region very quickly, thereby reducing the chance of being recaptured. The electron sweep-
out or transit time is t, &~ W/v,. For v, ~ 107 cm/s and W being a few microns, #, is
a few tens of picoseconds. This time is significantly shorter than typical capture times.
However, near the edge of the scr the mobile electron density tails off into the scr from the
quasi-neutral region even under reverse bias. This implies that the c,n term in Eq. (5.7) is

e O.ﬁ\NDn—T)’Pe __|=_ —VIW __I_ _V‘:!%;/g 1

- w = =

o
6‘6\ E.
TR A X
E

Fig. 5.5 A Schottky diode for (a) zero bias, (b) reverse bias at t = 0, (c) reverse bias as t — 0.
The applied voltage and resultant capacitance transient are shown in (d).
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not negligible in that part of the scr and electron emission competes with electron capture.
With n not spatially homogeneous, t is not constant, and the time dependence of n(t) can
be non-exponential.

Let us consider traps in the upper half of the band gap with e, > e,, allowing e, to
be neglected in Eq. (5.7). During the initial emission period, the time dependence of nr
simplifies to

e e

ny(t) = ny(0) exp (—%) ~ Nr exp (—i> (5.8)

with 7, = 1/e,. Following electron emission from traps, holes remain and are subsequently
emitted followed by electron emission, and so on. The steady-state trap density ny in the
reverse-biased scr is B
nr = —pN T (59)
e, t+ep

Some traps will be in the ny and some will be in the pr state. When the diode is pulsed
from reverse bias to zero bias, electrons rush in to be captured by traps in the pr state.
The time dependence of ny during the capture period is

¢

n(t) = Ny — (N7 — np(0)) exp (—ri) (5.10)

where 1. = 1/c,n and nr(0) is the initial steady-state density given by Eq. (5.9).

Similar equations to those in this section also hold for interface trapped charge. The
relevant electron and hole densities are those at the surface, the traps are interface traps,
and the capture and emission coefficients are those of the interface traps. The concepts,
however, remain unchanged.

5.3 CAPACITANCE MEASUREMENTS

The equations in Section 5.2.2 describe the traps in terms of their densities and their
emission and capture coefficients. With impurities being charged or neutral, and with
electrons or holes emitted or captured, any measurement that detects charged species
can be used for their characterization, i.e., capacitance, current, or charge measurements.
We will first discuss capacitance measurements and later address the other two. The
capacitance of the Schottky diode of Fig. 5.5 is

K Ny
C=a L | Do (5.11)
2 \ V-V

where N, is the ionized impurity density in the space-charge region. The ionized shallow-
level donors (dopant atoms) in the scr are positively charged and Ny, = Np™ —n}
for deep-level acceptor impurities that are negatively charged when occupied by elec-
trons. When occupied by holes the deep level acceptors are neutral and Ny, = Np™.
For shallow-level donors and deep-level donors occupied by electrons, Ny, = Np™. For
deep-level donors occupied by holes, Ny, = Np* + pr™.

The time-dependent capacitance reflects the time dependence of ny(¢) or pr(t). Two
chief methods are utilized to determine deep-level impurities. In the first, the steady-
state capacitance is measured at + = 0 and at t = co. In the second, the time-varying
capacitance is monitored.
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5.3.1 Steady-State Measurements

We saw in Chapter 2 that plots of 1/C? versus V yield the doping density. It is possible
to determine Ny from such plots. For shallow-level donors and deep-level acceptors 1/C?
is given as
1 - A V-V (5.12)
C? K2 N p —nr(t)
For the reverse-biased diode of Fig. 5.5, ny(¢) is negatively charged when occupied by
electrons. With time, as electrons are emitted and the traps become neutral, (Np — ny(t))
increases and 1/C? decreases. In steady-state measurements the reverse-biased capacitance
at t = 0 is compared with the reverse-biased capacitance as t — oo. If we define a slope
S(t) = —dV/d(1/C?), then

§(00) = S(0) = K*[n7(0) — n7(c0)] (5.13)

For n7(0) ~ N7 and nr(co) ~ 0, applicable for e, > ¢, the difference of the two
slopes gives the deep-level impurity density. This method was used during early impurity
measurements.® A slightly more detailed analysis takes account of those traps with energy
levels below the Fermi level.’ They do not emit and capture electrons as those levels above
the Fermi level, perturbing the charge distributions somewhat, but is usually a minor effect.

5.3.2 Transient Measurements

Figure 5.5 shows the space-charge region width W to change when electrons are emitted
from traps. In transient measurements it is this time-varying W that is detected as a
time-varying capacitance. From Eq. (5.11)

_ gKseoNp [0 nr(t) _ ng(1)
C= A\/Z(Vbi T \/l Ny CO\/I Ny (5.14)

where Cj is the capacitance of a device with no deep-level impurities at reverse bias -V.
It is, of course, possible to measure C and analyze the data as C? to avoid taking the
square root. We address that method at the end of this section. However, for the most
common use of transient capacitance measurements, the deep-level impurities form only
a small fraction of the scr impurity density, i.e., Ny < Np. In other words, one is looking
for trace amounts of impurities. Using a first-order expansion of Eq. (5.14) gives

C~C, (1 _ "T(t)> (5.15)

2Np

Emission—Majority Carriers: Cartrier emission is most commonly measured. The
junction device is initially zero biased, allowing impurities to capture majority carriers
(Fig. 5.5(a)). The capacitance is the zero-biased value C(V = 0). Following a reverse
bias pulse, majority carriers are emitted as a function of time (Fig. 5.5(b)). Equation (5.8)
is the appropriate equation. When substituted into Eq. (5.15), we find

0
C=0C, [1 _ (';T]\(,D))exp (—%)} (5.16)
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Equation (5.16) is shown in Fig. 5.5(d) for # > 0. The scr is widest and the capacitance
is lowest immediately after the device is reverse biased. As majority carriers are emitted
from the traps (Fig. 5.5(b)), W decreases and C increases until steady state is attained
(Fig. 5.5(c)). In Fig. 5.5(c) holes remain on the traps. What happens, of course, is that
after electrons are emitted, holes will be emitted, then electrons, and so forth. This is
the leakage current of reverse-biased diodes. Here we are only concerned with the initial
electron emission to characterize the traps.

The same time dependence of the capacitance is observed for deep-level donor impu-
rities in n-type substrates. In that case the impurities are neutral, when initially occupied
by electrons, and the scr impurity density at = 0T is Np. As electrons are emitted, the
traps become positively charged, and the final charge is g[Np + pr(oco)]. Both charge
and capacitance increase with time. The capacitance increases with time regardless of
whether the deep-level impurities are donors or acceptors. Using the same arguments, it
is straightforward to show that this is also true for p-type substrates with either donor or
acceptor traps. The capacitance increases with time for majority carrier emission whether
the substrate is n- or p-type and whether the impurities are donors or acceptors.

From the decay time constant of the C-t curve one derives 7, and from the reverse-
biased capacitance change, one obtains n7(0). Defining AC, = C(t = 00) — C(t = 0) we

have )
nr
AC, = C 5.17
= 3N, (5.17)
Plotting the capacitance difference
0 t
Cioo)— @ty = "L ¢y exp (——) (5.18)
2IVD e

as In[C(c0) — C(t)] versus t, gives a curve with slope —1/7, and intercept on the In-axis
of In[n7(0)Cy/2Np]. The emission time constant contains parameters describing the trap.
To bring these out, we have to return to the capture and emission coefficients.

The capture and emission coefficients are related to each other through Egs. (5.1) and
(5.2). In equilibrium we invoke the principle of detailed balance, which states that under
equilibrium conditions each fundamental process and its inverse must balance independent
of any other process that may be occurring inside the material.'®~!! This requires funda-
mental process (a) in Fig. 5.4 to self-balance with its inverse process (b). Consequently
dn/dt = 0 under equilibrium conditions and

€nolTo = CnoloPTo = Cnolo(NT — 7)) (5.19)

where the subscript “o” stands for equilibrium. n, and nr, are defined as'®

N
no = niexp((Er — ED/KT)inro = 1o T iR (5.20)

Combining Egs. (5.19) and (5.20) gives
€no = Cnpoli eXp((ET - EL)/kT) = Cpol] (521)

The derivation for holes gives an expression similar to Eq. (5.21).
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Then a crucial assumption is made: the emission and capture coefficients remain equal
to their equilibrium values under non-equilibrium conditions. This gives

e, = Cphiep = Cppi (5.22)

where
ny =n; exp((Er — E;)/kT); p1 = n; exp(—(E7 — E;)/kT) (5.23)

The validity of the equilibrium assumption under non-equilibrium conditions is open to
question. For small deviations from equilibrium, it may be assumed that the emission and
capture coefficients do not deviate significantly from their equilibrium values.'? Certainly
it is a poor approximation in the reverse-biased junction scr where high electric fields exist,
but that is precisely where most capacitance transient measurements are made. Capture
cross-sections determined from emission measurements generally do not give true cross-
section values, as discussed in Appendix 5.1. The equilibrium assumption is nevertheless
a common assumption, and any measured results are subject to this uncertainty.

We show the electric field effect in Fig. 5.6. An electron energy diagram at zero electric
field is shown by (1). An energy E. — E7 is required for electron emission from the trap
to the conduction band. An applied electric field causes the bands to be slanted, as shown
by (2), and the emission energy is reduced by the energy S E. Poole-Frenkel emission
over the lowered barrier is shown as (a).!> Even less energy is required for phonon-
assisted tunneling, shown as (b), in which the electron is excited by phonons for only
part of the energy barrier and then tunnels through the remaining barrier. As an example,
the electric field dependence of the emission coefficient for the gold acceptor level in
silicon is negligible for electric fields up to 10* V/cm, but for fields around 10° V/cm
the emission coefficient increases by about a factor of two and continues to increase with
higher fields.'*

With e, = 1/7, and ¢, = 0, vy, the emission time constant is

_ exp((Ei — E7)/KT) _ exp((Ec — E7)/kT)

e =

(5.24)
O UipN 0, Vin N
(2

()
Ec X () SE

® \
EC - ET

i J [ )

Fig. 5.6 Electron energy diagram in equilibrium (1) and in the presence of an electric field
(2) showing field-enhanced electron emission: (a) Poole-Frenkel emission, (b) phonon-assisted
tunneling.
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TABLE 5.1 Coefficients y,, for Si and GaAs.

Semiconductor Y.p (em™2s71K~?)
n-Si 1.07 x 10%!
p-Si 1.78 x 10?!
n-GaAs 2.3 x 102
p-GaAs 1.7 x 10%!

A similar expression for holes is

exp((Er — E))/kT) _ exp((Er — Ey)/kT)

OpUih; opU N,

(5.25)

e =

where N, and N, are the effective conduction and valence band densities of state and the
thermal velocities vy, differ slightly for electrons and holes. The emission time constant t,
depends on the energy E7 and the capture cross-section o,,. The emission time constants
in Egs. (5.24) and (5.25) are somewhat simplified. The energy differences AE, = (E. —
E7) and AE, = (Er — E),) are actually Gibbs free energies AG, that differ from AE,
discussed in Appendix 5.1.

The electron thermal velocity is

3kT
Uy = (5.26)
nmy
and the effective density of states in the conduction band is
2mwm kT \*"?
allowing the emission time constant to be written as
exp((E. — E7)/kT)
72 = 2P ! (5.28)
ynall

with y, = (v /TY?)(N,/T3%) =3.25 x 10*' (m,/m,) cm~2s"'K~2, where m, is the
electron density-of-states effective mass.">~1® The y values for Si and GaAs'” are
given in Table 5.1. Modified GaAs values ¥, = 1.9 x 10 cm™2s7'K~? and y, =
1.8 x 10?! cm™2s7'K~2 have been proposed, based on a critical evaluation of GaAs
parameters. '

Exercise 5.1

Problem: What are typical emission times for impurities with energy levels in the semi-
conductor band gap?

Solution: The emission time constant t,, given by Eq. (5.24), is plotted in Fig. E5.1,
illustrating the large range of 7, for a change in energy level AE = E. — Er.
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Fig. E5.1 Emission time constants for y, = 1.07 x 10*! em™2s7'K~2 and 0, = 10~ cm?.
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Fig. 5.7 ©,T? versus 1/T plots for Si diodes containing Au and Rh. Reprinted with permission
after Pals. Ref. 19.

A plot of In(t,T?) versus 1/T, has a slope of (E. — Er)/k and an intercept on the
In(z,T?) axis of In[1/(y,0.)], leading to o,,. Although this method of determining the
capture cross-section is fairly common, the values so obtained should be viewed with
caution. The cross-sections are affected by the electric fields in the scr as well as by other
effects discussed in Appendix 5.1. An example plot for Au and Rh in Si is shown in
Fig. 5.7, whose E7 and o are shown in Table 5.2.

The energy levels and the capture cross-sections in Table 5.2 are determined from
the intercept of the In(z,T?) versus 1/T lines and by another method—the filling pulse
method that is described in the sub-section “Capture—Majority Carriers”. Note the large
discrepancy between the two methods, with the intercept method giving values at least ten
times larger. There are various reasons for this large discrepancy. Electric field enhanced
emission tends to give larger cross-sections. As discussed in Appendix 5.1, the term
(vn0,) contains possible degeneracy factors and entropy terms, rendering the extrapolated
cross-sections questionable.
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TABLE 5.2 Energy Levels and Capture Cross Sections for
the Diodes of Fig. 5.7.

Diode E.—Er E.—Er On.p Onp
eV) V) (intercept)  (filling pulse)

(cm?) (cm?)
1—ptn 0.56 2.8 x 107 1.3 x 10710
4—ptn 0315 1.6 x 10712 3.6x 1071
4—ptn 0534 7.5 x 10713 4% 1071
5—ntp 0.346 1.5x 10713 1.6x 1071

The time constant 7, can also be determined by combining Egs. (5.12), (5.13), and
(5.8) as
S(00) — S(t) = K*nr(t) = K?n7(0) exp(—t/7.) (5.29)

and plotting In[S(c0) — S(¢)] versus ¢. This was one of the earliest approaches.” However,
the slope —dV /d(1/C?) is more complex to measure with automatic equipment than just
C, and the method of Eq. (5.29) is rarely used today. Yet, Eq. (5.29) does not entail a
small-signal expansion and is not subject to the limitation Ny < Np.

Transient C-¢ data no longer follow a simple exponential time dependence when the
emission rate is electric field dependent, when there are multiple exponentials due to
several trapping levels with similar emission rates, and when the trap density is not
negligibly small compared to the shallow-level dopant density. The analysis becomes
more complicated for the last case, and we do not derive the relevant equations. This
problem has been treated elsewhere.?0-23

Emission—Minority Carriers: The preceding section considered the capacitance
response to majority carrier capture and emission when a Schottky diode is pulsed between
zero and reverse bias. Similar results obtain when a pn junction is pulsed between zero
and reverse bias. With the pn junction there is an additional option. Under forward bias,
minority carriers are injected. Let us consider a p™n junction and neglect the p™ region in
this discussion. During the forward-bias phase, holes are injected into the n-substrate and
capture dominates emission. The steady-state G-R center occupancy is from Eq. (5.6):

cplt

il +cpp
which depends on both capture coefficients and both carrier densities. The occupancy is
difficult to predict, but the traps are no longer solely occupied by electrons as they are
for the zero bias case; a certain fraction is occupied by holes. Schottky diodes do not
inject minority carriers efficiently, and pn junctions should be used for electrical minority
carrier injection. It is possible to inject minority carriers from high-barrier-height Schottky
diodes with minority carrier storage at the inverted surface.’*~2

For the sake of our discussion here, we assume ¢, > ¢, and p ~ n. Then most traps
are occupied by holes and for the deep-level acceptor impurities we have considered so
far, the centers are neutral with ny &~ 0 and Ny, & Np att = 0 after the junction has been
forward biased. When pulsed to reverse bias, minority holes are emitted from the traps,
their charge changes from neutral to negative, and Ny, =~ (Np —nr) for t — oco. The
total ionized scr density decreases, the scr width increases, and the capacitance decreases
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Fig. 5.8 The capacitance-time transients following majority carrier emission and minority carrier
emission.

with time. This is shown in Fig. 5.8 and is opposite to majority carrier behavior. For
simplicity, we assume in Fig. 5.8 all deep-level impurities to be filled with electrons
(majority carrier emission) or holes (minority carrier emission) at t = 0. The capacitance
transient is still described by an expression of the type in Eq. (5.16), with the emission
time constant now 7, = 1/e,,.

Traps in the upper half of the band gap are generally detected with majority carrier
pulses; those in the lower half of the band gap are observed with minority carrier pulses
for n-type substrates. Traps with energies around the middle of the band gap can respond
to either majority or minority carrier excitation. Minority carriers can also be injected
optically as discussed later.

Capture—Majority Carriers: Consider the Schottky diode of Fig. 5.5(c). It has been
reverse biased sufficiently long that all majority carriers have been emitted and the traps
are in the pr state. When the diode is pulsed from reverse bias (5.5(c)) to zero bias
(5.5(a)), electrons rush into the scr to be captured by unoccupied traps. The density of
traps able to capture majority carriers, for negligible emission, is given by

ny(t) = Nr — [Ny — nr(0)]exp(—t/7.) (5.3D)

where 7 is the capture or “filling” time. If there is sufficient time, i.e., t; >> 7., essentially
all traps capture electrons and nr(t; — oo) ~ Nr. If the time available for electron
capture is short, only a fraction of the traps will be occupied by electrons when the diode
returns to reverse bias. In the limit of very short times, i.e., 1y < 7., very few electrons
are captured and nr (1 — 0) ~ 0.

When the device is reverse biased, nr(0) in Eq. (5.16) is given by Eq. (5.31), with the
initial density during the emission phase equal to the final density of the capture phase.
The reverse-bias capacitance at t+ = 0 then depends on the filling pulse width, shown by
substituting Eq. (5.31) into (5.16) to give

(5.32)

Clt) = Cy (1 _ Nr — [Ny —nr(0)]exp(—ts/7.) xp (_t _ tf>>

2Np

e

Equation (5.32) is shown in Fig. 5.9(a).



266 DEFECTS

Capture
1 — exp(—t¢/T,) C
(n1(0) = 0)

Emission

X t; decreasing

X 0 AC,
A 4 A

|

0 ty t ty t

@ (b)

Emission Coy —

exp(—(t — t;)/1,)

Fig. 5.9 (a) C-t response showing the capture and initial part of the emission process, (b) the
emission C-f response as a function of capture pulse width.

The capture time 7. can be determined by varying ¢/, the filling pulse width. The
capture time is usually much shorter than the emission time. We show the C-t curves
during emission as a function of 7 in Fig. 5.9(b). The capacitance at ¢ = ¢, is dependent
on the capture time and is given by

Ny — [Ny —nr(0 —ts/T,
c(h) = Co (1 N N "ZTA(, Mexp(—t/x )> (5.33)
‘ D
Equation (5.33) can be written as
Nr —nr(0 t
ACe = Clty) — Clty = 00) = %T()Co exp (—t—f> (5.34)
D c

with AC. shown on Fig. 5.9(b). Then #; can be extracted from Eq. (5.34) by writing it

as
N — 0 t

In(ACe) = In (N =nr@ oy 1 (5.35)
2ND T

A plot of In(AC,.) versus ¢y has a slope of —1/7. = —0,v;n and an intercept on

the In(AC,.) axis of In{[N;r —nr(0)]Cy/2Np}, obtained by varying the capture pulse
width during the capacitance transient measurement. In this manner the capture cross-
section is determined from capture, not emission. Since capture times are much shorter
than emission times, the instrumentation is more demanding. Modifications to capacitance
meters to accommodate the necessary narrow pulses are given in ref. 26. Sometimes one
obtains non-linear In(AC,) versus ¢; plots due to slow capture from carrier tails extend-
ing into the scr. Models to derive o, from these curves are frequently too imprecise
or involve complicated curve fitting routines, but are required for non-linear experimen-
tal data.?’

A variation on this method is not to measure the capacitance as a function of time,
but instead to keep the capacitance constant during the measurement through a feedback
circuit and measure the voltage required to keep the capacitance constant.”8-?° The data
analysis is similar and a plot of the voltage change AV required to keep the capacitance
constant shows the expected semi-logarithmic behavior.
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Equation (5.31) gives the capture time as . = (0, v;,7)”!. The actual trap filling pro-
cess is more complicated because not all traps empty during the emission process. Those
traps with energy levels below the Fermi level will tend to remain occupied by electrons
during the emission transient?® and do not capture electrons during the filling pulse. This
should be taken into account during the data analysis.

Capture—Minority Carriers: There are several methods to determine the capture
properties of minority carriers. One method is very similar to that of the previous section,
except that during the filling pulse the diode is forward biased. Various pulse widths are
used to determine the capture properties.?®39-3! Neglecting carrier emission, the capture
time constant during the filling pulse is given by Eq. (5.5) as

1
S — (5.36)
cyltl +Cpp

and the trap occupancy will be that of Eq. (5.30). It depends not only on n and p, but also
on ¢, and c¢,. The injected minority carrier density is varied by changing the injection level,
and both ¢, and ¢, can be determined.?® The narrow pulse widths (nanoseconds or lower)
necessary to fill the centers partially are a decided disadvantage. A more fundamental limit
is the turn-on time of junction diodes, because they do not turn on instantly following
a sharp pulse. The minority carrier density builds up in a time related to the minority
carrier lifetime. For the narrow pulses required for the capture measurements, it is very
likely that the minority carrier density does not reach its steady-state value.

In an alternate method, the traps are populated with minority carriers not with constant-
amplitude, varying-width bias pulses, but with constant-width, varying-amplitude pulses.
The diode is forward biased with a long pulse, around 1 ms, and then reverse biased. The
reverse-bias capacitance transient is observed. The minority carrier density is related to
the injection current.”® One must pay attention that minority carrier recombination with
majority carriers is not significant.

It is also possible to inject minority carriers optically in pn junctions or Schottky diodes.
We mention the method only briefly here and discuss it in more detail in Section 5.6.3.
Consider a reverse-biased pn junction or Schottky barrier diode. A light pulse with photon
energy hv > E is flashed on the device, creating electron-hole pairs in the scr and in
the quasi-neutral region. The minority carriers from the quasi-neutral region diffuse to
the reverse-biased space-charge region to be captured by traps. With the light turned off,
those captured minority carriers are emitted and detected as C-f or /-f transients. From
the transient one determines E7, o, and Np 32

5.4 CURRENT MEASUREMENTS

The carriers emitted from traps can be detected as a capacitance, a charge, or a
current>3373* We saw earlier that the capacitance is given by Eq. (5.16). As the
temperature changes, only the time constant changes; the initial capacitance step remains
constant. For transient current measurements, the integral of the /-t curve represents
the total charge emitted by the traps. For high temperatures, the time constant is short,
but the initial current is high. For low temperatures, the time constant increases and the
current decreases, but the area under the /-f curve remains constant. This makes current
measurements difficult at low temperatures. By combining C-t measurements at the lower
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temperatures with /-t measurements at the higher temperatures, it is possible to obtain
time constant data over ten orders of magnitude.’

Current measurements are more complicated because the current consists of emis-
sion current /,, displacement current I;, and junction leakage current /;. The emission
current is

W dn
I, =qA —d 5.37
e =4 ,/0 dr X ( )
The displacement current is’
Wdnr x
I; =qA ——d 5.38
a=4q fo o w (5.38)

The lower limit of the integral in Egs. (5.37) and (5.38) should have been the zero-biased
scr width. However, for simplicity we have set the lower limit to zero. With dn/dt ~
eant (Eq. (5.1)), dnr/dt = —e,nr (Eq. (5.4)), and electron emission dominating for the
reverse-biased diode of Fig. 5.4, we find

gAW (t)e,nr (1) qAWonr (1)
I)=——-"—"——""+1 = I
() > + 1L NSOV +1L (5.39)
using
2K;e,(Vpi =V 2Ke,(Vpi =V Wi
W(l) — sgo( b ) — 550( b ) — 0 (540)
q(Np —nr (1)) gNp(l —nr(t)/Np) /1—nr({t)/Np
For ny <« Np and using Eq. (5.8), the current becomes
AW, 0 —t
1) = qAW, nt(0) exp(—t/7.) L (5.41)

2t, 1 —(nr(0)/2Np) exp(—1/7.)

The interpretation of current measurements is more complex than capacitance mea-
surements because the /-t curve does not have a simple dependence on t,, i.e., T, appears
in the numerator and the denominator of Eq. (5.41). If the second term in the denominator
is small compared to unity for ny(0) < 2Np and may be neglected, the current exhibits
an exponential time dependence. The addition of the leakage current generally presents
no problems since it is constant unless it is sufficiently high to mask the current transient.
The instrumentation must be able to handle the large current transients during the pulse.
The amplifier should be non-saturable, or the large circuit transients must be eliminated
from the current transient of interest. A circuit with these properties is described in ref. 26.

Current transients do not allow a distinction between majority and minority carrier
emission. Another feature of current measurements is a shift of the peak to higher temper-
atures relative to capacitance for the same rate window because the current is inversely
proportional to the emission time constant (see Eq. (5.41)) while the capacitance is not.
This property causes the current to increase very rapidly with temperature, effectively
skewing the line shape toward higher temperatures.

Current measurements are preferred when it is difficult to make capacitance measure-
ments. For example, the low capacitance of small-geometry MOSFETs or MESFETs is
difficult to measure and the capacitance change is even smaller. In that case it is possible
to detect the presence of deep-level impurities by pulsing the gate voltage and monitoring



CHARGE MEASUREMENTS 269

Ip, Cg

0 150 300
T (K)

Fig. 5.10 Drain current /;, and gate capacitance C¢ transients of a 100 pm x 150 pwm gate MES-
FET. Reprinted with permission after Hawkins and Peaker. Ref. 38.

the drain current as a function of time, known as conductance or current DLTS. Consider
a MOSFET biased to some drain voltage and pulsed from accumulation to inversion, that
is, from “off” to “on”. Traps have captured majority carriers during the “off” state. A
space-charge region is created when the device is turned “on” and drain current flows. As
carriers are emitted from traps, the scr width and the threshold voltage change, causing a
time-dependent drain current.® In constant-resistance DLTS, the MOSFET conductance
is applied as an input signal to a feedback circuit, providing the voltage to compensate for
the charge loss from traps during emission.?® The mobility or transconductance need not
be known. This technique is similar to the constant capacitance DLTS as it compensates
for the emission of trapped carriers by adjusting the applied bias.

Current measurements work best in devices in which the channel can be totally
depleted. In a MESFET, for example, the gate is pulsed from zero to reverse bias, creating
a deep space-charge region. Electron or hole emission from traps changes the scr width
and is measured as a drain current change that can be detected with the gate voltage
held constant, or the gate voltage change can be detected with the current held constant
through a feedback circuit.’” Examples of MESFET drain current and capacitance data
are shown in Fig. 5.10.3 For these measurements it was necessary to use gate areas of
100 pm x 150 pm to obtain sufficiently large capacitances to be measurable.

Drain current measurements are relatively simple to implement, but they are more
difficult to interpret than capacitance measurements for trap density extraction because the
current is a change in drain current brought about by a changing scr width. Interpretation
of the data requires a knowledge of the mobility.>® This difficulty is circumvented by
holding the drain current constant, changing the gate voltage, and converting gate voltage
changes to current changes through the device transconductance.’®

5.5 CHARGE MEASUREMENTS

Carriers emitted from traps can be detected directly as a charge with the circuit of
Fig. 5.11. Switch S is closed to discharge the feedback capacitor Cr. At t = 0 the diode is
reverse biased, S is opened, and from Eq. (5.41), with the second term in the denominator
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Fig. 5.11 Circuit for charge transient measurements.

neglected, the current through the diode for > 0 is

qAW,

1) =" %07 (0) exp(—t/7.) + I (5.42)

With the input current into the op-amp approximately zero, the diode current must flow
through the Ry Cr feedback circuit, giving the output voltage

_ 9AWoRrn7(0) ) et e (L
Vo(t) = 2r — 1) (exp( tF) exp( re>>+IIRF(1 exp( tF))

(5.43)
where tp = RpCp. Choosing the feedback network such that 7 > t, reduces Eq. (5.43)
to
qAWonr (0) t nt
Vo)  ———— (1 — —— — 5.44
(1) 3Cr exp - + c, (5.44)

Charge transient measurements have been implemented with the relatively simple circuit
shown in Fig. 5.11.*° The integrator replaces the high-speed capacitance meter in C-t
measurements or the high-gain current amplifier in /- measurements. The output voltage
depends only on the total charge released during the measurement and is independent of
7,. Charge measurements can also be used for MOS capacitor characterization.*!

5.6 DEEP-LEVEL TRANSIENT SPECTROSCOPY (DLTS)

5.6.1 Conventional DLTS

The early C-t and [-t measurements and methods were developed by Sah and his
students.”>33 The initial implementation was time-consuming and tedious because the
measurements were single-shot measurements. The power of emission and capture tran-
sient analysis was only fully realized when automated data acquisition techniques were
adopted. The first of these was Lang’s dual-gated integrator or double boxcar approach
named deep-level transient spectroscopy (DLTS).42~43

Lang introduced the rate window concept to deep level impurity characterization. If the
C-t curve from a transient capacitance experiment is processed so that a selected decay
rate produces a maximum output, then a signal whose decay time changes monotonically
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with time reaches a peak when the rate passes through the rate window of a boxcar
averager or the frequency of a lock-in amplifier. When observing a repetitive C-¢ transient
through such a rate window while varying the decay time constant by varying the sample
temperature, a peak appears in the capacitance versus temperature plot. Such a plot is a
DLTS spectrum.**=* The technique, which is merely a method to extract a maximum in
a decaying waveform, applies to capacitance, current, and charge transients.

We explain DLTS using capacitance transients. Assume the C-t transient follows the
exponential time dependence

() = Co [1 O (—Lﬂ (5.45)

2N D Te
with 7, depending on temperature as

_exp((E, — Er)/KT)
B yn(TnT2

(5.46)

e

The time constant 7, decreases with increasing temperature, illustrated by the C-¢ curves
in Fig. 5.12(a).

The capacitance decay waveform is typically corrupted with noise, and the heart of
DLTS is the extraction of the signal from the noise in an automated manner. The technique
is a correlation technique, which is a signal-processing method with the input signal
multiplied by a reference signal, the weighting function w(#), and the product filtered

Capacitance at Various Temperatures

Temperature

0 1 1 8C=C(t) - C(1y)

(a) (b)

Fig. 5.12 Implementation of the rate window concept with a double boxcar integrator. The output
is the average difference of the capacitance amplitudes at sampling times #; and f,. Reprinted with
permission after Miller et al.**
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(averaged) by a linear filter. The properties of such a correlator depend strongly on
the weighting function and on the filtering method. The filter can be an integrator or a
low-pass filter. The correlator output is

R Gy (T nr(0) t
8C = 7[) fOw@)dr = 7/0 (1 =3, P <_Z>> w(r)dt (5.47)

where T is the period and we use Eq. (5.45) for f(¢).

Boxcar DLTS: Suppose that the C-t waveforms in Fig. 5.12(a) are sampled at times
t =1 and t = t, and that the capacitance at f, is subtracted from the capacitance at 7,
i.e., 5C = C(t;) — C(2). Such a difference signal is a standard output feature of a double
boxcar instrument. The temperature is slowly scanned while the device is repetitively
pulsed between zero and reverse bias. There is no difference between the capacitance at
the two sampling times for very slow or for very fast transients, corresponding to low
and high temperatures. A difference signal is generated when the time constant is on
the order of the gate separation #, — #;, and the capacitance difference passes through
a maximum as a function of temperature, as shown in Fig. 5.12(b). This is the DLTS
peak. The capacitance difference, or DLTS signal, is obtained from Eq. (5.47), using the
weighting function w(t) =6t — t;) — 8(t — t2), as

5C = C(ty) — Cly) = ”23\(;) Co (exp (—%) —exp (—i—‘)) (5.48)

where T = t;—t, in Eq. (5.47).
8C in Fig. 5.12(b) exhibits a maximum §Cp,x at temperature 7. Differentiating
Eq. (5.48) with respect to 7, and setting the result equal to zero gives T, max at §Cpax as

h—h
max = ———— 5.49
femax = /1) (549

Equation (5.49) is independent of the magnitude of the capacitance and the signal baseline
need not be known. By generating a series of C-t curves at different temperatures for
a given gate setting #; and #,, one value of 7, corresponding to a particular temperature
is generated, giving one datum point on a In(z,7T?) versus 1/T plot. The measurement
sequence is then repeated for another f; and #, gate setting for another point. In this
manner, a series of points are obtained to generate an Arrhenius plot. §C-¢ plots for #,/#
fixed, #; and #, varied are shown in Fig. 5.13. The effect of other #,, #, variations on §C-¢
plots is discussed in Exercise 5.2.

Example DLTS spectra of iron-doped Si are shown in Fig. 5.14.46 As discussed in
Chapter 7, iron forms Fe-B pairs in boron-doped p-type Si with a DLTS peak at around
T =50 K. When the sample is heated at 180—200°C for a few minutes, the Fe-B pairs
dissociate into interstitial iron and substitutional boron and the DLTS peak for the inter-
stitial Fe occurs around 7 = 250 K. After a few days the interstitial iron again forms
Fe-B pairs and the “7 = 50 K” peak returns as shown in Fig. 5.14. Example DLTS spec-
tra of Au-doped Si samples are shown in Fig. 5.15 showing both majority and minority
carrier peaks.*’ The opposite polarity peaks correspond to the schematic diagrams in
Fig. 5.8. The majority carrier peaks are measured with DLTS pulsed between zero and
reverse bias. The minority carrier peaks are determined by optical minority carrier injec-
tion, where above band gap light, incident on the semitransparent Schottky diode, creates
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Fig. 5.14 DLTS spectra for iron-contaminated Si wafer; “As-is”, after 180°C/30 s dissociation
anneal, and room temperature storage for 5 days. Data after ref. 46.
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Fig. 5.15 Majority and minority carrier DLTS peaks for a Au-doped Si sample. Adapted from
ref. 47.
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electron-hole pairs. The sampling or gate width should be relatively wide, because the
signal/noise ratio is proportional to the square root of the gate width.*> Equation (5.49)
then needs to be modified by changing #; to (#; + Af) and #, to (&, + At) where At is
the gate width.*

Exercise 5.2
Problem: What is the effect of varying the sampling times #; and #,?

Solution: The sampling times can be varied by: (1) #; fixed, f, varied (Fig. E5.2(a));
(2) t, fixed, t, varied (Fig. E5.2(b)); (3) 1/t fixed, #; and #, varied (Fig. 5.14). Method
(3) is best because the peaks shift with temperature with no curve shape change, making
peak location easier. Additionally In(#,/¢;) remains constant. For methods (1) and (2) the
peaks change both in size and in shape. Alternatively, one can vary f,-f; at a constant
temperature with #,/¢; constant. Then one would change the temperature and repeat to
generate an Arrhenius plot from a single temperature scan.
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Fig. E5.2 DLTS spectra for (a) #; fixed, #, varied, (b) #, fixed, #; varied. E. — E7; = 0.37 eV,
o = 1075 em?, Ny =5 x 102 em™3, E, — Erp =0.6 eV, 00 =5 x 1075 em?, Npp = 2 x 10'2
em™3, Co =49 x 1072F, Np = 10" cm™3.
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The DLTS signal does not give the capacitance step AC, of Fig. 5.5 (§Cpax < AC,),
and the impurity density cannot be determined from the DLTS signal using Eq. (5.17).
The impurity density, derived from the maximum capacitance 6 Cpyy of the §C-T curves,
is given by

_ 8Cmax 2Np exp{[r/(r — D]In(r)}  8Cax 2pr/=D
N 1—r T Cy 1-r

T Np (5.50)

where r = t,/t;. Equation (5.50) is derived from Egs. (5.48) and (5.49) with 6Cpax =
8C, assuming ny(0) = Np. For r =2, a common ratio, Ny = —8Np8Cpax/Co, and for
r =10, Ny = —2.87Np8Cpnax/C,. The minus sign accounts for the fact that §C < 0O for
majority carrier traps.

Well-maintained DLTS systems can detect §Cpax/Co = 107> to 1074, allowing trap
densities on the order of (107> to 10™*)Np to be determined. High-sensitivity bridges
allow measurements as low as §Cpax/Co &~ 107049 Capacitance meters often have res-
ponse times of 1 to 10 ms and should be modified to allow faster transients to be measured.
In addition, difficulties arise from overloads during device pulsing. Overload recovery
delays are avoided by installing a fast relay that grounds the input of the amplifier during
the pulse, deactivating the internal overload detection circuitry.>

Several refinements of the basic boxcar DLTS technique have been implemented. In the
Double-Correlation DLTS (D-DLTS) method, pulses of two different amplitudes are used
instead of the one-amplitude pulse of the basic technique. However, D-DLTS retains the
conventional DLTS rate window concepts as shown in Fig. 5.16.>! The weighting function
gives the signal

[C'(t) — C(t)] = [C'() — C()] = AC(1) — AC(1) (5.51)

In the first correlation the transient capacitances after the two pulses are related to form
the differences AC(t;) and AC(t,) at corresponding delay times after each pulse shown
in Fig. 5.16. In a second step, the correlation [AC(t;) — AC(t;)] is performed as in
conventional DLTS to resolve the time constant spectrum during the temperature scan. The

Bias Voltage

Capacitance

Time

Fig. 5.16 Bias pulses and capacitance transients for double correlation DLTS. Reprinted with per-
mission after Lefévre and Schulz.”!
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measurement requires either a four-channel boxcar integrator or an external modification
to a two-channel boxcar integrator.>

This added complexity sets an observation window within the space-charge region,
allowing the impurities within this spatial window to be detected. By setting the window
well within the scr, away from the quasi-neutral region scr edge, all traps are well above the
Fermi level, and the capacitance transient is due to emission only. Traps near the Fermi
level are excluded from the measurement and all traps within the window experience
approximately the same electric field. Trap density profiles are obtained by varying the
observation window or by changing the pulse amplitudes or the dc reverse bias.

Constant Capacitance DLTS: In Constant Capacitance DLTS (CC-DLTS) the capac-
itance is held constant during the carrier emission measurement by dynamically varying
the applied voltage during the transient through a feedback path.?%-33-3% Miller pioneered
the feedback method and applied it originally to carrier density profiling.>> Just as the
transient capacitance contains the trap information in the constant voltage method, so the
time-varying voltage contains the trap information in the constant capacitance method.
The approximate capacitance transient expression in Eq. (5.15) is valid for Ny <« Np.
For N7 > 0.1Np large changes occur in W and the C-t signal becomes non-exponential.
Equation (5.14), which does not have this limitation, gives

qKse,A

V=-—u—
2C?

<ND —nr(0) exp (—IL)) + Vi (5.52)

e

valid for arbitrary Ny because the scr width is held constant and the resulting voltage
change is directly proportional to the change in scr charge.

Equation (5.52) shows the V-t response to be exponential in time. Sometimes a non-
exponential portion to the V-t curve occurs near t =0, e.g., by carrier capture even
during the emission phase of the measurement. The majority carrier density does not drop
abruptly to zero at the scr edge but tails into the scr, and electron emission competes with
electron capture in that tail region. Electron capture dominates at the scr edge and most
of the traps remain filled with electrons, leading to a non-exponential V-t curve.>

One of the limitations of CC-DLTS is the slower circuit response due to the feedback
circuits. An early implementation was limited to transients with time constants on the
order of a second,” that was reduced to about 10 ms for the same meter by using double
feedback amplifiers.® The response time was later further reduced and the sensitivity
increased.”® However, feedback circuitry generally degrades the sensitivity of CC-DLTS
compared to Constant Voltage DLTS (CV-DLTS). CC-DLTS is well suited for trap density
depth profiling.®0 It has also been used for interface trapped charge measurements due
to its high-energy resolution, and it permits more accurate DLTS measurements of defect
profiles for high trap densities. Further refinements are possible by combining D-DLTS
with CC-DLTS.*!

Lock-in Amplifier DLTS: Lock-in amplifier DLTS is attractive because lock-in ampli-
fiers are more standard lab instruments than boxcar integrators,®? and they have a better
signal/noise ratio than boxcar DLTS.® Lock-in amplifiers use a square wave weighting
function whose period is set by the frequency of the lock-in amplifier. A DLTS peak is
observed when this frequency bears the proper relationship to the emission time constant.
A lock-in amplifier can be thought of as a one-component Fourier analyzer to analyze
a repetitive signal. The weighting function resembles that of a boxcar integrator but is
wider, increasing the signal/noise ratio but also posing an overload problem.
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The device junction capacitance is very high during the forward-biased phase and tends
to overload the relatively slow (response time ~1 ms unless modified) capacitance meter.
A lock-in amplifier is very sensitive to the meter transient and overloads easily since its
square wave weighting function has unit amplitude at all times. The boxcar does not have
this problem because the first sampling window is delayed past the initial transient. The
lock-in amplifier sensitivity to overloads can be reduced by preceding the weighting func-
tion by a narrow-band filter. This leads to an approximate sinusoidal weighting function.
A better solution is to gate off the first 1 to 2 ms of the capacitance meter output, elim-
inating the overloading problems.*3:%* The analysis of the lock-in amplifier signal must
include this gate-off time. The gate-off time also affects the base line which may become
non-zero after the signal is suppressed part of the time.®> The phase setting also affects
the signal.®® Details of three basic modes of lock-in DLTS operation and the relevant
precautions to observe are discussed in ref. 48. Choosing a gate-off time that is always
the same fraction of the repetition rate avoids problems of erroneous DLTS peaks.®’

The details of a lock-in amplifier-based DLTS system are given by Rohatgi et al.** For
the weighting function w(t) =0 for 0 <t < t5, wt)=1fort; <t <T/2, w(t) = —1
for T/2 <t < (T —t;), and w(¢) =0 for (T —t;) <t < T, the output from the lock-in
amplifier is®?

0) 7, t T —2t;\ 77
5C = _MT_ exp __d 1— exp| — d (553)
Np T Te 2z,

where G is the lock-in amplifier and capacitance meter gain, 7 is the pulse period,
and the delay time 7, is the interval between the end of the bias pulse and the end of
the holding interval. Equation (5.53) exhibits a maximum, similar to that of Eq. (5.48).
Differentiating Eq. (5.53) with respect to 7, and setting the result equal to zero allows
T..max t0 be determined from the transcendental equation

1 T —t T — 2t
1+ —4 = (1 + "’)exp (— ") (5.54)

Te.max Te,max 2Te,max

For a typical delay time of t; = 0.17, T, max = 0.44T. A In(z,T?%) versus 1/T plot is
generated as described in the previous section once pairs of t, and 7" are known. The
trap density, derived from Egs. (5.53) and (5.54) for §C = §Cpax under the assumption
that n7(0) = Ny and t; = 0.17, is given by

_ 8(SCmax ND

N .
r Co G

(5.55)

Instead of holding the lock-in frequency constant and varying the sample temperature,
it is also possible to keep the temperature constant and vary the frequency.%®

Correlation DLTS: Correlation DLTS is based on optimum filter theory, which states
that the optimum weighting function of an unknown signal corrupted by white noise has
the form of the noise-free signal itself. This can be implemented in DLTS by multiplying
the exponential capacitance or current waveforms by a repetitive decaying exponential
generated with an RC function generator and integrating the product.5®

Correlation DLTS has a higher signal/noise ratio than either boxcar or lock-in DLTS.®
Since the small capacitance transient rides on a dc background, it is not sufficient to use a
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simple exponential because the weighting function and baseline restoration are required.”
The method has not found much application, but it has been used to study impurities in
high-purity germanium.”!

Isothermal DLTS: In the isothermal DLTS method, the sample temperature is held
constant and the sampling time is varied.”> The technique is also based on Eq. (5.45),

repeated here
n7(0) t
Ci)=Cy [1 - ( N, )exp <__te>j| (5.56)

Differentiating this expression and multiplying by time #, gives

tdcm 1 nr(0)
dt T, 2Np

Cpexp (—L> (5.57)

Te

The function t dC(t)/dt plotted versus ¢ has a maximum value (n7(0)Cy/2Np)(1/e) at
t = 1,. Generating a series of 1t dC(t)/dt versus t plots at several constant temperatures
allows an Arrhenius plot of In(z,7?) versus 1/ T, similar to a conventional DLTS plot. The
chief difference is the constancy of the temperature during the measurement, easing the
requirements on the temperature control/measurement. Instead, the measurement difficulty
shifts to the time domain, where C(#) measurements have to be made over a wide time
range, requiring fast capacitance meters. Differentiating may introduce additional “noise”
into the data. A plot of 1 dC(t)/dt versus ¢t for the same data as Fig. 5.13, is shown in
Fig. 5.17. Note the close correspondence between the temperature dependence and the
time dependence of the capacitance signal.

Computer DLTS: Computer DLTS refers to DLTS systems in which the capacitance
waveform is digitized and stored electronically for further data management.”> One tem-
perature sweep of the sample is sufficient since the entire C-t curve is obtained at each
of a number of different temperatures. It is readily established whether the signal is expo-
nential; this is not possible with the boxcar or lock-in methods since those methods only
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Fig. 5.17 DLTS spectra for T fixed, t varied. E. — E7; = 0.37 eV, 0,y = 107 cm?, Np; =5 x
102 cm™3, E.—Emn=06eV, 0no,=5x10"" cm? Np=2x102% cm™3, Cy=49
x 1072F, Np = 10 ecm™3.
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give maxima at selected temperatures but lose the waveform itself. Various signal pro-
cessing functions can be applied to the C-¢ data: fast Fourier transforms, the method of
moments to analyze simple and multiple exponential decays,’*~7® Laplace transform,”’
spectroscopic line fitting,”® the covariance method of linear predictive modeling,”® linear
regression,®® and an algorithm allowing the separation of closely spaced peaks.®' One
implementation uses a pseudo logarithmic sample storage scheme allowing 11 different
sampling rates and 3—5 decades of time constants to be taken, that can separate closely
spaced deep levels, where conventional DLTS fails.??

Laplace DLTS: There are two broad DLTS categories: analog and digital signal pro-
cessing. Analog signal processing is done in real time as the sample temperature is ramped,
choosing only one or two decay components at a time with filters producing an output
proportional to the signal within a particular time constant range, by multiplying the
capacitance meter output signal by a time-dependent weighting function. Digital schemes
digitize the analog transient output of the capacitance meter and averaging many digi-
tized transients to reduce the noise level. The time constant resolution of conventional
DLTS is too poor for studying fine structure in the emission process due to the filter
rather than thermal broadening. Even a perfect defect produces a broad line on the DLTS
spectrum due to instrumental effects. Any emission time constant variation results in addi-
tional peak broadening. Some improvement in resolution is possible by changing the filter
characteristic.”’

A common approach to the quantitative description of non-exponential behavior in
the capacitance transients is to assume that they are characterized by a spectrum of
emission rates

f@) = /oo F(s)e™*"ds (5.58)
0

where f(¢) is the recorded transient and F(s) is the spectral density function.”” For sim-
plicity, this spectrum is sometimes represented by a Gaussian distribution overlaying the
logarithmic emission rate scale. In this way it is possible to describe the non-exponential
transient in terms of broadening of the emission activation energy.

A mathematical representation of the capacitance transients given by Eq. (5.58) is the
Laplace transform of the true spectral function F(s). To find a real spectrum of the emis-
sion rates in the transient it is necessary to use an algorithm that effectively performs an
inverse Laplace transform for the function f(¢), yielding a spectrum of delta-like peaks for
multi-, mono-exponential transients, or a broad spectrum with no fine structure for contin-
uous distribution. It is not necessary to make any a priori assumptions about the functional
shape of the spectrum, except that all decays are exponential in the same direction.

Laplace DLTS (L-DLTS) gives an intensity output as a function of emission rate. The
area under each peak is directly related to the initial trap concentration. The measurement
is carried out at a fixed temperature, and several thousand capacitance transients are cap-
tured and averaged. L-DLTS can provide an order of magnitude higher energy resolution
than conventional DLTS techniques, provided a good signal-to-noise ratio exists. In prac-
tice this limits the application to cases where the defect density is 5 x 107 to 5 x 1072 of
the shallow donor or acceptor density. Given these limitations, L-DLTS enables a range
of measurements which are not practical in other systems. It is very important to reduce
all noise contributions. For example, it is very important to use very stable power supplies
and pulse generators.

An obvious application of L-DLTS is to separate states with very similar emission rates.
The poor resolution of conventional DLTS has resulted in considerable confusion over
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Fig. 5.18 (a) DLTS and (b) Laplace DLTS spectra of hydrogenated silicon containing gold. The
DLTS peak is attributed to electron emission from the gold acceptor and gold-hydrogen levels. The
Laplace spectrum clearly separates the gold-acceptor level and the gold-hydrogen. Adapted from
Deixler et al.®

the “identity” of particular DLTS fingerprints. Using conventional DLTS, it is sometimes
possible to separate states with very similar emission rates, provided they have different
activation energies, by conducting the DLTS experiment over a very wide range of rate
windows. An example is shown in Fig. 5.18. Figure 5.18(a) gives a conventional DLTS
peak of gold in Si. This sample was hydrogen annealed and there should be a hydrogen-
gold peak, which is not obvious, however. The L-DLTS spectrum, which is a plot of
spectral density function versus emission rate, in Fig. 5.18(b) clearly shows two distinct
peaks.®? Knowing the emission rate allows the energy level to be determined.

Laplace DLTS has been used for Pt-doped Si, EL2 in GaAs, and DX defects in AlGaAs,
GaSb, GaAsP, and §-doped GaAs.3* In each case the standard DLTS gave featureless
peaks while the Laplace DLTS spectra revealed the fine structure in the thermal emission
process.

5.6.2 Interface Trapped Charge DLTS

The instrumentation for interface trapped charge DLTS is identical to that for bulk deep-
level DLTS. However, the data interpretation is different because interface traps are
continuously distributed in energy through the band gap, whereas bulk traps have discrete
energy levels. We illustrate the interface trapped charge majority carrier DLTS concept
for the MOS capacitor (MOS-C) in Fig. 5.19(a). For a positive gate voltage electrons
are captured and most interface traps are occupied by majority electrons for n-substrates
(Fig. 5.19(b)). A negative gate voltage drives the device into deep depletion, and elec-
trons are emitted from interface traps (Fig. 5.19(c)). The emitted electrons give rise to
a capacitance, current, or charge transient. Although electrons are emitted over a broad
energy spectrum, emission from interface traps in the upper half of the band gap dom-
inates. DLTS is very sensitive, allowing interface trap density determination in the mid
10° cm2eV ™! range.

Interface trap characterization by DLTS was first implemented with MOSFETs.% MOS-
FETs, being three-terminal devices, have an advantage over MOS capacitors (MOS-Cs).
By reverse biasing the source/drain and pulsing the gate, majority electrons are captured
and emitted without interference from minority holes that are collected by the source-drain.
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Fig. 5.19 (a) Majority carrier capture and (b) majority carrier emission from interface traps.

This allows interface trap majority carrier characterization in the upper half of the band
gap. With the source-drain forward biased, an inversion layer forms, allowing interface
traps to be filled with minority holes. Minority carrier characterization is then possible
and the lower half of the band gap can be explored. This is not possible with MOS-Cs
because there is no minority carrier source. When an inversion layer does form through
thermal ehp generation, especially at higher temperatures and at high ehp generation rates,
it can interfere with majority carrier trap DLTS measurements.

MOS capacitors are, nevertheless, used for interface trap characterization.
Unlike the conductance technique discussed in Chapter 6, DLTS measurements are
independent of surface potential fluctuations. The derivation of the capacitance expression
is more complex for MOS-Cs than it is for diodes. We quote the main results whose
derivations can be found in Johnson®* and Yamasaki et al.}” For ¢*>D;, = C;; < C,y and
8C = Cpyp(t1) — Cpp(t2) K Cpy

53,8687

Cgf i -1/, —t1/7.
6C = W Dj (e —e V) dE;, (5.59)
s€o ox J—oo
where
e Ec—Ei)/ kT

E;; is the energy of the interface traps. The maximum emission time iS T, max = (f2 —
1)/ In(t2/t;) from Eq. (5.49). In conjunction with Eq. (5.60) where 7, m.x corresponds to
Ei: max> we find, when the electron capture cross-section is not a strong function of energy,

ynalsz(tZ - tl))

5.61
In(t2/1) ©-oD

Eit,max =E.—kTIn <
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where Ej; max 1S sharply peaked. If D;, varies slowly in the energy range of several kT
around Ej; max, it can be considered reasonably constant and can be taken outside the
integral of Eq. (5.59). The remaining integral becomes

o0
/ (e — ™Y dE;, = —kT In(t2/ 1)) (5.62)

o0
allowing Eq. (5.59) to be written as

3

5C ~ ikTDi, In(t/11) (5.63)
ngoNDCox

From Eq. (5.63) the interface trap density is

ngvNDch

Di == e
kTC}, In(r2/11)

(5.64)

determined from electrons emitted from interface traps in time (f, — #;) in the energy
interval AE = kT In(t,/t,) at energy Ei; max. A plot of D;, versus E; is constructed by
varying t; and f,. For each #,t, combination, an E;, is obtained from Eq. (5.60) and a
D;; from Eq. (5.64). If the sample contains bulk as well as interface traps, it is possible
to differentiate bulk traps from interface traps by the shape and the peak temperature of
the DLTS plot.%

For the constant capacitance DLTS technique an equation analogous to Eq. (5.64) is>*

COX

— % AV, 5.65
gkTAln(t/t) ¢ (5.65)

D;,

where A is the device area and AV is the gate voltage change required to keep the
capacitance constant. Equation (5.65) is easier to use than (5.64) because neither the
high-frequency capacitance nor the doping density need be known. Figure 5.20 shows
the interface trap distribution for n-Si, with D;, measured by the quasi-static and the
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Fig. 5.20 Interface trapped charge density for n-Si measured by the CC-DLTS and quasi-static
methods. Reprinted with permission after Johnson et al. Ref. 88.
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CC-DLTS technique.®® The discrepancy between the two curves may be due to the
assumption of constant capture cross-sections in the DLTS analysis.

MOS capacitors can also be measured by the current DLTS method. Using the small
pulse method,® in which pulses of tens of millivolts are used, both interface trap density
and capture cross-sections can be measured.”® Small filling pulses are applied as the
quiescent bias is scanned at constant temperature and constant rate window. As the Fermi
level scans the band gap, a DLTS peak is observed when 7, in a small energy region around
the Fermi level matches the rate window. Varying the rate window or the temperature
gives the interface trap distribution.

5.6.3 Optical and Scanning DLTS

Optical DLTS comes in various implementations. Light can be used (1) to determine
optical properties of traps, such as optical capture cross-sections, (2) to create electron-
hole pairs for minority carrier injection, and (3) to create ehps in semi-insulating materials,
where electrical injection is difficult. Light does two basic things: it imparts energy to a
trapped carrier, causing its emission from a trap to the conduction or to the valence band,
and it changes n and/or p by creating ehps, thereby changing the capture properties of
the center. An electron beam in a scanning electron microscope also creates ehps and can
be used for DLTS measurements.

Optical Emission: For conventional majority carrier emission, a Schottky diode on
an n-type substrate is zero biased and traps are filled with electrons at low temperatures.
Instead of raising the temperature and detecting the capacitance or current transient due to
thermal emission, the sample is held at a sufficiently low temperature for negligible ther-
mal emission. Light is shone on the sample provided with a transparent or semitransparent
contact. For hv < (E,. — E7) there is no band gap optical absorption. For hv > E. — Ep
photons excite electrons from the traps into the conduction band. Equation (5.8) holds, but
the emission rate e, becomes ¢, + ¢,°, where ¢, is the optical emission rate ¢,° = 0,,° P,
with 0,,° the optical capture cross-section and & the photon flux density. The trap density
is obtained from the capacitance step just as it is during thermal emission measurements.
The light is used in these experiments to determine optical trap properties, such as the
optical cross-section, using either capacitance or current transients.30:1 %3

It is possible to determine the multiplicity of charge states by varying the energy of
the incident light. For a center with two donor levels, for example, one increases the light
energy to excite electrons from the upper level into the conduction band, detected by a
capacitance change. Increasing the energy further leaves the capacitance unchanged, pro-
vided all electrons have been excited out of that level, until the energy is sufficient to excite
electrons from the second level into the conduction band, giving a second capacitance
rise. This has been used to determine the double-donor nature of sulfur in silicon.”*

In the two-wavelength method, a steady-state, above band gap background light creates
a steady-state population of holes on traps below the Fermi level and of electrons on traps
above the Fermi level. A variable-energy probe light excites carriers from the traps into
either of the bands while the junction is pulsed electrically,”> or ehps are generated
optically by above band-gap light.®® Both electrons and holes can be captured by traps in
the scr. When the light is turned off, the carriers are thermally emitted. In this method,
the light merely generates ehps; the transient is due to thermal emission. Other optical
techniques were mentioned earlier when we discussed the use of light to generate ehps
for the measurement of the minority carrier capture cross-sections.?%-32
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Photoinduced Current Transient Spectroscopy: The optical techniques of the previous
section supplement electrical measurements. Although the measurements can generally
be done electrically, the optical input makes the measurement easier (minority carrier
generation) or gives additional information (optical cross-section). But purely electrical
measurements are difficult in high-resistivity or semi-insulating substrates, e.g., GaAs and
InP. Optical inputs can then be a decided advantage and in some cases are the only way
to obtain information of deep level impurities.

In the photoinduced current transient spectroscopy (PITS or PICTS) method the current
is measured as a function of time. The sample is provided with a top semitransparent
ohmic contact. Capacitance cannot be measured because the substrate resistance is too
high. During the PITS measurement light is pulsed on the sample, and the photocurrent
rises to a steady-state value. The light pulse can have above band-gap or below band-gap
energy.’’” The photocurrent transient at the end of the light pulse consists of a rapid drop
followed by a slower decay. The initial rapid drop is due to ehp recombination and the
slow decay is due to carrier emission. The slow current transient can be analyzed by
DLTS rate window methods.”® It is sometimes possible to determine whether the level is
an electron or a hole trap by measuring the peak height as the bias polarity is changed.
However, this identification is not as simple as it is for capacitance transients.

For electron traps and sufficient light intensity to saturate the photocurrent, the transient
current is”

CN
s = —*

exp(—t/t.) (5.66)

e

where C is a constant [see Eq. (5.42)]. When plotted against temperature, 5/ exhibits a
maximum for ¢ = 7, as determined by differentiating Eq. (5.66) with respect to tempera-

ture,
d(dI) _ KNr

dr,
T - o (t—7) eXP(—I/Te)ﬁ (5.67)

e

and setting Eq. (5.67) equal to zero.

PITS is not well suited for trap density determination, and the reliability of information
extracted from the data for trap identification falls off as the trap energy approaches the
intrinsic Fermi level.!%® Additional complications occur when carriers emitted from traps
recombine. The recombination lifetime for semi-insulating materials is usually quite low.
In addition, emitted carriers can be retrapped. All of these effects make the method difficult
to use.'® Unfortunately, there are few techniques other than PITS to characterize such
materials.

Scanning DLTS: Scanning DLTS (S-DLTS) uses a scanning electron microscope elec-
tron beam as the excitation source. The high spatial resolution—in the micron range—is
its main advantage, but also one of its disadvantages because such a small sampling area
produces very small DLTS signals. For conventional DLTS the diode diameter is typi-
cally in the 0.5 to 1 mm range, and the entire area is active during the measurement. For
S-DLTS the diode diameter is similar, giving rise to a large steady-state capacitance. But
the emission-active area, defined by the electron beam diameter, can be much smaller and
gives very small capacitance changes. The original S-DLTS used current DLTS because
it can be more sensitive than capacitance DLTS.!”! Equation (5.41) shows the current to
be inversely proportional to the emission time constant. As 7T increases, 7, decreases,
and hence I increases. Later developments of an extremely sensitive capacitance meter
with 107® pF sensitivity, consisting of a resonance-tuned LC bridge at 28 MHz with
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permanent slow automatic zero balance to ensure operation in a tuned state at all times,
allowed capacitance DLTS measurements.'> Quantitative measurements are difficult to
implement in S-DLTS,'" but one can map a distribution of a particular impurity by
scanning the device area, choosing an appropriate temperature and rate window. A few
hundred impurity atoms per scanning point have been detected.'®*

5.6.4 Precautions

Leakage Current: Several measurement precautions have already been mentioned
throughout this chapter. Here we point out a few more. Devices sometimes exhibit high
reverse-bias leakage currents. During DLTS measurements of leaky MOS capacitors, the
DLTS peak amplitude decreases much more strongly with slower rate windows than
expected. This was attributed to competition between carrier capture due to leakage current
and thermal emission. The thermal emission rate then becomes an apparent rate given by

€n,app = €n + cpn (568)

We can write the leakage current density as

gnvc,  qnvc,  qnc,
Jeak = qnv = = ~ (5.69)
Cn OnVUth On
assuming v & vy;,. Substituting Eq. (5.69) into Eq. (5.68) gives
Jea Un
€n,app = €n + ek (570)
q
If we assume the leakage current to be of the form'®
Jiear = qA*T?e F4/MT (5.71)

then Eq. (5.28) becomes

g exp(E. — Ep)/kT) 572
0uva(l — (A*/y) exp(Ec — Er — Ex)/KT))

If Eq. (5.72) applies, errors in the trap energy and capture cross-section extracted from an
Arrhenius plot will result.!% For leaky diodes, an experimental system with two diodes,
having similar C—V and -V characteristics, is driven 180° out of phase.!%

Series Resistance: Another device anomaly that can affect the DLTS response is the
device series resistance and parallel conductance. A pn or Schottky diode consisting of
junction capacitance C, junction conductance G, and series resistance ry in Fig. 5.21(a).
Capacitance meters assume the device to be represented by either the parallel equivalent
circuit in Fig. 5.21(b) or the series equivalent circuit in Fig. 5.21(c). Cp and Cg can be
written as

C C G\
Cp = ~ cs=c1+(—= 5.73
P 0416+ (0,0 T 1+ (0r, 0 ° ( * <wc> ) 673
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Gp Cp Cs

(a) (b) (c)

Fig. 5.21 (a) Actual circuit, (b) parallel equivalent circuit, and (c) series equivalent circuit for a pn
or Schottky diode.

where w = 2n f and the “r;G” term in the denominator was neglected in the approximate
expression.
A DLTS measurement records the change in capacitance given by

AC ( 2(wr;C)? ) ( G )2
ACp = 1— ‘ACs=AC[1-(—= (5.74)
1+ (wryC)? 1 + (wryC)? C

where ACp depends on r; and ACg dependson G. Forry =0and G =0, ACp = ACy =
AC. However, as r; increases, ACp decreases. ACp and the DLTS signal can become
zero and even reverse sign and majority carrier traps can be mistaken for minority carrier
traps.’®197 Similarly, as G increases, ACs decreases and can also become negative.

If series resistance is anticipated to be a problem, one can insert additional external
resistance into the circuit and check for sign reversal.!®® If sign reversal is not observed,
there is a good chance that it has already taken place without any additional external
resistance, and the measured data must be carefully evaluated. Occasionally an additional
capacitance is introduced by an oxide layer at the back of the sample, which can also
lead to DLTS signal reversal.!?’ Series resistance is not a particular problem for current
DLTS because it is essentially a dc measurement, not requiring the high probe frequency
of capacitance DLTS.

Instrumentation Considerations: The temperature of the sample has to be precisely
controlled and measured for precise energy level extraction. Temperature control and
measurement to 0.1 K is desirable. That is not always easy to do, since the thermocouple
or diode used for temperature measurements is usually located in a heat sink block away
from the sample under test. The capacitance meter should be sufficiently fast to be able
to follow the smallest transient of interest. For some instruments it is necessary to block
the large capacitance during the filling pulse to prevent instrument overload. A good
discussion of instrument considerations is given in ref. 43.

Incomplete Trap Filling: We have assumed that all traps fill with majority carriers
during the capture time and emit majority carriers during the emission time. That is only
an assumption as illustrated with the band diagram in Fig. 5.22.!'° For the zero-biased
device in Fig. 5.22(a), traps within W; do not fill because they are above the Fermi level;
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Fig. 5.22 Band diagram for a Schottky diode on an n-substrate. (a) Diode at zero bias during the
filling phase, (b) immediately after the reverse bias pulse, (c) steady-state reverse bias.

(c)

those traps to the right of W, but near W, fill more slowly than those further to the right
because the electron density tails off. Consequently, for narrow filling pulses, not all traps
to the right of W; become occupied by electrons. When the bias switches to reverse bias,
Fig. 5.22(b), electrons are emitted. However, those traps within A do not emit electrons
because they are below the Fermi level (Fig. 5.22(c)), where W, is the final scr width and

X is given by®
2K.e,(Ep — E
A= M (5.75)
q°Np

Only those traps within (W-W;-1) participate during the DLTS measurement.'!! W,
is almost always neglected; frequently A is neglected too. When A is not neglected, the
capacitance step AC, of Eq. (5.17) becomes*-!12

)
AC, = N, Cof(W) (5.76)




288 DEFECTS

where
@r/w(v)HA —C(V)/C0)

1 —[C(V)/CO)]

fW)=1- (5.77)

C(0) and C(V) are the capacitances at voltages zero and V, respectively. If the edge
region can be neglected, f(W) becomes unity. However, with f(W) < 1, neglecting the
edge region can introduce appreciable error.'3

Blackbody Radiation: The usual assumption is that the device is in the dark during
DLTS measurements. This is true if the device is encapsulated with the case at the mea-
surement temperature. If, however, the device is in wafer form and it “sees” a part of the
dewar at a temperature higher than the measurement temperature, e.g., room temperature,
it is possible for photons in the blackbody radiation spectrum to cause optical emission
to add to thermal emission and give erroneous activation energies. If this is a concern, it
is experienced at low temperatures and at low scanning rates.''*

5.7 THERMALLY STIMULATED CAPACITANCE AND CURRENT

Thermally stimulated capacitance (TSCAP) and current (TSC) measurements were pop-
ular before DLTS. The techniques were originally used for insulators and later adapted to
lower resistivity semiconductors when it was recognized that the reverse-biased scr is a
region of high resistance.!’> During the measurement the device is cooled and the traps
are filled with majority carriers at zero bias or traps can be filled with minority carriers by
optical injection or by forward biasing a pn junction. Then the device is reverse biased,
heated at a constant rate, and the steady-state capacitance or current is measured as a
function of temperature. Capacitance steps or current peaks are observed as traps emit
their carriers, shown in Fig. 5.23.

The temperature of the TSC peak or the midpoint of the TSCAP step 7,, is related to
the activation energy AE = E. — Er or AE = E; — E, by!!°

o kT
AE = kT, In (Vim) (5.78)
B(AE + 2kT,)

§ Minority Carrier g
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Fig. 5.23 Schematic of (a) TSCAP and (b) TSC for a sample with a majority carrier trap of density
N7 and a shallower minority carrier trap of density 2Nr. The current increase at higher temperatures
is due to thermally generated current. Reprinted with permission after Lang. Ref. 45.
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Fig. 5.24 DLTS and TSC data for high resistivity silicon. Reprinted from ref. 117 with kind per-
mission from Elsevier Science-NL, Burgerhartsraat 2S, 1055 KV Amsterdam, The Netherlands.

For p-type samples the subscript n should be replaced by p. The trap density is obtained
from the area under the TSC curve or from the step height of the TSCAP curve.

The equipment is simpler than that for DLTS, but the information obtained from TSC
and TSCAP is more limited and more difficult to interpret. The thermally stimulated tech-
niques allow a quick sweep of the sample to survey the entire range of traps in a sample
and work well for Ny > 0.1Np and AE > 0.3 eV. The TSC peaks depend on the heating
rate, but the TSCAP steps do not. TSC is influenced by leakage currents. TSCAP allows
discrimination between minority and majority carrier traps by the sign of the capacitance
change as indicated in Fig. 5.23(a); TSC does not. Thermally stimulated measurements
have been largely replaced with DLTS. However, in high-resistivity materials, where it
is difficult to make DLTS measurements, TSC can be used. An example is shown in
Fig. 5.24 where both DLTS and TSC were used to determine the energy levels in high
resistivity Si.'!” The defect energy levels extracted from the data agree quite well between
the two methods.

5.8 POSITRON ANNIHILATION SPECTROSCOPY (PAS)

Positron annihilation spectroscopy (PAS) is the spectroscopy of gamma (y) rays emerg-
ing from the annihilation of positrons and electrons. It can be used to examine defects in
semiconductors without any special test structures, is independent of the sample conduc-
tivity, and is non-destructive.''® Before discussing PAS, we will briefly describe positrons,
since they are rarely mentioned in semiconductor books. A positron is similar to an elec-
tron. Its mass is the same as that of an electron and its charge is the same magnitude
but of opposite sign to that of an electron. The positron was predicted by Dirac in 1928
and was observed experimentally in 1932 by Anderson during cosmic ray cloud chamber
experiments. Positrons diffusing through matter may be captured at certain trapping sites
and the character and the density of these lattice defects can be investigated.

An excellent discussion of PAS is given by Krause-Rehberg and Leipner.''® The energy
and momentum conservation during the annihilation of electrons with positrons can be
used to study solids because the annihilation parameters are sensitive to lattice imper-
fections. The positron may be trapped in crystal defects, based on the formation of an
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Fig. 5.25 Schematic illustration of positron annihilation showing positron creation, positron-
electron annihilation, y ray emission and the three main experimental techniques for PAS.

attractive potential at open-volume defects, such as vacancies, vacancy agglomerates, and
dislocations. When a positron is trapped in an open-volume defect, the annihilation param-
eters are changed in a characteristic way. Its lifetime increases due to the lower electron
density. Momentum conservation leads to a small angular spread of the collinear y-quanta
or a Doppler shift of the annihilation energy. Most positron lifetimes for the important
semiconductors and lifetimes for various vacancy-type defects have been experimentally
determined. Neutral and negative vacancy-type defects, as well as negative ions, are the
dominant positron traps in semiconductors. Temperature-dependent lifetime measurements
may distinguish between both defect types.

Positrons are most commonly produced during nuclear decay, when a proton of proton
rich nuclei decays into a neutron with the emission of a positron and a neutrino. For
example | Na*?* — o Ne?? + positron + neutrino. The Na?? isotope has a half life of 2.6
years and emits a 1.27 MeV y ray within 10 ps of emitting a positron. This y ray is
used in lifetime spectroscopy measurements. Radioactive decay positrons possess a wide
energy range. To produce a monochromatic positron beam for PAS from such a broad
spectrum, the positrons pass through a moderator, e.g., W, Ni, and Mo. The positron
energy is typically k7T =~ 25 meV after moderation.

A positron is a stable particle by itself, but when it is combined with an electron, the
two annihilate each other with the mass of the positron-electron pair converted into energy,
i.e., gamma rays, as illustrated in Fig. 5.25. The released energy is twice the electron rest
mass energy 2mc> =2 x 8.19 x 1074 J =2 x 5.11 x 10° eV, where m is the electron
rest mass and ¢ the speed of light. The most probable decay is by the emission of
two y rays, moving in opposite directions. The energies, emission directions, and time of
emission of these y rays provide information about the behavior of positron-electron pairs
and thus about the material where they annihilate. Energy and momentum conservation
requires each y ray to have one half the energy of the positron-electron system, i.e.,
511 keV. The probability of annihilation depends on the density of available electrons.

When annihilation occurs, the gamma rays have an energy and directional distribution
which depends on the electron motion before annihilation. The angle between the two y
rays differs slightly from 180°, with the angular deviation A@ depending on the component
of electron momentum perpendicular to the emission direction, p,,. The energy of each
y ray, E,, depends on the component of electron momentum parallel to the emission
direction, ppar

c c
AQ:M;Ey:mcz—i—ppl;AEy:Ey—mczzpp% (5.79)
mc
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The terms Af and AE, provide information about the electron momentum components
in a material. It is chiefly the electron momenta that determine A6 and AE,, since
positrons have low energy before annihilation. Additional information about the state of
the electron before annihilation can be obtained by measuring the positron lifetime A¢. The
annihilation positron lifetime is in the low ns range, but is affected by processes that alter
the local density of electrons, making the lifetime one measure of crystal perfection. The
positron lifetime is inversely proportional to the electron density of the material sampled
by the positron, making it a unique probe of open volume lattice defects. The lifetime
is the time between the creation of the positron and the creation of the gamma rays.
For pure Si it is 219 ps, for monovacancies in Si about 266 ps, and for divacancies in Si
about 320 ps.''® Most defects produce two effects related to positron annihilation. Defects
producing local region of negative charge, attract positrons and defects alter the electron
density and momentum distribution near the trapped positron. This leads to changes in
At, AG, and AE,.

The positron lifetime is measured with two fast y ray detectors and a timing circuit.
Many positron sources, including Na, emit gamma rays (Vi in Fig. 5.25) within a
few picoseconds of the positron emission. Detection of this y ray signals the positron
injection into the material under test. A6 is measured with a positron angular correlation
spectrometer. In angular correlation of annihilation radiation, one measures the angle
between the directions of photons in two y annihilations. Momentum conservation during
annihilation of a positron-electron pair requires the y rays to move in opposite directions
if the pair is at rest. If the pair has a finite momentum, it causes a deviation of the
angle between the gamma rays from 180°. The measurement consists of counting pairs
of annihilating y rays emitted at angles that differ slightly from 180° as illustrated in
Fig. 5.25. Typical values for Af are on the order of 0.01 rad. An example of the positron
lifetime after electron irradiation is shown in Fig. 5.26, where 2 MeV electron irradiation
produced vacancies which were annealed and the lifetime is a measure of the vacancy
density. The initial vacancy density was estimated to be 3 x 10'7 cm™3.118

The motion of the annihilating positron-electron pair causes a Doppler shift in the
energy of the 511 keV y rays. The energy E, is measured with a positron Doppler
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Fig. 5.26 Positron lifetime versus annealing temperature for float-zone Si. The sample was electron

irradiated at 2 MeV, T = 4 K, and 10'® cm~2 dose. The bulk lifetime refers to a vacancy-free sample.
Adapted from Krause-Rehberg and Leipner.!'!®
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broadening line-shape spectrometer. The shape of the 511 keV gamma ray line is broad-
ened due to the electron momenta and is usually characterized by the “S parameter”.
The S parameter is defined as the number of counts in the central region of the 511 keV
peak, containing about half of the total area, divided by the total number of counts in
the peak. Lifetime and Doppler broadening experiments are more commonly used than
angular correlation. The latter requires more complex equipment.

PAS exploits the high sensitivity of positrons to regions of lower-than-average electron
density such as vacancies, vacancy clusters, voids, and other defects in semiconductors,
e.g., dislocations, grain boundaries, and interfaces. Any process that produces vacancies
is suitable for PAS, e.g., ion implantation, where small vacancy clusters, too small for
electron microscope detection, can be detected. PAS has also been used to study radiation
damage and the SiO,-Si interface.!'” Doppler broadening reflects the momentum state
of the electron annihilated by the positron. Positrons trapped at vacancies have a higher
probability of annihilation with electrons having low momentum and consequently the §
parameter increases with the presence of vacancies or vacancy-type defects. Measuring
the S parameter as a function of annealing allows ion implanted samples to be charac-
terized in terms of vacancy creation during implantation and their subsequent destruction
during the implant damage anneal.'”® To study depth-dependent defects, positron beams
with 0.1-30 keV energies were implanted. However, there is a depth resolution limit,
because the positron implantation profile is broadened with increasing positron energy
and its full width half maximum is comparable to the mean implanted depth. The trap
sites of the implanted positrons also depend on their thermal diffusion following implanta-
tion. Enhanced depth resolution was achieved by repeated chemical etching and positron
measurement.'?! The defect profile and annealing behavior in B and P ion implantations
to Si showed that defects were induced beyond the implanted ion profile. Positron emis-
sion has also been applied to microscopy where positrons are used instead of electrons in
a scanning electron microscope.'??

5.9 STRENGTHS AND WEAKNESSES

DLTS is the most common deep-level characterization technique today, having replaced
thermally stimulated current and capacitance. It lends itself to a number of different imple-
mentations and equipment is commercially available. Although DLTS is spectroscopic in
nature, giving trap energies, it is frequently not easy to assign a specific impurity to a
particular DLTS spectrum. Identification of impurities is not always straightforward.

Capacitance Transient Spectroscopy: Its strength lies in the ease of measurement.
Most systems use commercial capacitance meters or bridges and add signal-processing
functions (lock-in amplifiers, boxcar integrators, or computers). One can distinguish
between majority and minority carrier traps, and its sensitivity is independent of the
emission time constant. Its major weakness is the inability to characterize high resistivity
substrates. The fact that its sensitivity is independent of a time constant can be a
disadvantage because the sensitivity cannot be changed. Laplace DLTS produces very
high resolution plots allowing trap with close lying energy levels to be distinguished.

Current Transient Spectroscopy: 1Its strength lies in the ability to characterize con-
ducting as well as semi-insulating substrates. The fact that the current depends inversely
on the emission time constant allows the sensitivity of the method to be changed by
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changing the time constant. This has led to its use in scanning DLTS. Its weakness is its
dependence on diode quality, where leakage current can interfere with the measurement.

Optical DLTS: lts strength lies in the ability to create minority carriers without the
need for pn junctions. This allows materials in which it is difficult to make pn junctions
to be characterized. O-DLTS is useful to determine impurity optical cross-sections. Its
major weakness lies in the requirement for light. The low temperature dewar must have
transparent windows, and monochromators or pulsed light sources must be available.

Positron Annihilation Spectroscopy:  Its strength lies in the contactless, non-destructive
characterization of defects in solids. It allows depth-dependent defect characterization. Its
weaknesses are that it is chiefly sensitive to void-like defects such as vacancies and requires
elaborate equipment that is not readily available to most researchers.

APPENDIX 5.1

Activation Energy and Capture Cross-Section

The relationship between the emission rate and the capture cross-section is often written as
en = 0w Ne exp((E. — Er)/KT) (A5.1)

This relationship is frequently used to determine E7 and o,,. However, when the capture
cross-section is determined from the intercept of a In(t, T?) versus 1/ T plot, considerable
error can result.

From thermodynamics we find the following definitions:'?3

G=H-TS;H=E+pV (A5.2)

where G is the Gibbs free energy, H the enthalpy, E the internal energy, T the temperature,
S the entropy, p the pressure and V the volume. The energy to excite an electron thermally
from a trap into the conduction band is AG,.'?* Equation (A5.1) then becomes

en = 04 Ne exp(—=AG,/kT) (A5.3)

From Eq. (A5.2), AG, = AH, — TAS, for constant 7. When substituted into Eq. (A5.3),
the emission rate is
en = 0, X, v Ne exp(_AHn/kT) (A5.4)

where X, = exp(AS,/k) is an “entropy factor”, that accounts for the entropy change
accompanying electron emission from a trap to the conduction band. The entropy change
can be expressed as AS, = AS,. + AS,,, where AS,, is the change due to electronic
degeneracy and AS,, is due to atomic vibrational changes.

The electronic contribution may be expressed in terms of two degeneracy factors: g
is the degeneracy of the trap unoccupied by an electron, and g; is the degeneracy of the
trap occupied by one electron, giving

X = (80/81) exp(AS,a/k) (A5.5)
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The degeneracy factors are not well known for deep-level impurities. Using values from
shallow levels and with AS,, ~ a few k, X, can easily be 10—100.

Equation (A5.4) states that the energy determined from a In(z,72) or In(T?/e,) versus
1/T plot is an enthalpy, and the prefactor can be written as o, v, Nc, With 0, o =
0, X,. In other words, the effective capture cross-section differs from the true capture
cross-section by X,,. If that distinction is not made, then obviously the extracted cross-
section can be seriously in error. Effective cross-sections larger by factors of 50 or more
from true cross-sections are not uncommon.'> Examples are shown in Table 5.2.

Additional complications occur when o, is temperature dependent. Some cross-sections
follow the relationship

On = 0o €Xp(—Ep/kT) (A5.6)

where o is the cross-section as T — oo and E}, is the cross-section activation energy.
Equation (A5.4) becomes

(A5.7)

AH, E
en = 0, X, U N exp <—$>

kT

Under these conditions the Arrhenius plot gives neither the trap energy level nor its
extrapolated cross-section correctly. If in addition the capture cross-section is electric-
field dependent, further inaccuracies arise. A good discussion of energy levels, enthalpies,
entropies, capture cross-sections, efc., can be found in the work of Lang et al.l’
Further thermodynamic derivations can be found in the work by Thurmond and Van
Vechten.'?3-126

A non-thermodynamic approach defines the energy AEr = E. — E7 as being temper-
ature dependent according to AEyr = AE7po — oT. The degeneracy ratio in Eq. (A5.5) is
written as g,.'2” Equation (A5.1) becomes

en = 0, Xy N exp(—AE7o/kT) (A5.8)
where now X, = g, exp(a/k). We find the energy as that as T — OK and the cross-section
is again 0, X, although now X, is defined differently.
APPENDIX 5.2

Time Constant Extraction

The capacitance of a Schottky barrier or p*n junction containing impurities is from
Eq. (5.11)

(A5.9)

C—K Np — N7 exp(—t/t.)
Vi —V

where n7(0) = Nr, if we confine ourselves to emission transients for simplicity.

How is 7, determined? One method to extract z, is to take dV /d(1/C?) from Eq. (A5.9)

.':lS8

dv dv

- " g2 _
d(l/c2) |t:oo d(l/cz) |l‘ = K°Nr eXp( t/fe) (A5.10)



APPENDIX 5.2 295

and to plot the In(left side of Eq. (A5.10)) versus ¢. The slope of this plot gives 7., and
the intercept at ¢ = 0 is In(K?Ny). This method places no limitation on the magnitude of
Nr with respect to Np.

Another method defines f () = C(t)2 —Co? = [—K2N7/ (Vi — V)] exp(—t/t.),
where Cj is the capacitance in Eq. (A5.9) for Ny = 0. The measurement is made at
constant temperature. Differentiating f(¢) and multiplying by ¢ gives

4 KNy 1 (—t/7) (A5.11)
- = — exp(—t/1, .
dt Vii—V 1, P

When plotted against ¢, tdf/dt has a maximum of K>Nr/[e(Vy; — V)] at t = 7.7> Hence
determining the maximum in the curve gives the time constant.
For Ny <« Np, we can write [see Eq. (5.16)]

0 N
C=0C [1 - (";]\ib)) exp(—t/fg)] =Gy [1 - (ﬁ) exp(—t/re)] (A5.12)

Equation (A5.12) has been used in a number of implementations to extract 7,. In the
two-point method, the C-¢ exponential time-varying curve is sampled ¢ = ¢, and ¢ = 1,.%?

From Egq. (5.49)
h—1
Te,max = 2 L (A513)
In(r2/11)

In the three-point method, three points are measured on the C-¢ curve at a constant tem-
perature, C =Cjatt =1, C =Cyatt =t, and C = C3 at t = 13.">® From Eq. (A5.12)

C,—C exp(At/t,) — 1

= (A5.14)
Cy—C3 1 —exp(At/t,)
where At =1, —t; = t3 — t,. A solution of Eq. (A5.14) for 7, is
At
T, (AS.15)

~ n[(Ci — C2)/(Cs — Cy)]

A good choice for At is 7,/2, but of course 7, is not known a priori, although a first-order
value for it can be obtained from the “1/e point” on the capacitance decay curve.

Another technique is based on a very different approach. Consider the function y; =
y(t) = Aexp(—t/t) + B, i.e., an exponentially decaying function superimposed on a dc
background. We define a second function y, = y(t + At) = Aexp[—(t + At)/t] + B.
The second function is obtained from the first by simply adding a constant increment At
to the time . A plot of y, versus y; is a straight line with slope m = exp(—At/t) and
intercept on the y, axis of B(1 —m).'?° Then 7 is calculated from the slope and At and
B are found from the intercept and the slope. Ar should be smaller than t, but not much
smaller, e.g., At ~ 0.1 to 0.57.

An excellent discussion of decay time extraction is given by Istratov and Vyvenko.'3°
For a single energy level impurity with a single exponential decay, the transient is char-
acterized by

f(@) = Aexp(—At) + B (AS5.16)

where A is the decay amplitude, B is a constant (the baseline offset), and A is the decay
rate, decay constant or rate constant, which is the inverse of the decay time constant t
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(r = 1/A). If the decay consists of a sum of n exponentials of the form Eq. (AS5.16),
then

f@) =" Ajexp(—hit) (A5.17)

i=1

neglecting the baseline offset B. This behavior is expected from more than one energy
level. The goal of any multi-exponential analysis is to determine the number of exponential
components 7, their amplitudes A;, and decay rates ;. When the decay is due to a
continuous distribution of emission rates given by a spectral function g(A) rather than by
a sum of discrete exponential transients

f) = /oc g(%) exp(—At) di (A5.18)
0

where g(1) is the spectral function. Such behavior is exhibited by interface traps with a
continuous distribution of energy in the band gap at the SiO,/Si interface, for example.

The major goal of exponential analysis is to distinguish exponential components with
close time constants in the experimentally measured decay. To achieve high resolution in
exponential analysis, it is very important to record the transient until it decays completely.
Since the ratio of amplitudes of two exponentials with close decay rates: exp(—AX;f)
and exp(—Ayt) increases with the time as exp[((A, — X1)7], these exponentials always
can, at least theoretically, be distinguished if the decay is monitored for a sufficiently
long time. Since the exponential is a decaying function of time, the transient should be
monitored as long as the signal amplitude exceeds the noise level. For a signal-to-noise
ratio, S/R = 100, the measurement time should be at least 4.6t, for S/R = 1000 about
6.97, and for S/R = 10* at least 9.27.'3° This is frequently ignored in experiments and
numerical simulations.

Consider the example in Fig. AS5.1. Twenty-four data points were fitted by a double
exponential f,(¢t) = 2.202 exp(—4.45t) 4+ 0.305 exp(—1.58¢) and by a triple exponential
f3() = 0.0951 exp(—1) + 0.8607 exp(—3¢) + 1.5576 exp(—5t) in Fig. AS5.1(a). Lanczos
showed that a sum of two exponentials could be reproduced to within two decimal places
by a sum of three exponentials with entirely different time constants and amplitudes.'?!
However, a discrepancy is observed when the data are extended to longer times as shown
in Fig. A5.1(b). However, the difference between the two curves does not exceed 0.001
of the decay amplitude, and can be detected only if the S/R exceeds 1000.

APPENDIX 5.3

Si and GaAs Data

Arrhenius plots for Si and GaAs are shown in Figs. A5.2 and AS5.3. In Fig. A5.2,
(300/T)?e, and (300/T)?e,, are plotted instead of 7,7* and 7,72, giving negative slopes.
The deep level impurity metals are shown wherever possible, and the numbers listed
below the elements are their energy levels calculated from the slopes. The superscripts
are the references given in the review paper by Chen and Milnes.?

Table AS.1 lists typical trace contamination in Si most commonly produced during
device processing or after 1-MeV electron beam irradiation.'3? The impurities were deter-
mined from transient capacitance spectroscopy. DLTS spectra have been correlated with
metallic impurities, growth-related defects, oxidation, heat treatments, electron and proton
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Fig. A5.1 (a) Data points were fitted by a double exponential f,(r) = 2.202 exp(—4.45¢) + 0.305
exp(—1.58¢) and by a triple exponential f3(¢) = 0.0951 exp(—t) + 0.8607 exp(—3t) + 1.5576 exp
(—5¢). The difference between f>(t) and f3(¢) is less than the line width. (b) The curves separated
after 2 h, but the absolute value of the separation is less than only 0.001 of the decay amplitude.
Adapted from ref. 131.

irradiation, dislocation-related states, electronically stimulated defects, and laser anneal.
Established temperature regimes of defect and impurity reactions are indicated.

An unknown DLTS peak can be compared with the data in Table AS5.1 by two
methods.!3? First, an Arrhenius plot of 7,72 versus 1/T can be constructed using the
point given by the temperature of the known peak (7T') at a time constant of 1.8 ms (7)
and the slope given by the activation energy (E7) in the table. Alternatively, the temper-
ature at which a signal from a listed defect should occur using any time constant of the
analyzing instrument can be determined by iteration. A simple computer program sets the
ratio R,

7T exp(—E7/kT))
T} exp(—Er/kTy)

(A5.16)
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Fig. AS5.2 Arrhenius plots obtained from capacitance transient measurements: (a) electron traps,
(b) hole traps in Si. The vertical axis is (300/ Tz)e,,,,, instead of r,zv,,Tz. Reprinted, with permission,
from the Annual Review of Material Science, Vol. 10, © 1980 by Annual Reviews Inc.
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Fig. A5.3 Arrhenius plots obtained from capacitance transient measurements: (a) electron traps,
(b) hole traps in GaAs. The vertical axis is T2/en,p instead of ‘[,,_PTZ. Reprinted, with permission
after Martin et al.'” and Mitonneau et al.'” © Institution of Electrical Engineers.

where subscript 1 refers to the value of Table AS5.1 and subscript 2 refers to the value for
the particular measurement. For t; > 1, the temperature 7, is increased; for 7; < 7, the
temperature 75 is decreased until R = 1.
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TABLE A5.1 Capacitance Transient Spectral Features for Silicon.

Defect T (K) Er (eV) Omaj (cm?) Anneal Comments@
1.8 ms
Ag 286 E (0.51) 10-1° 0, *, FZ
184 H (0.38) — 0, * FZ
Au 288 E (0.53) 2 x 1071¢ 0, *, FZ
173 H (0.35) > 1071 0, * FZ
Cu 112 H (022 >6x10"1 Out 150°C 0, *, FZ
242 H (0.41) 8 x 1071 0, *, FZ
Fe 181 E (0.35) 6x 1071 0, *, FZ
(Fe-B) 59 H (0.100 >4x107" Out > 150°C 0, * FZ
(Fe;) 267 H (0.46) In > 150°C, out > 200°C 0, * FZ
208 E (0.21) — S, FzZ
299 E (0.46) — S, FZ
184 H (0.23) — S, FZ
170 E (0.35) — 0, CG
168 H (0.30) 5% 107 0, CG
237 H (0.43) — 0, CG
220 H (0.47) — 0, CG
Mn 68 E (0.11) — 0.FZ
216 E (0.41) 10713 0,FzZ
81 H(0.13) >2x10"P 0, FZ
Ni 257 E (0.43) 5% 10710 0, * FZ
88 E (0.14) 10-1° Out 150°C 0, *, FZ
Pt 114 E (022) >4x1071% 0, * FZ
174 E (0.30) ~ 101 0, * FZ
87 H (0.22) 0, * FzZ
O-Donor Below E (0.07) ~ 1015 In 400°C, out 600°C * CG
Freezeout —
58 E (0.15) — In 400°C, out 600°C * CG
Heat 59,60 E (0.15) In 900°C * CG
Treatment
112 E (022) >3x10"1 In 900°C * CG
228 E (0.47) 2x 10710 In 900°C * CG
Laser Donor 115 E (0.19) 7 x 10716 Out 550°C 0, FZ, CG
200 E (0.33-0.36) 5x107'° Out 650°C 0, FzZ, CG
211 H (0.36) 5x 1071 0, *, FZ, CG
Vacancy-O 98 E (0.18) 5x 10710 In —43°C, out 350°C 1 MeV, CG
Vacancy- 139 E (0.23) Out 300°C 1 MeV, CG, FZ
Vacancy
245 E (0.41) — Out 300°C 1 MeV, CG, FZ
123 H (0.21) 10~ Out 300°C 1 MeV, CG, FZ
P-Vacancy 237 E (0.44) 2x 10716 Out 150°C 1 MeV, CG, FZ
C, — C; 204 H (0.36) 4% 1071 In 43°C 1 MeV, CG, FZ
Dislocation 225 E (0.38) 2% 10710 FZ
206 H (0.35) > 10716 FZ
Point Defect 288 E (0.63-0.68) 8 x 1077 Out 800°C FZ, cross slip
Debris
1.4 x 10713
>5x 1077

Source: Ref. 132. (a) Symbols: Q = quenched material, * = diffused junction, S = slow cool, FZ = float zone
growth, CG = crucible growth, and 1 MeV = electron bombardment.
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PROBLEMS
5.1 Using
E.— Er)/kT C 0 t t
r€T2=eXp(( : )/ );8C= ont(0) (exp(——z)—exp<——l>>
VYnOn 2IVD Te e
153 1
(o) -en(-2)
T, T,
(a) Show that when §C is plotted versus temperature, the peak DLTS value, §Cpax,
occurs for
th—t t —1
T, = LR 1 ) where r = 1,/t;.
In(r2/11) In(r)
(b) Show that §Cpax = ACo((1 — r)/r"/"=D). Hint: Define x = exp(—t,/1.).
5.2 Using the equations in Problem 5.1,
(a) Show that when £, > 1,
In(AC,/5C) In( ) AE here AE — E £
n| ———— | & In(y,0,1;) — — where = —Er.
T2 VnOnll T c T
In(AC,/5C
(b) Show that a plot of In [%} versus 1/T allows AE and o, to be
extracted.
(¢) Plot 8C versus T for AC, = 1073F, AE =04 ¢V, 0, =107 cm?, and y, =
1.07 x 10*' em™2s7'K~2, for ; = 1 ms and r = 2, 5, 10, 100, and 500. Plot all
five curves on the same figure.
In(AC,/8C
(d) Plot In [# versus 1/ T for the high temperature branch of the §C-T
curve of (iii) for » = 500 and extract AE and o,. This technique is discussed
in Ref. 133.
5.3 In the boxcar DLTS approach, the peak of the §C-T curve is used to determine 7, and

the relevant temperature 7 for points on an Arrhenius plot. This gives only one point
per temperature scan. More data points lead to better Arrhenius plots. One way to
obtain more data points is to use more points of a given §C-T curve than just the peak
value. For example, one can use points at § Cpyax, 0.758 Ciax, and 0.56 Cpyax, as shown
in the Fig. P5.3. We know that 7,(8Cnax) = (-2 — 1)/ In(t2/t)) = t;(r — 1)/ In(r)
(see Eq. (5.49). Determine the two values each for:
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[ 0.58C,,,, ]
©r ]
0.75 8Cppuz ]
C 3C pay———> 7
1 1 " PR 1 ]

T(K)

Fig. P5.3

(a) Te,05 = TE(O-S(SCmax)

(b) 7,075 = 1.(0.755Cpnax), all four in terms of #; for r = 2.

cussed in Ref. 134.

This technique is dis-

The deep-level transient spectroscopy (DLTS) curve in Fig. P5.4 was obtained by the
boxcar method on a Schottky barrier diode on an n-type Si substrate for #; = 0.5 ms,

t, = 1 ms.
0 r
~1x 10 F .
[ Peak 1
2% 105F .
3
&) I
© 3x10P —
t;=0.5ms,t,=1ms Peak 2
_4%10'5 L | | | 1 1
150 200 250 300 350 400 450
T (K)
Fig. P5.4
Other curves gave:
151 (ms) 15} (ms) Tl max(K) SClmax (F) T2max(K) 8C2max (F)
0.5 1 234 —1.25%x 10715 376 —3.125 x 10715
1 2 227 —1.25x 107 364 —3.125 x 1071
2 4 220 —1.25%x 1071 352 —3.125 x 10715
4 8 213 —1.25%x 1071 341 —3.125x 10715
8 16 207 —1.25x 107 331 —3.125 x 1071

Determine AE = E. — E7, Ny and the intercept o, for both peaks. Co =5 x

1072F, Np = 10" ecm™3, y, = 1.07 x 10*! em™2s7'K 2.
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5.5 The capacitance transients for peak 2 in Problem 5.4, were measured for filling pulse
widths #; = 5 ns and ¢y = oo, for tj = 1 ms and #, = 2 ms. Other curves gave:

ty (ns) 0.5 1 2 3 5
8C (F) 59x1077 1.15%x10716 219x 1071 331 x 1071 477 x 10716
7 10 20 00

6.13x 10716 772 x 1071 1.07 x 1075 1.25 x 1071

Determine 7., ¢,, 0, and Nr from these data. Use v,, = 107(T/300)°, n &~ Np.

5.6 Consider a Schottky diode at zero bias with deep-level impurities Nr. Light is
incident on this device generating electron-hole pairs uniformly. All deep-level impu-
rities are filled with holes while the light is “on” as shown in Fig. P5.6(a). Then at
t = 0, the light is turned off and a reverse-bias voltage -V, is applied simultaneously.

V4I n-type :;

o

OUUUUUGUQ\\

O 0O O O o0 o &
(a)

Draw occupancy of N in the
space-charge region

N\«

Neeooeoeo
l«—W(t—o+)

;I

(@) (@)
(b)

_Vl

4 Draw band diagram and occupancy of Nt
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(a) On the band diagram, Fig. P5.6(b), draw the occupancy of N7 at t =0V, ie.,
immediately after the light is turned off.

(b) Draw the band diagram and the occupancy of Ny as t — oo in Fig. P5.6(c).
In both cases concern yourself only with the space-charge region. Don’t
worry about the quasi-neutral region. The deep-level impurities are acceptors,
N T < N D-

The deep-level transient spectroscopy data in Fig. P5.7(a) were obtained by the
box-car method on a Schottky barrier diode on an n-type Si substrate. y, = 1.07 x
10" em™2s7'K~2, Np = 10" ecm™3, C, = 1 pF. In this device it is known that the
emission rate can be represented by

e, = 0, Neexp(—AE/kT), where 0, = 0, exp(—Ep/kT)

The data for o, versus T are given in Fig. P5.7(b).
Determine AE = E, — Er, Nr, 0,,, and Ep. (See Appendix 5.1)

0 —e—t1=05ms,t2=1ms

1N e T
—e—2/4 &
—o—4/8

—a—8/16

=5x 1071

“1x 107 |

5C (F)

15x1074 |

—2><10’147“““““““
220 240 260 280

T (K)
()

10—15

10716

G, (cm2)

10—17

150 200 250 300
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5.8

5.9

5.10

5.11

DEFECTS

Plot 6C versus T (150K < T < 300K), similar to Fig. P5.7(a), using the boxcar
DLTS Eq. (5.48) for an n-Si sample with two energy levels in the band gap using
the values:

Yo = 1.07 x 10*' cm™2s7'K 72,

Np =108 em™3,C, =1 pF, AE, =0.25 eV, AE; = 0.4 eV,

ou1 = 1071 ecm?, 6,0 = 1071 cm?,

Nri=5%x10% ecm™>, Npp =8 x 102 ecm™>, 4, = 1 ms, 1, = 2 ms.
The deep-level transient spectroscopy data in Fig. P5.9 were obtained by the box-
car method on a Schottky barrier diode on a p-type Si substrate. The diode area is
0.02 cm? and the diode bias voltage was varied from zero to reverse bias voltage of
5V during the measurement. K; = 11.7, ¥, = 1.78 x 10*! cm~2s7'K~2, N4 = 10"

cm™3, V,; = 0.87 V. Determine E; — E,, N, and the intercept o, for each of the
impurities.

0.0 x 10°

-5.0x 1071

-1.0x 1074

dC (F)

—o—t1=0.5ms,t2=1ms| ]
—e— | =ms,2ms .
—— 2 =ms, 4 ms 1
—+—4=ms, 8 ms

—1.5x 1074

1

‘250‘ -
T(K)

1

-2.0x107* L ]
300 350

150 200

Fig. P5.9

Determine and plot §C versus T for a Schottky diode on an n-type Si substrate
containing two types of impurities. Use the following parameters: y, = 1.07 x 10!
em™2s7'K™2, Np =5 x 10" em™3, C, = 104 pF.

Impurity 1: E. — Er; =03 eV, Ny = 10"2 cm_3, o, = 10" sz;
Impurity 2 : E, — Erp = 0.5 eV, Nyo =5 x 101 em™, 0,0 = 5 x 10710 cm?.

Use the boxcar equations with #; = 1 ms, #, = 2 ms and the temperature range 150 <
T <350 K.

A deep-level acceptor impurity is diffused uniformly into an n-type Si wafer. The
wafer was originally doped with arsenic to Np = 10! cm™3.

Calculate and plot the resistivity versus deep-level impurity density (10'* < Ny <
10'7 cm™3) on a log-log plot for E7 = 0.46, 0.56, and 0.66 eV. Plot all three curves
on one figure to compare.
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You have to first solve for Er using the equations below. Knowing Er you can
then find n and p and then determine p.
Charge neutrality requires

p+ng—n—n}:0
where

p=n;exp((E; — Er)/kT);n =n; exp((Er — E;)/kT)

o Np N Nr
P 1+ exp(Ep — Ep)/kT)"" "~ 1+ exp((Er — Er)/kT)
1
p=————
q(nn + wpp)

Use: Np =10 cm™3, n; = 10'° em™3, T =300 K, p, = 1400 cm?/V-s, p, =
450 cm?/V-s, Eg = 1.12 eV, E; =0.56 eV, Ep = E. — 0.045 eV. It is easiest to
use £, = 0 as a reference energy.

5.12 The deep-level transient spectroscopy data in Fig. P5.12 were obtained on a Schottky
barrier diode on an n-type Si substrate containing two impurities. y, = 1.07 x 102!
em™2s7'K~2, Np = 10"® cm™3, Cy = 1 pF. Determine AE = E. — Er, 0,,, and Ny
for each deep-level impurity.

0
-1x 1077
@ r 0.5 ms, 1 ms
O 1 ms, 2 ms
[4=] L
2% 10717 + 2 ms, 4 ms
tyj=4ms, =8 ms
—3><10_17-““"“"““"“"““
150 200 250 300 350 400
T (K)
Fig. P5.12

5.13 Consider interface trapped charge or interface state density D;; at the SiO,/Si inter-
face of an MOS device. The device is heavily inverted and all interface states are
filled with electrons. Determine the density of interface states still filled with elec-
trons, N;; = D;;AE, 100 s after the surface is driven into depletion and electrons
are emitted from interface states during the 100 ws. D;; = 5 x 10'0 ecm2eV T =
300 K, 0, = 10715 cm?, v, = 107 ecm/s, N, = 2.5 x 10" ecm ™3, k = 8.617 x 107
eV/K, Eg(Si) = 1.12 eV. The electron emission time constant from interface states
at energy E;, is given by

_expl(E. — Eiy)/kT]

e =

0wV Ne



314

5.14

5.15

5.16

5.17
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The Arrhenius plot of a deep-level impurity in Si is shown in Fig. P5.14. Determine
E.— Er and o,.

1010§....,....,....,...rg
3 ® E

108 .

o i ° h
b :
o 100k ° N
= 3 E
X 3
1 . E

104 ° E

- e 3

E e

1°F @ v v v o ]

0.003 0.004 0.005 0.006 0.007
T (K™
Fig. P5.14

Use y, = 1.07 x 10?! ecm™2s7'K~!, k = 8.617 x 1075 eV/K.

C(t N

@ _,_ N exp(—t/1,) for Np = 1015
0 2ZVD
em™3, Np =5x%x 102 ecm™3, 0, =107 ecm?, E,— E;r =0.35¢V, y, = 1.07 x
102! em™2s7'K~!, for T = 200 K, 225 K and 250 K over the time interval: 0 <

t < 0.002 s.

Calculate and plot C(t)/C, given by

A Schottky diode on an n-type substrate, containing a deep-level impurity, is zero
biased for some time. Next, the device is reverse biased at t = 0. The charge density
in the reverse-biased space-charge region at ¢+ = 0", immediately after applying the
reverse-bias pulse, is p = gNp. The deep-level impurity is: [0 donor [J acceptor.
Give your reason.

Identify the two deep-level impurities in Fig. P 5.17.

Ec Ec

Er C j Er

E E
Neutral v Neutral v

(i) (i)
Fig. P5.17

Deep-level impurity (i) is a: OJ donor [ acceptor. Give your reason.
Deep-level impurity (ii) is a: OJ donor [J acceptor. Give your reason.
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5.18 There are two defects in the transmission electron micrograph in Fig. P 5.18.

™ '
el ket o BB T o
aat it d LR LS L

Fig. P5.18

Identify them and state whether they are point, line, plane, or volume defects.

5.19 A DLTS plot of 6C versus T is shown in Fig. P5.19 for a certain impurity with
energy level Er = Er; and density Ny = Nr;. On the same figure draw the curve
for an impurity with Er = E7, > Ery and Ny = Ny < Nry. /1) is unchanged.

orp — T .

-0.01 [ ]

= L ]
S 002+ -
&) L ]
[Z°) L 4
L =5%10%s ]

-0.03 |- , -

r 5=10"s 1

YY) I EEII R BRI

.04
200 220 240 260 280 300
Temperature (K)

Fig. P5.19

5.20 A DLTS plot of §C versus T is shown in Fig. P5.19. On the same figure draw the
curve when both #; and #, are increased, but t,/t; is unchanged.
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5.21 Consider an n-type semiconductor doped with Np donor atoms/cm?® with energy

level Ep shown in “Before” in Fig. P5.21. All donors are ionized. Next, a deep-
level impurity at energy level E7 is introduced into the n-type semiconductor wafer,
shown in “After”.

The deep-level impurity is a: [ donor [J acceptor. Give your reason.

The wafer resistivity: [J increases [J decreases [] remains unchanged. Give your
reason.

_e e e

ST Y& =%+ &+ ke

ED ED
————————————— L S S £

T
EV EV
Before After
Fig. P5.21

5.22 The DLTS spectrum of impurity 1 in an n-type semiconductor is shown in Fig. P5.22.

8C

It has an energy level E7;, density Nr;, and capture cross section oy,;.

(a) Show the effect of decreasing o, on the spectrum in Fig. P5.22(a) and on the
In(z,T?) — 1/T plot in Fig. P5.22(b).

(b) On Fig.5.22(c), draw the DLTS spectrum for impurity 2 with energy level Er,,
where E. — E» < E. — E71, N2 < Nry, and 0,5 = 0, in this case.

E L ]
T ur T
(a) (b) (©

Fig. P5.22

REVIEW QUESTIONS

Name some common defects in Si wafers.

What do metallic impurities do in Si devices?

Name some defect sources.

What are point defects? Name three point defects.
Name a line defect, an area defect, and a volume defect.
How do oxidation-induced stacking faults originate?
Why is emission generally slower than capture?

What determines the capacitance transient?
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Where does the energy for thermal emission come from?

Why do minority and majority carrier emission have opposite behavior?
What is deep-level transient spectroscopy (DLTS)?

What parameters can be determined with DLTS?

What advantage does Laplace DLTS have?

What is positron annihilation spectroscopy and for what defect measurement is it
most useful?



OXIDE AND INTERFACE TRAPPED
CHARGES, OXIDE THICKNESS

6.1 INTRODUCTION

The discussions in this chapter are applicable to all insulator-semiconductor systems.
However, the examples are generally directed at the SiO,-Si system. The most important
aspect of device scaling for this chapter is the thinner oxide with each successive technol-
ogy node. Thin oxides with their respective higher leakage currents, have a pronounced
effect on many of the methods in this chapter. Capacitance-voltage and oxide thickness
measurements must be more carefully interpreted for thin, leaky oxides.

Oxide Charges:'  There are four general types of charges associated with the SiO,-Si
system shown on Fig. 6.1. They are fixed oxide charge, mobile oxide charge, oxide trapped
charge and interface trapped charge. This nomenclature was standardized in 1978. The
abbreviations of the various charges are given below. In each case, Q is the net effective
charge per unit area at the SiO,-Si interface (C/cm?), N is the net effective number of
charges per unit area at the SiO,-Si interface (number/cm?), and D;, is given in units
of number/cm?-.eV. N = |Q|/q, where Q can be positive or negative, but N is always
positive.

(1) Interface Trapped Charge (Qi, Ni, D;;): These are positive or negative charges,
due to structural defects, oxidation-induced defects, metal impurities, or other defects
caused by radiation or similar bond breaking processes (e.g., hot electrons). The interface
trapped charge is located at the Si—SiO, interface. Unlike fixed charge or trapped charge,
interface trapped charge is in electrical communication with the underlying silicon. Inter-
face traps can be charged or discharged, depending on the surface potential. Most of the
interface trapped charge can be neutralized by low-temperature (~450°C) hydrogen or

Semiconductor Material and Device Characterization, Third Edition, by Dieter K. Schroder
Copyright © 2006 John Wiley & Sons, Inc.
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Fig. 6.1 Charges and their location for thermally oxidized silicon. Reprinted after Deal by permis-
sion of IEEE (© 1980, IEEE).

forming gas (hydrogen/nitrogen mixture) anneals. This charge type has been called sur-
face states, fast states, interface states and so on. It has been designated by Ny, Ny, and
other symbols in the past.

(2) Fixed Oxide Charge (Qy, Ny): This is a positive charge near the Si-SiO, inter-
face. The charge density, whose origin is related to the oxidation process, depends on the
oxidation ambient and temperature, cooling conditions, and on silicon orientation. Since
the fixed oxide charge cannot be determined unambiguously in the presence of moder-
ate densities of interface trapped charge, it is usually measured after a low-temperature
(450°C) hydrogen or forming gas anneal which minimizes interface trapped charge. The
fixed oxide charge is not in electrical communication with the underlying silicon. Q
depends on the final oxidation temperature. The higher the oxidation temperature, the
lower is Q r. However, if it is not permissible to oxidize at high temperatures, it is pos-
sible to lower Q by annealing the oxidized wafer in a nitrogen or argon ambient after
oxidation. This has resulted in the well-known “Deal triangle” in Fig. 6.2, which shows
the reversible relationship between QO ; and oxidation and annealing.> An oxidized sam-
ple may be prepared at any temperature and then subjected to dry oxygen at any other
temperature, with the resulting value of Q being associated with the final temperature
and any Qs value resulting from a previous oxidation can be reduced to a constant value.
Fixed charge was often designated as Qg in the past.

1102 —F———T——F——7—7—7—1—

g§x 10" h
| |
g 6x100° Dry N, or Ar
Q L 4
< 4x10' - .
Q‘ - -

2x 101 .

ob— vt v
500 700 900 1100 1300

Temperature (°C)

Fig. 6.2 “Deal triangle” showing the reversibility of heat treatment effects on Q. Reprinted after
Deal et al.? with permission of the publisher, the Electrochemical Society, Inc.
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(3) Oxide Trapped Charge (Q,, N,y): This positive or negative charge may be due
to holes or electrons trapped in the oxide. Trapping may result from ionizing radia-
tion, avalanche injection, Fowler-Nordheim tunneling, or other mechanisms. Unlike fixed
charge, oxide trapped charge is sometimes annealed by low-temperature (<500°C) treat-
ments, although neutral traps may remain.

(4) Mobile Oxide Charge (Q,,, Ny,): This is caused primarily by ionic impurities such
as Na™, Li*, KT, and possibly H*. Negative ions and heavy metals may contribute to
this charge.

6.2 FIXED, OXIDE TRAPPED, AND MOBILE OXIDE CHARGE

6.2.1 Capacitance-Voltage Curves

The various charges can be determined by the capacitance-voltage (C—V) of metal-oxide-
semiconductor capacitors (MOS-C). Before discussing measurement methods, we derive
the capacitance-voltage relationships and describe the C—V curves. The energy band
diagram of an MOS capacitor on a p-type substrate is shown in Fig. 6.3. The intrinsic
energy level E; or potential ¢ in the neutral part of the device is taken as the zero reference
potential. The surface potential ¢, is measured from this reference level. The capacitance
is defined as
dQ

C =
dv

6.1)

It is the change of charge due to a change of voltage and is most commonly given in units
of farad/unit area. During capacitance measurements, a small-signal ac voltage is applied
to the device. The resulting charge variation gives rise to the capacitance. Looking at
an MOS-C from the gate, C =dQ¢/dVs, where Qg and Vi are the gate charge and
the gate voltage. Since the total charge in the device must be zero, Q¢ = —(Qs + Qi)
assuming no oxide charge. The gate voltage is partially dropped across the oxide and
partially across the semiconductor. This gives Vg = Vpp + V,, + ¢, where Vgp is the

Ve
N 1
| | |
0 Iy toxt W x
V.
- E./q
F
L N E/lq,
¢SI -~ } i'q ¢

Fig. 6.3 Cross-section and potential band diagram of an MOS capacitor.
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flatband voltage, V,, the oxide voltage, and ¢, the surface potential, allowing Eq. (6.1)
to be rewritten as
d +dQ;
= _M 6.2)
dVox +dos
The semiconductor charge density Qg, consists of hole charge density Q,, space-
charge region bulk charge density O, and electron charge density Q,. With Qs = Q) +
0y + O, Eq. (6.2) becomes

C=—— N 9. (6.3)
dQs+dQi;  dQp+dQy+dQ, +dQi

Utilizing the general capacitance definition of Eq. (6.1), Eq. (6.3) becomes

1 _ Co(Cp+Cr+Cy+Cy)
L 1 " Cox+Cp+Co+ Cu+ Cyy
Cox Cp+Co+C,+Cy

C= (6.4)

The positive accumulation charge Q, dominates for negative gate voltages for p-substrate
devices. For positive Vg, the semiconductor charges are negative. The minus sign in
Eq. (6.3) cancels in either case.

Equation (6.4) is represented by the equivalent circuit in Fig. 6.4(a). For negative gate
voltages, the surface is heavily accumulated and Q, dominates. C,, is very high approach-
ing a short circuit. Hence, the four capacitances are shorted as shown by the heavy line
in Fig. 6.4(b) and the overall capacitance is C,,. For small positive gate voltages, the
surface is depleted and the space-charge region charge density, Q) = —gN 4 W, domi-
nates. Trapped interface charge capacitance also contributes. The total capacitance is the
combination of C,, in series with Cj, in parallel with C;; as shown in Fig. 6.4(c). In weak
inversion C, begins to appear. For strong inversion, C, dominates because Q, is very
high. If Q, is able to follow the applied ac voltage, the low-frequency equivalent circuit
(Fig. 6.4(d)) becomes the oxide capacitance again. When the inversion charge is unable to
follow the ac voltage, the circuit in Fig. 6.4(e) applies in inversion, with C;, = K &,/ Wi,
with W;,, the inversion space-charge region width discussed in Chapter 2.

The inversion capacitance dominates only if the inversion charge is able to follow the
frequency of the applied ac voltage, also called the ac probe frequency. With the MOS-C
biased in inversion, the ac voltage drives the device periodically above and below the dc
bias point. During the phase when the device is driven to a slightly higher gate voltage,
an increased gate charge requires an increased semiconductor charge (inversion charge
or space-charge region (scr) charge). For the inversion charge to increase, electron-hole
pairs (ehp) must be thermally generated in the scr. The scr generation current density,
given by Jy., = gn; W/, and discussed in more detail in Chapter 7, dominates at room
temperature in silicon. The current flowing through the oxide is the displacement current
density J; = CdV ¢ /dt. In order for the inversion charge to respond, the scr current must
be able to supply the required displacement current or J; < Jy,. This leads to

dt 7 1,Cp

av, W
G . an (6.5)
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Fig. 6.4 Capacitances of an MOS capacitor for various bias conditions as discussed in the text.

with C approximated by C,,. For Si at T = 300 K with n; = 10'° cm™3

dVe - 0.046Wt,, V/s 6.6)
dt Ty

with W in pm, f,, in nm, and 7, in ps. When the MOSFET gate capacitance is measured,

the low-frequency C—Vj; characteristic is typically obtained when the source and drain

are grounded, because the S/D can supply carriers to the channel easily even at high

frequencies without thermal generation.

Generation lifetimes lie in the 10 ws to 10 ms range. For 7,, =5 nm, W =1 um,
and 7, = 10 ws, dVs/dt = 0.023 V/s—not a severe constraint. However, for 7, = 1 ms,
dVg/dt = 0.23 mV/s—a very severe constraint. This constraint can be somewhat relaxed
by measuring at elevated temperatures because n; increases. By raising the temperature
from 300 K to 350 K, #; increases from 10'° cm™3 to 3.6 x 10'! cm™ relaxing the ramp
rate by a factor of 36, i.e., from 0.23 to 8.3 mV/s. Defining an effective frequency as
fer = (dVg/dt)/v, where v is the ac voltage, we find fr ~ 1.5 Hz for the former and
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0.015 Hz for the latter using v = 15 mV. These first-order numbers show that extremely
low frequencies are required to obtain low-frequency C—V curves at room temperature.
Increased generation rates at higher temperatures allow higher frequencies. Since typical
C-V measurement frequencies lie in the 10* — 10° Hz range, it is obvious that high-
frequency curves are usually observed.

The low-frequency semiconductor capacitance Cg s is given by

~ Ko [ (1 —e7U) + eV (eYs —1)]
Csir = Us
2LD,' F(U55 UF)

6.7)

where the dimensionless semiconductor surface electric field F(Us, UF) is defined by

F(Us,Up) = yeUr(e7Us + Us — 1) + e~Ur (eVs — Us — 1) (6.8)

The Us are normalized potentials, defined by Us = q¢s/kT and Ur = q¢r/kT, where
the surface potential ¢; and the Fermi potential ¢ = (kT /q)In(N4/n;) are defined in
Fig. 6.3. The symbol Uy stands for the sign of the surface potential and is given by

- |Us|
Ug = — 6.9
S =Ty (6.9)

where l?s =1 for U, > 0 and l?s = —1 for U < 0. The intrinsic Debye length Lp; is

Kqé‘okT
Lp; = : 6.10
pi = | 2, (6.10)

The high-frequency C—-V curve results when the minority carriers in the inversion
charge are unable to follow the ac voltage. The majority carriers at the scr edge are
able to follow the ac signal thereby exposing more or less ionized dopant atoms. The dc
voltage sweep rate, given by Eq. (6.5), must be sufficiently low to generate the necessary
inversion charge. The high-frequency semiconductor capacitance in inversion is>

~ Kgeo [V (1 —e7Us) +e7Ur(es — 1)/(1 4 9)]
Cspr = Us
2LDi F(Uss UF)

6.11)

with § given by

(e% —Us — 1)/F(Us, Ur)
fOUS eVr(l—e eV —U - 1) 4
2[F(U,Up)P

S =

(6.12)

U

An approximate expression, accurate to 0.1—-0.2% in strong inversion, is*

Copr = 4*KseoNs (6.13)
SM TN\ 2kTR2|UF| — 1 + In[1.15(UF| — D]} :
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When the dc bias voltage is changed rapidly with insufficient time for inversion charge
generation, the deep-depletion curve results. Its high- or low-frequency semiconductor
capacitance is

C()X
Cs,aa = 6.14
T2V — Vi) Vol 1 1
where V) = qusoNA/CDXz.
The total capacitance is given by
CoxC
c= 25 (6.15)
Cox + CS

The gate voltage is related to the oxide voltage, the surface potential, and the flatband
voltage Vrp through the relationship

'y kTKs[oxF(USv UF)
Vo = Vi + @5+ Vor = Vep + ¢5 + Us (6.16)
qKaxLDi

Ideal low-frequency (If), high-frequency (hf) and deep depletion (dd) C—V curves are
shown in Fig. 6.5 for Q;; = 0 and Vpp = 0. They coincide in accumulation and depletion
but deviate in inversion, because the inversion charge is unable to follow the applied ac
voltage for the hf case and does not exist for the dd case.

Which of these three curves is obtained during a C—V measurement depends on the
measurement conditions. Consider an MOS-C on a p-substrate with the dc gate voltage
swept from negative to positive voltages. Superimposed on the dc voltage is an ac voltage
of typically 10—15 mV amplitude. All three curves are identical in accumulation and
depletion. The curves deviate from one another when the device enters inversion. If the
dc voltage is swept sufficiently slowly to allow the inversion charge to form and if the ac
voltage is of a sufficiently low frequency for the inversion charge to be able to respond
to the ac probe frequency, then the low-frequency curve is obtained. If the dc voltage is

1
0.8 7
x 06 7
© L
O 04t §
02 7
(e .
-5 5
Gate Voltage (V) Gate Voltage (V)
(a) (b)

Fig. 6.5 Low-frequency (If), high-frequency (hf), and deep-depletion (dd) normalized SiO,-Si
capacitance-voltage curves of an MOS-C; (a) p-substrate N4 = 10'7 cm™3, (b) n-substrate
Np = 10"cm™3, t,, = 10 nm, T = 300 K.
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Fig. 6.6 Effect of sweep direction and sweep rate on the hf MOS-C capacitance on p-substrate,
(a) entire C—Vg curve, (b) enlarged portion of (a) showing the dc sweep direction; f = 1 MHz.
Data courtesy of Y.B. Park, Arizona State University.

swept sufficiently slowly to allow the inversion charge to form but the ac probe frequency
is too high for the inversion charge to be able to respond, then the high-frequency curve
is obtained. The deep-depletion curve obtains for either high- or low-frequency if the dc
sweep rate is too high and no inversion charge can form during the sweep.

The most commonly measured curve is the high-frequency curve. However, the true
hf curve is not always easy to obtain. Consider the C—V;; curve in Fig. 6.6. The true or
equilibrium curve is shown by the dashed line. If the bias is swept from —V; to +Vi
there is a tendency for the C—V curve to go into partial deep depletion and the resulting
curve will be below the true curve, especially for high generation lifetime material. We
showed the limitation on the ac frequency in Eq. (6.5). This limitation also holds for the
dc bias sweep rate; the sweep rate for high lifetime material must be extremely low.

When the bias is swept from +Vs to —Vj, inversion charge is injected into the
substrate. The inversion layer/substrate junction becomes forward biased and the resulting
capacitance will be above the true curve. The true curve is, in general, only obtained by
setting the bias voltage and waiting for the device to come to equilibrium, then repeating
this procedure to generate the C—V curve point-by-point. If the point-by-point procedure
is inconvenient, then the +V; — —V sweep direction is preferred for p-substrates since
the deviation of the capacitance from its true value is generally less than it is for the
—Ve — +Vis sweep.

Exercise 6.1
Problem: What happens to C,y when the measurement temperature is raised?

Solution: According to Eq. (6.5) the minority carriers respond to higher sweep rates when
n; increases and they respond to higher probe frequencies as T increases, i.e., low fre-
quency behavior should be observed at high probe frequencies. This is illustrated in
Fig. E6.1. The data points are experimental data and the solid lines are calculated If curves.
At room temperature the hf curve is measured and there is large discrepancy between the
measured and calculated If curves. As temperature increases, some of the inversion layer
carriers are able to respond and the hf curve begins to show If characteristics. Finally
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crec,,

Gate Voltage (V)

Fig. E6.1 Measured hf (points) and calculated If (lines) curves of an MOS-C. Np = 2.6 x 10'
ecm™3, t,, =30 nm, f = 10 kHz. Data courtesy of S.Y. Lee, Arizona State University.

at T = 300°C, the hf curve coincides with the If curve. Hence Chy and C;y measured
at T = 300°C are identical in this example. The temperature at which this happens, also
depends on parameters other than n;, e.g., 7,, W, and C,,.

6.2.2 Flatband Voltage

The flatband voltage is determined by the metal-semiconductor work function difference
¢us and the various oxide charges through the relation

Or Qulg) 1, x Loy, x
Vig = dus — .. C_wcfo a,om(x)dx R apo,(x)dx

(6.17)
where p(x) = oxide charge per unit volume. The fixed charge O/ is located very near the
Si—Si0; interface and is considered to be at that interface. Q;, is designated as Q;,(¢y),
because the occupancy of the interface trapped charge depends on the surface potential.
Mobile and oxide trapped charges may be distributed throughout the oxide. The x-axis is
defined in Fig. 6.3. The effect on flatband voltage is greatest, when the charge is located
at the oxide-semiconductor substrate interface, because then it images all of its charge in
the semiconductor. When the charge is located at the gate-oxide interface, it images all of
its charge in the gate and has no effect on the flatband voltage. For a given charge density,
the flatband voltage is reduced as the oxide capacitance increases, i.e., for thinner oxides.
Hence, oxide charges usually contribute little to flatband or threshold voltage shifts for
thin-oxide MOS devices.

The flatband voltage of Eq. (6.17) is for a uniformly doped substrate, with the gate
voltage referenced to the grounded back contact. For an epitaxial layer of doping density
Nepi on a substrate of doping density Ny, the built-in potential at the epi-substrate
junction modifies the flatband voltage to’

kT Ny,
Vrp(epi) = Vip(bulk) £ — In | — b (6.18)
2q Nepi
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Fig. 6.7 Cprp/C,, versus N, as a function of 7,, for the SiO,-Si system at 7" = 300 K.

The plus sign in Eq. (6.18) is for p-type and the minus sign for n-type material, assuming
the substrate and the epitaxial layer doping densities are of the same type, either both
acceptors or both donors.

To determine the various charges, one compares theoretical and experimental
capacitance-voltage curves. The experimental curves are usually shifted with respect to the
theoretical curves as a result of the charges and the work function difference of Eq. (6.17).
The voltage shift can be measured at any capacitance, however, it is frequently measured
at the flatband capacitance Crp and is designated the flatband voltage Vpg. For ideal
curves, Vpp is zero. The flatband capacitance is given by Eq. (6.15) with Cs = K¢,/Lp,
where Lp = [kTKe,/q*(p +n)]"/? ~ [kT K;e,/q*N4]1'/? is the Debye length defined
in Eq. (2.11). For Si with SiO, as the insulator, Crp normalized by C,,, is given as

-1
Crs — (1 + 1367 VT/3OO> (6.19)

Cox toxn/Na or Np

with 7, in cm and N4 (Np) in cm™3. In Fig. 6.7, Crp/C,, is plotted versus N4 as a
function of oxide thickness.

The flatband capacitance can be easily calculated when the doping density is uniform
and when the wafer is sufficiently thick. The calculation becomes more difficult when
the doping is non-uniform and numerical techniques may have to be employed.® For thin
silicon layers, e.g., silicon-on-insulator, the active semiconductor layer may be so thin that
it cannot accommodate the space-charge region of the MOS-C. Then special precautions
must be used to determine Crp. Graphical and analytical methods have been used.” The
analytical methods rely on a measure of the capacitance, which is 90% or 95% of the
oxide capacitance. The voltage for this capacitance is then related to the flatband voltage.®

Exercise 6.2
Problem: Determine the flatband voltage of an MOS capacitor.

Solution: The flatband voltage must be accurately known to determine Crp. Calculating
Crp, as described, allows Vpp to be determined, provided all the parameters in Eq. (6.17)
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are well known. That may not always be the case. One way to determine Vrp experimen-
tally is to plot (llChf)2 or 1/(C;,f/C0X)2 versus Vi as shown in Fig. E6.2. This curve
corresponds to the data in Fig. 6.5(a). The lower knee of this curve occurs at Vg = Vpp.
Such a transition is sometimes difficult to determine. Differentiating this curve and finding
the maximum slope of the left flank of this differentiated curve occurs at Vyp. Differenti-
ating this differentiated curve a second time results in a sharply peaked curve whose peak
coincides with Vrp. The second differentiation usually introduces a great deal of noise,
but smoothing the data helps. This method is discussed in R.J. Hillard, J.M. Heddleson,
D.A. Zier, P. Rai-Choudhury, and D.K. Schroder, “Direct and Rapid Method for Deter-
mining Flatband Voltage from Non-equilibrium Capacitance Voltage Data,” in Diagnostic
Techniques for Semiconductor Materials and Devices (J.L. Benton, G.N. Maracas, and P.
Rai-Choudhury, eds.), Electrochem. Soc., Pennington, NJ, 1992, 261-274.

Finite Gate Doping Density. 'We have so far neglected the effect the gate may have on
the C—V; curve, other than the metal-semiconductor work function difference. Polycrys-
talline Si is a common gate material, with doping densities around 10'°—10%° ¢cm~3. What
is the effect of this? Consider the MOS-C in Fig. 6.8, consisting of a p-type substrate
and an n™ polysilicon gate. For negative gate voltage, substrate and gate are accumulated
and we can treat the gate as a metal. However, for positive gate voltage, not only is the
substrate depleted and eventually inverted, but the gate can also be depleted and perhaps
inverted. Instead of C,, in series with Cyg, there is now an additional gate capacitance
Cogare, reducing overall capacitance. The measurement of gate doping density by a C-V
technique is discussed in Chapter 2.

The effect of gate depletion is illustrated on the C/C,—V; curves in Fig. 6.9. Note
the additional capacitance drop for + V. This drop increases as Np in the gate decreases.
Such polysilicon gate depletion changes the threshold voltage of MOSFETs, reduces the
drain current, and increases the gate resistance. All of these effects reduce circuit speed.
On the other hand, gate and source/drain overlap capacitances are also reduced, which
tends to increase circuit speed. A recent study has shown the overall effect to be negative,
i.e., circuit speed is reduced.’
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Fig. 6.8 Schematic illustration of an MOS-C with finite gate doping density, showing gate depletion
for positive gate voltage.
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Fig. 6.9 Low-frequency capacitance-voltage curves for a metal gate and various n* poly-Si gate
doping densities. Simulation courtesy of D. Vasileska, Arizona State University.

Exercise 6.3

Problem: How are the C—V curves of MOS devices affected by quantization and Fermi-
Dirac statistics?

Solution: Equations describing the C—V curves above are frequently derived using sim-
plified assumptions. One modification to these assumptions is the depletion of the poly-Si
gate. Other modifications, significant for sub 10 nm oxide thicknesses, include Fermi-
Dirac (F-D) instead of Maxwell-Boltzmann statistics and inversion layer quantization.
Both of these effects must be considered for devices in strong accumulation or inversion.
In this degenerate condition, the free carriers occupy discrete energy states in the conduc-
tion band reducing the substrate capacitance. Simulations and experiments confirm these
effects. Simulated results are shown in Fig. E6.3, where 7, 1y is the physical oxide thick-
ness. These curves include F-D, quantization, and gate depletion effects. The substrate
is inverted and the gate accumulated (Cgqe = Ciny) at +V and for —V the substrate is
accumulated and the gate inverted (Cgqre = Cacc)- Ciny 18 calculated at Vg = Vip —4 'V
and C,. is calculated at Vg = Vpg + 3 V. This figure shows the gate capacitance to be
less than the oxide capacitance by at least 10% for #,, < 10 nm. Hence extracting oxide
thicknesses from C—V measurements will yield incorrect f,, if the data are not prop-
erly analyzed. These effects are discussed in K.S. Krisch, J.D. Bude, and L. Manchanda,
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Fig. E6.3 Simulated Cgue/Cox ratio Versus f,y puys for metal and n* poly-Si/p-Si structure
(Np = 10" cm™3). Oxide leakage current is neglected. Simulation courtesy of D. Vasileska, Arizona
State University.

“Gate Capacitance Attenuation in MOS Devices With Thin Gate Dielectrics,” IEEE Elec-
tron Dev. Lett. 17, 521-524, Nov. 1996; D. Vasileska, D.K. Schroder, and D.K. Ferry,
“Scaled Silicon MOSFET’s: Degradation of the Total Gate Capacitance,” IEEE Trans
Electron Dev. 44, 584—-587, April 1997.

6.2.3 Capacitance Measurements

High Frequency: High-frequency C—V curves are typically measured at 10 kHz—1 MHz.
The basic capacitance measuring circuit in Fig. 6.10 consists of the device to be measured
and an output resistor R. The MOS device is represented by the parallel G/C circuit, with
G the conductance of the scr and C its capacitance. An ac current i flows through the
device and the resistor, giving the output voltage as

- R R RG(1 + RG) + (wRC)* + joRC
U() =1 = _Ui = U[- =
z R+ (G+ joC)! (14 RG)? + (wRC)?

v;
(6.20)
For RG « 1 and (wRC)?> <« RG, Eq. (6.20) reduces to

Vo & (RG + jwRC)v; (6.21)

Fig. 6.10 Simplified capacitance measuring circuit.
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Fig. 6.11 Block diagram of circuits to measure the current and charge of an MOS capacitor.

The output voltage has two components: the in-phase RG and the out-of-phase joRC,
with v, = RGv; for the 0° phase and wRCv; for the 90° phase components. Using a
phase sensitive detector, one can determine the conductance G or the capacitance C,
knowing R and w =27 f.

Low Frequency: Current-Voltage: The low-frequency capacitance of an MOS-C is
usually not obtained by measuring the capacitance, but rather by measuring a current
or a charge, because capacitance measurements at low frequencies are very noisy. In
the quasi-static or linear ramp voltage method, the current is measured in response to
a slowly varying voltage ramp in Fig. 6.11(a).!"® The op-amp circuit with a resistive
feedback connected to the MOS-C gate is an ammeter. The resulting displacement current
is given by

d d dV, dV,
[ O QG_G_C_G

= = (6.22)
dt dVg dt dt

For a linear voltage ramp, dV/dt is constant, I is proportional to C, and the low-
frequency C—V curve is obtained, if dV/dt is sufficiently low.

Exercise 6.4
Problem: What is the effect of gate leakage current on the If C—V curve?

Solution: Tt is important that the gate leakage current be as low as possible, because
gate current adds or subtracts from the displacement current. This leads to an erroneous
capacitance, because the current is no longer proportional to the capacitance in that case.
The gate capacitor becomes very lossy due to high leakage, and the gate capacitance rolls
up or down in the inversion and accumulation regions of the C—V curve and it is no
longer possible to extract C,, directly. The roll-off varies with the gate leakage current,
so that for two gate dielectrics with the same thickness and different leakage currents,
different C,, and ¢,, are obtained. Example C -V curves are shown in Fig. E6.4. A good
discussion of these problems can be found in C. Scharrer and Y. Zhao, “High Frequency
Capacitance Measurements Monitor EOT (Equivalent Oxide Thickness) of Thin Gate
Dielectrics,” Solid State Technol. 47, Febr. 2004.
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Fig. E6.4 Quasi-static curves for no oxide leakage (lines), oxide leakage current (points).

Low-Frequency: Charge-Voltage: In the quasi-static /—V method in Fig. 6.11(a),
leakage currents are included in the /—-V plot. Moreover, the ammeter in conjunction
with the capacitor is a differentiator and tends to exaggerate noise spikes or non-linearities
in the voltage ramp. The Q—V quasi-static method alleviates some of the limitations of
the /—V quasi-static method. Initially the MOS-C was placed in the feedback loop of an
op-amp and it was charged with a constant current,'! and later modified.!”> Analog and
digital versions'3 have been proposed and a commercial version is shown schematically
in Fig. 6.11(b).!* This circuit is an integrator, reducing the effects of spurious signals. The
MOS-C is connected with its gate to the op-amp and its substrate to the voltage source
in Fig. 6.11 to minimize stray capacitance and noise.

This technique, also called the feedback charge method, uses a voltage step input AV
to the virtual ground op-amp. The capacitance is determined by measuring the transfer
of charge in response to this voltage increment. The feedback capacitor Cr is initially
discharged by closing the low-leakage current switch S. When the measurement starts,
S is opened and AV causes charge AQ to flow onto capacitor Cp, giving the output
voltage

A
Ay, = 22 (6.23)
Cr
With AQ = CAVg
C
AV, = ——AVg (6.24)
Cr

with the output voltage proportional to the MOS-C capacitance. Gain is introduced into
the measurement for C > Cr by choosing the capacitance ratio C/Cr appropriately.
Incrementing AV generates a Cj; versus Vg curve. Additionally, when Q changes, a
current Q/t flows. This current should only flow during the transient time period until
the device reaches equilibrium. Hence, Q/¢ is a measure of whether equilibrium has been
established and is used to determine the time increments at which A Vg should be changed
to measure the equilibrium low-frequency C-V curve.'* The method is well suited for
MOS measurements since it has high noise immunity, because sizable voltages rather
than low currents are measured, and since voltage steps rather than precise linear voltage
ramps are used.
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Fig. 6.12 1Ideal (line) and experimental (points) MOS-C curves. Ny = 5 x 10'® cm™3, #,, = 20 nm,
T =300 K, Crp/C, =0.77.

6.2.4 Fixed Charge

The fixed charge is determined by comparing the flatband voltage shift of an experimental
C -V curve with a theoretical curve and measure the voltage shift, as shown in Fig. 6.12.
Crpp is calculated from Eq. (6.19) or taken from Fig. 6.7, provided the oxide thickness
and the doping density are known or determined as in Exercise 6.2. To determine Q;,
one should eliminate or at least reduce the effects of all other oxide charges and reduce
the interface trapped charge to as low a value as possible. Q;, is reduced by annealing
in a hydrogen ambient at temperatures around 400-450°C. Pure hydrogen is rarely used
due to its explosive nature. Forming gas, a hydrogen-nitrogen mixture (~5-10% H,), is
commonly used. When the SiO, is covered by SizNy4, Q;, annealing is more difficult due
to the imperviousness of the nitride.!>
Q is related to the flatband voltage by the equation

Or = (Pus — Vrp)Cox (6.25)

where @5 must be known in order to determine Q. Equation (6.25) assumes that
interface traps play a negligible role in fixed charge density measurements. Methods
to determine ¢y are given in Section 6.2.5. The normalized flatband capacitance is 0.77
and Vpp = —0.3 V for the example in Fig. 6.12. Since ¢y is required to determine Q s
from C-V flatband voltage shifts, there is as much uncertainty in the fixed charge as
there is in ¢y . For example, the uncertainty in Ny = Q /g, according to Eq. (6.25), is
related to the uncertainty in ¢ys for SiO, with K,, = 3.9 by

K, 2.16 x 103 _
Apus = ————A¢ys(V) cm ™2 (6.26)
qlox tox(nm)

ANy =

For an uncertainty in the metal-semiconductor work function difference of A¢pys =
0.05 V, ANy = 5.4 x 10" cm™2 for #,, = 2 nm. This kind of uncertainty is higher than
typical fixed charge densities, showing the importance of knowing ¢s accurately.
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A second method to determine Q; dispenses with a knowledge of ¢ys. Rewriting
Eq. (6.25) as
Or

thox
Vrp = dus — =¢mus — ———
Cox KDXSD

(6.27)

suggests a plot of Vgp versus t,, with slope Q ;/K,,&o and intercept ¢yss. This method,
described in more detail in the next section, requires MOS capacitors with differing ¢,,.
However, it is more accurate because it is independent of ¢y s. Since the published
literature shows variations of ¢y s by as much as 0.5V, it is obviously important to
determine ¢y for a given process and not rely on published values.

6.2.5 Gate-Semiconductor Work Function Difference

The metal-semiconductor work function difference ¢y¢ is indicated in Fig. 6.13 for a
flatband metal-oxide-semiconductor potential band diagram with zero oxide charges. Vi =
Vrp assures that the bands in the semiconductor and in the oxide are flat. For zero oxide
or interface charge, Vpp = ¢ys from Eq. (6.17). Note that all quantities are given in
potentials in Fig. 6.13, not in energies. ¢ and ¢, are the metal and effective metal
work function, ¢g is the semiconductor work function, x and x' are the electron and
effective electron affinity. All other symbols have their usual meanings. From Fig. 6.13,

bus =du — ¢s = ¢y — (X' + (Ec — Er)/q) (6.28)

Here ¢/, x/, and (E. — EF)/q are constants for a given gate material, semiconductor,
and temperature. For p- and n-substrates, Eq. (6.28) becomes

kT Na kT
¢MS:K_¢F:K_7IH o ;¢MS:K+¢F:K+7IH

1

Np

) (6.29)

i

where K = ¢y’ — x' — (E. — E))/q and (E. — Ep)/q = (E. — E)/q + ¢ = (E. —
E)/q+ (kT /q)In(Na/n;). ¢us depends not only on the semiconductor and the gate
material, but also on the substrate doping type and density.

Vacuum Level

Potential
&
<

Fig. 6.13 Potential band diagram of a metal-oxide-semiconductor system at flatband.
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Fig. 6.14 Potential band diagram of (a) nt poly-Si/p substrate, and (b) p* poly-Si/n substrate at
flatband.

Figure 6.14 shows the band diagram for an n* poly-Si-p substrate and for a p™* poly-
Si-n substrate MOS-C. Since both gate and substrate have the same electron affinity, we
find

dus = ¢r(gate) — ¢ (substrate) (6.30)

The Fermi level for n poly-Si gates coincides approximately with the conduction band
and with the valence band for p* poly-Si gates, giving ¢ys(n*gate) ~ —Eg/2q
— (kT/q) In(N4/n;) and ¢ys (p* gate) ~ Eg/2q + (kT /q) In(Np/n;). For n™ gates
on n-substrates, ¢y s(ntgate) ~ —Eg/2q + (kT /q)In(Np/n;), where N4 and Np are
the substrate doping densities.

Early ¢y 5 determinations used photoemission measurements.'® With a voltage applied
between a semitransparent gate and the substrate, no current flows in the absence of light
because of the insulating nature of the oxide. Photons of sufficient energy strike the gate
and excite electrons from the gate into the oxide. Some of these electrons drift through
the oxide to be collected as photocurrent. Electrons are excited from the semiconductor
into the oxide and flow to the gate for positive gate voltages and the barrier height of
the semiconductor/oxide interface is determined. For negative gate voltages, electrons
are excited from the gate into the oxide and flow to the semiconductor leading to the
gate/oxide barrier.

Photoemission measurements determine ¢, s only indirectly. A more direct measure
utilizes Eq. (6.27), repeated here

Q Q t{)x
Vep = dms — ! =¢Ms—f—

(6.31)
Cox Kox 8()

A plot of Vi versus oxide thickness has a slope of —Q /K, &q and an intercept on the
Vg axis of ¢ys.!” This method is more direct, as it measures the capacitance of MOS
capacitors. Furthermore, since the flatband voltage is measured, it ensures zero electric
field at the semiconductor surface eliminating Schottky barrier lowering corrections. The
oxide thickness can be varied by oxidizing the wafer to a given thickness, measuring
Vrp, etching a portion of the oxide, remeasuring Vrp and so on. This method ensures
that the same spot on the oxide is measured each time. Oxide etching does not affect the
fixed charge, since Q is located very near the SiO,-Si interface. Sometimes the oxide is
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etched in strips to different thicknesses, or oxides can be grown to different thicknesses on
different wafers and MOS capacitors formed, assuming Q ; to be the same for all samples.

Plots of Vip — t,, are shown in Fig. 6.15."% The MOS capacitors with SiO, gate
dielectric were fabricated on p-type Si substrates. 40—200 nm thick poly-Si was deposited
on the gate dielectric followed by 80—200 nm hafnium. Silicidation was done by furnace
annealing at 420°C or rapid thermal annealing at temperatures from 600°C to 750°C for
1 min. and the samples were annealed in forming gas at 420°C for 30 min.

¢u s depends on oxidation temperature, wafer orientation, interface trap density, and on
the low temperature D;, anneal.'” The work function of poly-Si gate devices should depend
on the doping density of the gate. One report shows a ¢,s maximum at phosphorus and
arsenic densities of 5 x 10" cm™3, with the work function difference decreasing above
and below this density.?’ The dependence of ¢y s on doping density is shown in Fig. 6.16
for the Si0,/Si system with poly-Si gates.
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Fig. 6.15 Flatband voltage versus oxide thickness; p-type Si substrates. 40—200 nm thick poly-Si
plus 80—200 nm hafnium silicided at 420°C or rapid thermal annealed at 600°C to 750°C for 1 min.
Annealed in forming gas at 420°C for 30 min. Adapted from ref. 18.
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Fig. 6.16 ¢, s as a function of doping density for poly-Si/SiO,/Si MOS devices. The numbers
refer to references. The references are: a,>! 5,22 ¢,3 and d?°.
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6.2.6 Oxide Trapped Charge

Charge can become trapped in the oxide during device operation even if not introduced
during device fabrication. Electrons and/or holes can be injected from the substrate or
from the gate. Energetic radiation also produces electron-hole pairs in the oxide and some
of these electrons and/or holes are subsequently trapped in the oxide. The flatband voltage
shift AVpp due to oxide trapped charge Q,, is obtained from

AVpp = Vrp(Qot) — Vrp(Qor = 0) (6.32)

assuming all other charges remain unchanged during the oxide trapped charge introduction.
Contrary to Q , the oxide trapped charge is usually not located at the oxide/semiconductor
interface, but is distributed through the oxide. The distribution of Q,, must be known for
proper interpretation of C—V curves. Trapped charge distributions are measured most
commonly by the etch-off and the photo -V methods.

In the etch-off method, thin layers of the oxide are etched. The C—V curve is measured
after each etch and the oxide charge profile is determined from these C—V curves. The
photo /-V method is non-destructive and more accurate than the etch-off method. It
is based on the optical injection of electrons from the gate or from the substrate into
the oxide. Electron injection depends on the distance of the energy barrier from the
injecting surface and on the barrier height. Both barrier distance and barrier height are
affected by oxide charge and gate bias. Photo /—V curves yields both the barrier distance
and the barrier height. A good discussion of the method can be found in ref. 24 and
references therein. Occasionally the technique is useful to monitor the flatband voltage
continuously.?’

A determination of the charge distribution in the oxide is tedious and therefore not
routinely done. In the absence of such information, the flatband voltage shift due to charge
injection is generally interpreted by assuming the charge is at the oxide-semiconductor
interface using the expression

Qox = —CoxAVpp (6.33)

6.2.7 Mobile Charge

Mobile charge in SiO, is due primarily to the ionic impurities Na™, Li*, K*, and perhaps
H". Sodium is the dominant contaminant. Lithium has been traced to oil in vacuum pumps
and potassium can be introduced during chemical-mechanical polishing. The practical
application of MOSFETs was delayed due to mobile oxide charges in the early 1960s.
MOSFETs were found to be very unstable for positive gate bias but relatively stable
for negative gate voltages. Sodium was the first impurity to be related to this gate bias
instability.?® By intentionally contaminating MOS-Cs and measuring the C—V shift after
bias-temperature stress, it was shown that alkali cations could easily drift through thermal
SiO; films. Chemical analysis of etched-back oxides by neutron activation analysis and
flame photometry was used to determine the Na profile.”’ The drift has been measured
with the isothermal transient ionic current method, the thermally stimulated ionic current
method, and the triangular voltage sweep method.?®

The mobility some oxide contaminants is given by the expression®’

n=poexp(—Ea/kT) (6.34)
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where for Na: pg = 3.5 x 107* cm?/V-s (within a factor of 10) and E4 = 0.44 £ 0.09 eV;
for Li: o = 4.5 x 107 cm?/V-s (within a factor of 10) and E, = 0.47 + 0.08 eV, for
K: o = 2.5 x 1073 cm?/V-s (within a factor of 8) and E4 = 1.04 + 0.1 eV, and for Cu,
o =4.8 x 1077 cm?/V-s and E4 = 0.93 0.2 eV.? The oxide electric field is given by
Vg /t,x, neglecting the small voltage drop across the semiconductor and gate. The drift
velocity of mobile ions through the oxide is vy = uVs/1,, and the transit time ¢, is

t, 12 2
=2 = % — 9 exp(E4/kT) (6.35)
va  uVe o UoVe

Equation (6.35) is plotted in Fig. 6.17 for the three alkali ions and for Cu. For this plot
the oxide electric field is 10° V/cm, a common oxide electric field for such measurements,
and the oxide thickness is 100 nm. For thinner or thicker oxides, the transit time change
according to Eq. (6.35). Na and Li drift very rapidly through the oxide. Typical measure-
ment temperatures lie in the 200 to 300°C range and only a few milliseconds suffice for
the charge to transit the oxide. Mobile charge densities in the 5 x 10°-10'° cm~2 range
are generally acceptable in integrated circuits.

Bias-Temperature Stress: The bias-temperature stress (BTS) method is one of two
techniques to determine the mobile charge. However, in contrast to room-temperature
C—-V measurements for Q; determination, for mobile charge measurements the temper-
ature must be sufficiently high for the charge to be mobile. Typically the device is heated
to 150 to 250°C, and a gate bias to produce an oxide electric field of around 10° V/ecm
is applied for 5—10 min. for the charge to drift to one oxide interface. The device is then
cooled to room temperature under bias and a C—V curve is measured. The procedure is
then repeated with the opposite bias polarity. The mobile charge is determined from the
flatband voltage shift, according to the equation

Qm = —CoxAVrp (636)
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Fig. 6.17 Drift time for Na, Li, K, and Cu for an oxide electric field of 10° V/cm and t,, = 100 nm.



340 OXIDE AND INTERFACE TRAPPED CHARGES, OXIDE THICKNESS

The reproducibility of BTS measurements becomes questionable as mobile ion densi-
ties approach 10° cm~2. For example, the flatband voltage shift in a 10 nm thick oxide
due to the drift of a 10° cm™2 mobile ion density is 0.5 mV. Changing the gate area does
not help since one measures voltage shifts, not capacitance.

There is sometimes a question of whether a measured flatband voltage shift is due to
oxide trapped charge or due to mobile charge. A simple check to discriminate between
the two is the following: Consider an MOS-C on a p-type substrate whose C—V curve
is initially measured with moderate gate voltage excursions giving C—V curve (a) in
Fig. 6.18. We assume that as a result of the modest gate voltage excursion charge is
neither injected into the oxide nor does mobile charge move. Next, a BTS test is done
with positive gate voltage. Keeping the oxide electric field around 1 MV/cm causes mobile
charge to drift, but the electric field is insufficient for appreciate charge injection. If the
C-V curve after the BTS is curve (b) in Fig. 6.18, then the drift is due to positive mobile
charge. For higher gate voltages at room temperature, there is a good chance that electrons
and/or holes can be injected into the oxide and mobile charge may also drift, making that
measurement less definitive.

Triangular Voltage Sweep: In the triangular voltage sweep (TVS) method the current
is measured instead of the capacitance.30 The MOS-C is held at an elevated, constant
temperature of 200 to 300°C and the low-frequency C-V curve is measured. Cy is
usually not obtained by measuring the capacitance, but rather by measuring a current or
charge, as discussed in Section 6.2.3. TVS is based on measuring the charge flow through
the oxide at an elevated temperature in response to an applied time-varying voltage. The
charge flow is detected either as a current or as a charge. For a mobile ion density of
10° cm™2, the resulting current is I = 34 pA for a sweep rate of 0.01 V/s and gate area
of 0.01 cm?. The charge in a charge sensing measurement is Q = 1.6 pC. Both of these
are within typical measurement capability.

The current is determined by applying a slowly varying voltage ramp, as shown in
Fig. 6.11(a), and measuring the current. If the ramp rate is sufficiently low, the measured
current is the sum of displacement and conduction current due to the mobile charge. The
current I is defined by

_dQ¢
1= % 6.37)

cic,,

Gate Voltage (V)

Fig. 6.18 C -V curves illustrating the effects of mobile charge motion.
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With Qg = —(Qs + Qir + Q¢ + Qo + Ou), the current can be written as**

v,
I=Cy (a - d’;B) (6.38)

where o = dV/dt is the gate voltage ramp rate. Integrating both sides from —Vg; to
+ Vi, gives

Via
/ (1/Cyy — o) dVi = —a{ Vienlt (Van)] = Vrglt (—VoD)) 639
-V

Let us assume that at —Vg; all mobile charges are located at the gate-oxide interface
(x =0) and at Vg, all mobile charges are located at the semiconductor-oxide interface
(x = t,,). Then considering mobile charge only we find from Eq. (6.17),

QWL

—a{Vrp[t(Ve2)] — Vrplt (=Ve)]} = @

(6.40)

and Eq. (6.39) becomes

JY2 (4] Clp = a)CordVi = 2 Q (6.41)

As shown in Exercise 6.1, the hf and If C—V curves coincide at high temperatures
and the mobile charge is obtained by measuring the hf and If curves and taking the area
between the two curves, as illustrated in Fig. 6.19.3! The integral of Eq. (6.41) represents
the area between the If and the hf curves in Fig. 6.19. One may ask why the If curve
exhibits the mobile charge hump, when Cj; and Cjy coincide. The reason is that during
the If current measurement, not only does the inversion charge respond to the probe
frequency, but the mobile charge also drifts. For high temperature and high frequency
capacitance measurements, only the inversion charge is detected.
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Fig. 6.19 C;; and C),y measured at 7 = 250°C. The mobile charge density is determined form the
area between the two curves.



342 OXIDE AND INTERFACE TRAPPED CHARGES, OXIDE THICKNESS

Sometimes two peaks are observed in I -V curves at different gate voltages. These
have been attributed to mobile ions with different mobilities. For an appropriate tempera-
ture and sweep rate, high-mobility ions (e.g., Na™) drift at lower oxide electric fields than
low-mobility ions (e.g., KT). Hence, the Na peak occurs at lower gate voltages than the
K peak. Such discrimination between different types of mobile impurities is not possible
with the bias-temperature method. This also explains why sometimes the total number of
impurities determined by the BTS and the TVS methods differ. In the BTS method one
usually waits long enough for all the mobile charge to drift through the oxide. If in the
TVS method the temperature is too low or the gate ramp rate is too high, it is possible
that only one type of charge is detected. For example, it is conceivable that high-mobility
Na drifts but low-mobility K does not. The TVS method also lends itself to mobile charge
determination in interlevel dielectrics, not just gate oxides, since a current or charge is
measured instead of a capacitance.

Other Methods: The electrical characterization methods are dominant because they
are easily implemented and are very sensitive. The BTS method has a sensitivity of about
10'° cm~2 and the TVS method can detect densities as low as about 10° cm~2. However,
electrical methods cannot detect neutral impurities nor the sodium content in chemicals,
furnace tubes etc. Analytical methods that have been employed for sodium detection
include radiotracer,>> neutron activation analysis,>® flame photometry,>* and secondary
ion mass spectrometry (SIMS). For SIMS it is important to take surface charging by the
positive or negative ion beam into account, because it can alter the ionic distribution and
give erroneous distribution curves.

6.3 INTERFACE TRAPPED CHARGE

Interface trapped charge, also known as interface traps or states, are attributed to dangling
bonds at the semiconductor/insulator interface. Their density is most commonly reduced
by forming gas anneal. A good overview of the nature of interface trapped charge and
methods for its characterization can be found in refs. 24, 36, 37.

6.3.1 Low Frequency (Quasi-static) Methods

The low-frequency or quasi-static method is a common interface trapped charge measure-
ment method. It provides information only on the interface trapped charge density, but not
on their capture cross-sections. In this chapter we use the terms “interface trapped charge”
and “interface traps” interchangeably. Before discussing characterization techniques, it is
useful to discuss the nature of interface traps. One model attributes donor-like behavior
to D;; below E; and acceptor-like behavior to D;, above E; as shown in Fig. 6.20(a).
Although this model is not universally accepted, there is experimental evidence for it.’®
Donor interface traps below Ep are occupied by electrons and hence neutral. Those
with energies Er < E < E; are unoccupied donors and hence positively charged. Those
above E; are unoccupied acceptors and hence neutral. As a result, at flatband, D;; con-
tributes a positive net charge. For positive gate voltage (Fig. 6.20(b)) some of the acceptor
states lie below Ep and there is a net negative charge while for negative gate voltage
(Fig. 6.20(c)) there is a more net positive charge. Hence, according to Eq. (6.17) the
C-V curves shift to the left for negative gate voltage and to the right for positive gate
voltage.
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Fig. 6.20 Semiconductor band diagrams illustrating the effects of interface traps; (a) Vg =0,

(b) Vg > 0, (c) Vi < 0. Electron-occupied interface traps are indicated by the small horizontal seavy
lines and unoccupied traps by the /ight lines.
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Fig. 6.21 Effect of D;; on MOS-C capacitance-voltage curves. (a) Theoretical high-frequency,
(b) theoretical low-frequency and (c) experimental low-frequency curves. Gate voltage stress gener-
ated interface traps.

The effect of interface traps on both hf and If C—V curves is illustrated in Fig. 6.21. If
interface traps cannot follow the ac probe frequency, they do not contribute a capacitance
and the equivalent circuits are those of Fig. 6.4 with C;; = 0. However, interface traps
can follow the slowly varying dc bias. As the gate voltage is swept from accumulation to
inversion, the gate charge is Qg = —(Qs + Q;) assuming no oxide charges. In contrast
to the ideal case, where Q;; = 0, now both semiconductor and interface traps must be
charged. The relationship of surface potential to gate voltage differs from Eq. (6.16) and
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the hf C-V curve stretches out as shown in Fig. 6.21(a). This stretch-out is not the result
of interface traps contributing excess capacitance, but rather it is the result of the C-V
curve stretch-out along the gate voltage axis. Interface traps do respond to the probe
frequency at low measurement frequencies, and the curve distorts because the interface
traps contribute interface trap capacitance C;; and the curve stretches out along the voltage
axis, shown in Fig. 6.21(b). For ¢, = ¢, the upper half band gap donor-type and lower
half band gap acceptor-type interface traps cancel one another, leading to the coincidence
of the ideal and distorted C—V curves. Experimental curves are shown in Fig. 6.21(c)
before and after oxide stress induced by gate current through the oxide.

The basic theory of the quasi-static method was developed by Berglund.*® The method
compares a low-frequency C—V curve with one free of interface traps. The latter can
be a theoretical curve, but is usually an hf C—V curve determined at a frequency where
interface traps are assumed not to respond. “Low frequency” means that interface traps and
minority carrier inversion charges must be able to respond to the measurement ac probe
frequency. The constraints for minority carrier response are discussed in Section 6.2.1.
The interface trap response has similar limitations. Fortunately, the limitations are usually
less severe than for minority carrier response and frequencies low enough for inversion
layer response are generally low enough for interface trap response.

The If capacitance is given by Eq. (6.4) in depletion-inversion as

1 1 -l
Crr — _ 6.42
g (cox Tt c,-[) 642)

where we have replaced C, + C, by Cg, the If semiconductor capacitance. C;, is related
to the interface trap density D;, by D;; = Ci;/q?, giving

1 Cox le
Dy=— (=2 ¢
' pe <Cox —cy S) (6.43)

Equation (6.43) is suitable for interface trap density determination over the entire band
gap.

Exercise 6.5
Problem: Why is C;, = g°>D;; used here when most text use C;; = qD;,?

Solution: C;; = gD, is quoted in well respected texts, e.g., Nicollian and Brews on p.

195.2* But. .. if we substitute units, something is not right. With D;, in cm~2 eV~ (the
g g
Coul Coul F

cm?eV  cm2Coul — Volt  cm2Coul

usual units) and ¢ in Coul the units for C;, are

Coul
using eV = Coul — Volt; Volt = %. This suggests that the correct definition should

be C;; = g*>D;;. We must keep in mind, however, that in the expression E(eV) = ¢V,
g=1not 1.6 x g107'°! Hence C;; = ¢’D;; =1 x 1.6 x 107° D;,. If D;; is given in
em~2 J7!, then C;; = (1.6 x 107'%)% D;,. This was pointed out to me by Kwok Ng and
can be found in his book K.K. Ng, Complete Guide to Semiconductor Devices, 2md Eq.,
Wiley-Interscience, New York, 2002, p. 183.
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Cjy and Cg must be known to determine D;;. C;s is measured as a function of gate
voltage and Cy is calculated from Eq. (6.7). In Eq. (6.7), the capacitance is calculated as
a function of surface potential ¢, but in Eq. (6.43) C;s is measured as a function of gate
voltage. Hence, we need a relationship between ¢, and V. Berglund proposed

Vo
¢y = / (1 —=Cip/Cox)dVg + A (6.44)
\%

G1

where A is an integration constant given by the surface potential at Vg = V. The
integrand is obtained by integrating the measured C;r/C,, versus Vg curve with Vi, and
V2 arbitrarily chosen, since the integration constant A is unknown. Integration from Vg =
Vrp makes A = 0, because band bending is zero at flatband. Integration from Vgp to
accumulation and from Vgp to inversion gives the surface potential over most of the band
gap range. If the integration is carried out from strong accumulation to strong inversion, the
integral should give [¢s(Vg2) — ¢s(Ve1)] = Ec/q. A value higher than Es/q indicates
gross non-uniformities in the oxide or at the oxide-semiconductor interface, making the
analysis invalid. Various approaches to determine the surface potential based on If and hf
C -V curves have been proposed.*® Kuhn proposed fitting the experimental and theoretical
Cy versus ¢ curves in accumulation and strong inversion.'? Plotting (1/C)? against ¢,
gives a line with slope N4 and intercept A if N4 is uniform. If it is non-uniform, then no
unique value of A is obtained. These methods are generally based on measuring charge
using an operational amplifier with a capacitor in the feedback loop. In one circuit, D;,
is determined and plotted directly as a function of ¢,.*!

The determination of D;, from Eq. (6.43) and (6.44) is quite time consuming and a
simplified approach was proposed by Castagné and Vapaille.*? It eliminated the uncertainty
associated with the calculation of Cg in Eq. (6.43) and replaced it with a measured Cg.
From the hf C-V curve, we find from Eq. (6.15),

Cox Ch f

Cs=—"—"7—.
S Cax - Chf

(6.45)

Substituting Eq. (6.45) into (6.43) gives D;; in terms of the measured 1f and hf C-V
curves as

D;; =

Cax Ciy Cox Cy COX
Cox ( i/ G/ ) (6.46)

qz 1 _C]f/cox 1 _Chf/cox

Equation (6.46) gives D;, over only a limited range of the band gap, typically from
the onset of inversion, but not strong inversion, to a surface potential towards the majority
carrier band edge where the ac measurement frequency equals the inverse of the interface
trap emission time constant. This corresponds to an energy about 0.2 eV from the majority
carrier band edge. The higher the frequency the closer to the band edge can be probed.
Typical hf and If curves are shown in Fig. 6.22.

Data for D;; — ¢, typically have a U-shaped distribution with a minimum near midgap
and sharp increases toward either band edge, as shown in Fig. 6.26. It is very important
when using the technique based on Eq. (6.43), that the integration constant A be well
known. Small errors in A have a large effect on D;, near the band edges.** Errors
can also be introduced by surface potential fluctuations due to inhomogeneities in oxide
charge and/or substrate doping density.** Errors in D;, extraction are also introduced by
neglecting quantum-mechanical effects in the inversion capacitance.*> The conventional
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Fig. 6.22 High- and low-frequency C—-Vy curves showing the offset AC/C,, due to interface
traps.
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Fig. 6.23 Interface trapped charge density from the hf curve and the offset AC/C,,.

quasi-static technique underestimates the interface state density if the quantum-mechanical
effect is significant, which becomes more critical as the doping density is increased.

It is not always necessary to determine D;; as a function of surface potential. For
example, for process monitoring it is frequently sufficient to determine D;, at one point
on the C-V curve. A convenient choice is the minimum C;; where the technique is most
sensitive. This point corresponds to a surface potential in the light inversion region near
midgap, (¢pr < ¢s < 2¢r). To extract D;;, Eq. (6.46) is plotted in Fig. 6.23 for SiO, with
fox = 10 nm. To use the figure, measure C;r/C,, and Cyz/C,,, then determine AC/C,x =
Ciy/Cox — Chy/Cox and find D;; from the graph (AC/C,, is defined in Fig. 6.22).% For
oxide thicknesses other than 10 nm, multiply D;, from Fig. 6.22 by 10/¢,, with ¢,, in nm.
Other graphical techniques have also been proposed.

For high-frequency curves, the measurement frequency must be sufficiently high that
interface traps do not respond. The usual 1 MHz frequency may suffice, but for devices
with high D;, there will be some response due to interface traps. If possible, one should
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use higher frequencies, but care must be used to ascertain that series resistance effects
do not become important. It is easier to measure C;r when sweeping from inversion
to accumulation, because minority carriers need not be generated thermally since they
already exist in the inversion layer. Series resistance and stray light can also influence the
curve.®® A detailed accounting of the errors in extracting D;, is given by Nicollian and
Brews.?* The lower limit of D;, that can be determined with the quasi-static technique lies
around 10'° cm2eV~!. However, as oxide thickness decreases, the If curve contains an
appreciable oxide leakage current component, rendering quasi-static results questionable.

The charge voltage method is well suited for MOS measurements and can also deter-
mine the additive constant A of Eq. (6.44) by comparing experimental and theoretical ¢;
versus W curves, where W is the space-charge region width obtained from the experi-
mental hf C-V curve.

6.3.2 Conductance

The conductance method, proposed by Nicollian and Goetzberger in 1967, is one of the
most sensitive methods to determine D;;.* Interface trap densities of 10° cm=2eV~' and
lower can be measured. It is also the most complete method, because it yields D;; in
the depletion and weak inversion portion of the band gap, the capture cross-sections for
majority carriers, and information about surface potential fluctuations. The technique is
based on measuring the equivalent parallel conductance G p of an MOS-C as a function
of bias voltage and frequency. The conductance, representing the loss mechanism due to
interface trap capture and emission of carriers, is a measure of the interface trap density.

The simplified equivalent circuit of an MOS-C appropriate for the conductance method
is shown in Fig. 6.24(a). It consists of the oxide capacitance C,,, the semiconductor
capacitance Cg, and the interface trap capacitance C;;. The capture-emission of carriers
by D;, is a lossy process, represented by the resistance R;;. It is convenient to replace the
circuit of Fig. 6.24(a) by that in Fig. 6.24(b), where Cp and G p are given by

LG
ST+ (0m)?
Gp quwti; D,

o T4 nr? o

Cp=C 6.47)

where C; = ¢?>D;;, w = 2 f(f = measurement frequency) and t;; = R;;C;;, the inter-
face trap time constant, given by 7;; = [v;,0, N4 exp(—q¢s/kT]~". Dividing Gp by w
makes Eq. (6.48) symmetrical in wt;,. Equations (6.47) and (6.48) are for interface traps

/'I" Cox

R; J_ J_ Ry
Cs Cp Gp Cn Gm Cs
: T #°7

T on

(a) (b) (c) (d)
Fig. 6.24 Equivalent circuits for conductance measurements; (a) MOS-C with interface trap time
constant 7;; = R;;Cj;, (b) simplified circuit of (a), (c) measured circuit, (d) including series r; resis-
tance and tunnel conductance G,.
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with a single energy level in the band gap. Interface traps at the SiO,-Si interface, how-
ever, are continuously distributed in energy throughout the Si band gap. Capture and
emission occurs primarily by traps located within a few kT/q above and below the Fermi

level, leading to a time constant dispersion and giving the normalized conductance as*’
G D;
22— AT+ (i) (6.49)
w 2wt

Equations (6.48) and (6.49) show that the conductance is easier to interpret than the
capacitance, because Eq. (6.48) does not require Cs. The conductance is measured as a
function of frequency and plotted as Gp/w versus w. Gp/w has a maximum at @ =
1/7;; and at that maximum D;;, = 2G p/qw. For Eq. (6.49) we find w = 2/7;; and D;; =
2.5Gp/qw at the maximum. Hence we determine D;, from the maximum Gp/w and
determine 7;, from w at the peak conductance location on the w-axis. G p /w versus f plots,
calculated according to Eqgs. (6.48) and (6.49), are shown in Fig. 6.25. The calculated
curves are based on D;; values from a detailed interface extraction routine from the
experimental data also shown on the figure. Note the much broader experimental peak.

Experimental G p /w versus w curves are generally broader than predicted by Eq. (6.49),
attributed to interface trap time constant dispersion caused by surface potential fluctuations
due to non-uniformities in oxide charge and interface traps as well as doping density.
Surface potential fluctuations are more pronounced in p-Si than in n-Si.°° Surface potential
fluctuations complicate the analysis of the experimental data. When such fluctuations are
taken into account, Eq. (6.49) becomes

[e°]

G D,
br_4 / " In[1 4 (wti)*1P(Uy) dU, (6.50)
w 2 wT;;

—00

where P(Uy) is a probability distribution of the surface potential fluctuation given by
PUy) L . W, — U (6.51)
s) = X _—— .
270 P 20

with Uy and ¢ the normalized mean surface potential and standard deviation, respectively.
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Fig. 6.25 G ,/w versus o for a single level [Eq. (6.48)], a continuum [Eq. (6.49)], and experimental
data.’” For all curves: D;; = 1.9 x 10° cm2eV~!, 1;, =7 x 1079 s.
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The line through the data points in Fig. 6.25 is calculated from Eq. (6.50). Note the
good agreement between theory and experiment when ¢, fluctuations are considered.
An approximate expression giving the interface trap density in terms of the measured

maximum conductance is*
25 (G
Dy ~ == (—”) (6.52)
q w max

Capacitance meters generally assume the device to consist of the parallel C,, — G,,
combination in Fig. 6.24(c). A circuit comparison of Fig. 6.24(b) to 6.24(c) gives Gp/w
in terms of the measured capacitance C,,, the oxide capacitance, and the measured con-
ductance G,, as

Gp ®G,,C?

- _ ox 6.53
w Gg,, + wz(cox - Cm)2 ( )

assuming negligible series resistance. The conductance measurement must be carried out
over a wide frequency range. A comparison of interface traps determined by the quasi-
static and the conductance techniques is shown in Fig. 6.26. Note the broad energy range
over which the quasi-static method yields D;; and the good agreement over the narrower
range where the conductance method is valid. The portion of the band gap probed by
conductance measurements is typically from flatband to weak inversion. The measurement
frequency should be accurately determined and the signal amplitude should be kept at
around 50 mV or less to prevent harmonics of the signal frequency giving rise to spurious
conductances. The conductance depends only on the device area for a given D;;. However,
a capacitor with thin oxide has a high capacitance relative to the conductance, especially
for low D;; and the resolution of the capacitance meter is dominated by the out-of-phase
capacitive current component. Reducing C,, by increasing the oxide thickness helps this
measurement problem.

For thin oxides, there may be appreciable oxide leakage current. In addition, the
device has series resistance which has so far been neglected. In the more complete cir-
cuit in Fig. 6.24(d), G, represents the tunnel conductance and r, the series resistance.
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Fig. 6.26 Interface trapped charge density versus energy from the quasi-static and conductance
methods. (a) (111) n-Si, (b) (100) n-Si. After ref. 50 and 51.
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Equation (6.53) now becomes’?

Gp ®(G, — G,)C2,

= _ 6.54
15 G2 4+ w?(Cpx — C,)? (6.54)
where
CIVL
C.= 6.55
i (] _ran1)2+(wrsCm)2 ( )
2 sCch - Gm
G, = L lsombe ™ T (6.56)

rsGm -1

C,, and G,, are the measured capacitance and conductance. The series resistance is deter-
mined by biasing the device into accumulation according to®*

Gma

ry= ————————
‘ 2 202
Gma + w Cma

(6.57)

where G,,, and C,,, are the measured conductance and capacitance in accumulation. The
tunnel conductance is determined from Eq. (6.56) as @ — 0.>> Equation (6.54) reverts to
Eq. (6.53) when ry = G, = 0.

Several models have been assumed to explain the experimental conductances.’® In
general it is necessary to use one of these models to extract D;; and o, with confidence.
Schemes have been proposed for analyzing data by taking pairs of values of G ,/w having
a predetermined relationship of either frequency®* or magnitude.> For example, G,/w
curves can be determined at two frequencies and the appropriate parameters are found
from universal curves. Brews uses a single G,/ curve and determines the points where
the curve has fallen to a fraction of its peak value and then utilizes universal curves to
determine D;; and 0,.3 Noras presents an algorithm to extract the relevant parameters.
In yet another simplification, a single hf C—V and G-V curve suffices to determine
D,‘,.56

Instead of changing the frequency and holding the temperature constant, it is also pos-
sible to change the temperature and hold the frequency constant.>’ This has the advantage
of not requiring measurements over a wide frequency range and one can chose a frequency
for which series resistance is negligible. Elevated temperature measurements enhance the
sensitivity near mid-gap allowing the detection of trap energy levels and capture cross-
sections.’® Tt also is possible to use MOSFETs instead of MOS-Cs and measure the
transconductance instead of the conductance but still use the concepts of the conductance
method.> This permits interface trap density determination on devices with the small gate
areas associated with MOSFETs without the need for special MOS-C test structures.

6.3.3 High Frequency Methods

Terman Method: The room-temperature, high-frequency capacitance method developed
by Terman was one of the first methods for determining the interface trap density.®® The
method relies on a hf C—V measurement at a frequency sufficiently high that interface
traps are assumed not to respond. They should, therefore, not contribute any capacitance.

How can one measure interface traps if they do not respond to the applied ac signal?
Although interface traps do not respond to the ac probe frequency, they do respond to the
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slowly varying dc gate voltage and cause the hf C—V curve to stretch out along the gate
voltage axis as interface trap occupancy changes with gate bias illustrated in Fig. 6.21(a).
In other words, for an MOS-C in depletion or inversion additional charge placed on the
gate induces additional semiconductor charge Q¢ = —(Qp + Q. + Q). With

VG = Vpp + ¢s + Vox = Vpp + ¢s + QG/Cox (658)

it is obvious that for a given surface potential ¢, Vi varies when interface traps are
present, leading to the C—V “stretch-out” in Fig. 6.21. The stretch-out produces a non
parallel shift of the C—V curve. Interface traps distributed uniformly through the semi-
conductor band gap produce a fairly smoothly varying but distorted C—V curve. Interface
traps with distinct structure, for example peaked distributions, produce more abrupt dis-
tortions in the C—V curve.

The relevant equivalent circuit of the hf MOS-C is that in Fig. 6.4(c) with C;; =0,
that is Cjy = CpxCs/(Cox + Cs) where Cs = C, + C,. Cpy is the same as that of a
device without interface traps provided Cy is the same. The variation of Cg with surface
potential is known for an ideal device. Knowing ¢ for a given C; in a device without
Q;; allows us to construct a ¢ versus Vg curve of the actual capacitor as follows: From
the ideal MOS-C C-V curve, find ¢, for a given Cj,r. Then find Vi on the experimental
curve for the same Cj ¢, giving one point of a ¢ versus Vi curve. Repeat for other points
until a satisfactory ¢, — Vi curve is constructed. This ¢y — Vi curve contains the relevant
interface trap information. The experimental ¢, versus Vi curve is a stretched-out version
of the theoretical curve and the interface trap density is determined from this curve by**

_ Cn (dVG ~ 1) G5 _ CodAVg 659
g2 \deg, ®  q* d, '

where AV = Vg —Vg(ideal) is the voltage shift of the experimental from the ideal curve,
and Vi the experimental gate voltage.

The method is generally considered to be useful for measuring interface trap densities
of 10'° cm™2eV~! and above,®' and has been widely critiqued. Its limitations were orig-
inally pointed out to be due to inaccurate capacitance measurements and insufficiently
high frequencies.> A later, theoretical study concluded that D;; in the 10° cm™2eV~!
range can be determined provided the capacitance is measured to a precision of 0.001 to
0.002 pF.%

For thinner oxides, the voltage shift associated with the interface traps also decreases.
An assumption of the Terman method is that the measured C;; curve does not con-
tain appreciable interface state capacitance. Simulations have shown that the difference
between the true high-frequency C—V curve and the 1 MHz curve is on the same order
of the difference between the “no D;,” curve and the 1 MHz curve, because the interface
state capacitance is small, but non-negligible, compared to the voltage stretch-out for thin
dielectrics.®* For thicker dielectrics, the interface state capacitance is the same, but the
voltage stretch-out increases. Both interface trap capacitance and voltage stretch-out scale
with D;, making this method questionable for thin oxides.

To compare experimental with theoretical curves, one needs to know the doping density
exactly. Any dopant pile up or out-diffusion introduces errors. Surface potential fluctua-
tions can cause fictitious interface trap peaks near the band edges. The assumption that
interface traps do not follow the ac probe frequency may not be satisfied for surface
potentials near flatband and towards accumulation unless exceptionally high frequencies
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are used. Lastly, differentiation of the ¢, versus Vs curve can cause errors. Large dis-
crepancies were found for D;, determined by the Terman technique compared with deep
level transient spectroscopy (DLTS).%

Gray-Brown and Jenq Method: In the Gray-Brown method, the high-frequency capac-
itance is measured as a function of temperature.®® Reducing the temperature causes the
Fermi level to shift towards the majority carrier band edge and the interface trap time
constant t;, increases at lower temperatures. Hence interface traps near the band edges
should not respond to typical ac probe frequencies at low temperatures whereas at room
temperature they do respond. This method should extend the range of interface traps
measurements to D;, near the majority carrier band edge.

The hf C—V curves are measured from room temperature to typically 7 = 77 K. The
interface trap density is obtained from the flatband voltages at those temperatures. Just as
the interface trap occupancy changes with gate voltage in the Terman method, so it changes
with temperature in this method. It is this change that is analyzed and D;, is extracted
from the experimental data. The original measurements were made at 150 kHz and gave
characteristic peaks of interface traps near the band edges. Theoretical calculations later
indicated that these peaks were an artifact by using too low ac probe frequencies.®’
Frequencies near 200 MHz should be used to maintain high-frequency conditions near
the band edges. It is useful as a fast, qualitative indicator of interface traps. In particular,
an hf C—V measurement at 77 K shows a “ledge” in the curve.%® % This ledge voltage
is related to the interface trap density over part of the band gap.

A method related to the Gray-Brown technique is the Jeng technique.®® The MOS
device is biased into accumulation at room temperature. Then it is cooled to 7 = 77 K and
swept from accumulation to deep depletion, driven into inversion by illumination or short
circuiting the source-drain of a MOSFET, and then swept from inversion to accumulation.
The hysteresis between the two curves is proportional to the average interface trap density
over typically the central 0.7-0.8 eV of the band gap. A comparison of average D;,
determined by this technique and by charge pumping shows excellent agreement over the
3 x 10" < D;, <102 ecm™2eV~! range.”®

6.3.4 Charge Pumping

In the charge pumping method, originally proposed in 1969,”' a MOSFET is used as
the test structure, making it suitable for interface trap measurements on small-geometry
MOSFETs instead of large-diameter MOS capacitors. We explain the technique with
reference to Fig. 6.27. The MOSFET source and drain are tied together and slightly
reverse biased with voltage Vg. The time varying gate voltage is of sufficient amplitude
for the surface under the gate to be driven into inversion and accumulation. The pulse
train can be square, triangular, trapezoidal, sinusoidal, or trilevel. The charge pumping
current is measured at the substrate, at the source/drain tied together, or at the source and
drain separately.

Let us begin by considering the MOSFET in inversion shown in Fig. 6.27(a). The
corresponding semiconductor band diagram—{from the Si surface into the substrate—is
shown in Fig. 6.27(c). For clarity we show only the semiconductor substrate on this
energy band diagram. The interface traps, continuously distributed through the band gap,
are represented by the small horizontal lines at the semiconductor surface with the filled
circles representing electrons occupying interface traps. When the gate voltage changes
from positive to negative potential, the surface changes from inversion to accumulation
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Fig. 6.27 Device cross-sections and energy bands for charge pumping measurements. The figures
are explained in the text.

and ends up as in Fig. 6.27(b) and (f). However, the important processes take place during
the transition from inversion to accumulation and from accumulation to inversion.

When the gate pulse falls from its high to its low value during its finite transition
time, most electrons in the inversion layer drift to source and drain and electrons on
those interface traps near the conduction band are thermally emitted into the conduction
band (Fig. 6.27(d)) and also drift to source and drain. Those electrons on interface traps
deeper within the band gap do not have sufficient time to be emitted and will remain on
interface traps. Once the hole barrier is reduced (Fig. 6.27(e)), holes flow to the surface
where some are captured by those interface traps still occupied by electrons. Holes are
indicated by the open circles on the band diagrams. Finally, most traps are filled with
holes as shown in Fig. 6.27(f). Then, when the gate returns to its positive voltage, the
inverse process begins and electrons flow into the interface to be captured. Eight holes
flow into the device in Fig. 6.27(b). Two are captured by interface traps. When the device
is driven into inversion, six holes leave. Hence, eight holes in, six out result in a net
charge pumping current, I, that is proportional to D;;.

The time constant for electron emission from interface traps is

o XB(E = E)/KT) 660
UnUrth

where E; is the interface trap energy measured from the bottom of the conduction band.
The concepts of electron and hole capture, emission, time constants, and so on are dis-
cussed in Chapter 5. For a square wave of frequency f, the time available for electron
emission is half the period 7, = 1/2f. The energy interval over which electrons are emitted
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is, from Eq. (6.60),
E.— E| = kT In(o,vi,N. /2 f) (6.61)

For example, E, — E; = 0.28 eV for 6, = 1071% cm?, v,, = 107 cm/s, N, = 10" cm~3,
T =300 K and f = 100 kHz. Hence, electrons from E. to E. — (0.28 eV are emitted
while those below E. — 0.28 eV are not emitted and therefore recombine with holes,
when holes come rushing in. The hole capture time constant is

1
T = (6.62)

OpVth Ps

where p; = hole density/cm® at the surface. 7, is very small for any appreciable hole
density. In other words, emission, not capture, is the rate limiting process.

During the reverse cycle when the surface changes from accumulation to inversion,
the opposite process occurs. Holes within an energy interval

E; — E, = kT In(o, v, N, /2 f) (6.63)

are emitted into the valence band and the remainder recombine with electrons flowing
in from source and drain. E, is the interface trap energy measured from the top of
the valence band. Those electrons on interface traps within the energy interval AE =
Eg — (E.— E) — (E2 — Ey)

AE ~ Eg — kT[In(c,vinNe/2f) + In(opvin Ny /2 )] (6.64)

recombine. A detailed discussion of these concepts is given in ref. 72.

0./q electrons/cm? flow into the inversion layer from the source and drain but only
(0./q-Dj; AE) electrons/cm® flow back into the source-drain. D;; AE electrons/cm?
recombine with holes. For each electron-hole pair recombination event, an electron and
a hole must be supplied. Hence D;; AE holes/cm? also recombine. In other words, more
holes flow into the semiconductor than leave, giving rise to the charge pumping cur-
rent I, in Fig. 6.27. D;; AE holes being supplied at rate of f Hz to a MOSFET with
gate area Ag gives the charge pumping current I, = gAs fD;;AE. In our example
AE =~ 1.12 —0.56 = 0.56 eV. Substituting numerical values for a 10 wm x 10 um gate
area, a 100 kHz pump frequency, an interface trap density D;, = 10'© cm™2 eV~!, and
AE =0.56 eV gives I, ~ 10719 A. As predicted, I, has been found to be proportional
to both gate area and pump frequency.

The gate voltage waveform can be of various shapes. Early work used square waves.
Later trapezoidal’® and sinusoidal’* waveforms were used. The waveforms can be con-
stant base voltage in accumulation and pulsing with varying voltage amplitude AV into
inversion as illustrated in Fig. 6.28(a), or varying the base voltage from inversion to accu-
mulation keeping AV constant as in Fig. 6.28(b). The current saturates for the former,
while for the latter it reaches a maximum and then decreases. The letters “a” to “e” on
Fig. 6.28 correspond to the points on the current waveforms.

The plot of charge pumping current versus gate voltage in Fig. 6.28(a) depends some-
what on source-drain voltage Vx in Fig. 6.27. The non-saturating characteristic sometimes
observed for Vg = 0 has been attributed to the recombination of those channel electrons
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Fig. 6.28 Bilevel charge pumping waveforms.

unable to drift back to source and drain. This current is the “geometrical component” of
I, with the total charge pumping current given by’

[Cp = AGf[thIAE +acox(VG5 - VT)] (665)

where « is the fraction of the inversion charge that recombines with holes before drifting
back to the source-drain and Ag is the gate area. The geometrical component is negligible
for MOSFETs with short gate lengths or for gate pulse trains with moderate rise and fall
times, giving the channel electrons sufficient time to drift back to source and drain.

The basic charge pumping technique gives an average value of D;, over the energy
interval AE. It does not give an energy distribution of the interface traps. Various refine-
ments have been proposed to obtain energy-dependent interface trap distributions. Elliot
varied the pulse base level from inversion to accumulation keeping the amplitude of the
gate pulse constant.”> Groeseneken’? varied the rise and fall times of the gate pulses while
Wachnik”® used small pulses with small rise and fall times to determine the energy distri-
bution of D;;. For a trapezoidal waveform, the recombined charge per cycle, Q., = Io,/f,
is given by”3

_ Vg — V;
Q(:p = 2qkTD,~,A(; In (v,hni\/m\/ Cl — §||ZBV7|fT|> (666)
GS

where D;; is the average interface trap density, A Vg the gate pulse peak-peak amplitude,
and ¢ the gate pulse duty cycle. The slope of a Q, versus log(f) plot gives D;; and the
intercept on the log(f) axis yields (0,0,)!/2. By using a voltage controlled oscillator,
one can sweep the frequency continuously and plot Q., versus log(f) to extract D;, and
(cr,1cr,,)'/2.76 A plot of O, as a function of log(f) in Fig. 6.29 shows the expected linear
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Fig. 6.29 MOSFET Q., versus frequency; Di; =7 x 10° cm~2eV~!. Data adapted from. ref. 77.

dependence. The departure from linearity is due to traps not at the SiO,-Si interface, but
within the oxide, discussed later in this section.

The interface trap distribution through the band gap and capture cross-sections can be
determined with a trilevel waveform with an intermediate voltage level Vi, 8 illustrated
in Fig. 6.30, switching the device from inversion to an intermediate state near midgap, and
then to accumulation instead of from inversion to accumulation directly. At point (a), the
device is in strong inversion with interface traps filled with electrons. As the waveform
changes to (b) electrons begin to be emitted from interface traps, starting with the traps
nearest the conduction band. The gate voltage remains constant to point (c). For g, > 7.,
where 7, is the emission time constant of interface traps being probed, all traps above
E7 have emitted their electrons and only those below E7 are available for recombination
when holes come in to recombine with the electrons at point (d) on the waveform. This
gives a charge pumping current that saturates as f,, increases. For fy,, < 7., fewer
electrons have time to be emitted and more are available for hole recombination giving a
correspondingly higher charge pumping current.

(@ (d)

Fig. 6.30 Trilevel charge pumping waveform and corresponding band diagrams.
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Fig. 6.31 (a) I, as a function of #y,, showing 7, at the point where /., begins to saturate. Reprinted
after Saks et al. (Ref. 79) by permission of IEEE (© 1990, IEEE); (b) insulator trap density versus
insulator depth from the insulator/Si interface for Al,O3; and SiO,. Data adapted from. ref. 80.

A typical 1., versus tg,, plot in Fig. 6.31(a) shows the I, saturation and the fy,, =
7, breakpoint. From the emission time 7, one can determine the capture cross-section
according to the expression

E, — Ep)/kT
T, = exp(Ec — Er)/kT (6.67)
G)IUIhNC

For a discussion of Eq. (6.67) see Chapter 5. By varying Vi, one can probe interface
traps through the band gap. Of course, the surface potential must be related to V., by
one of the techniques discussed in Section 6.3.1. The interface trap density is determined
from the slope of the I, versus ., curve according to the expression’’

Di = ! oy (6.68)
" kT AG f dnty,, '
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The trilevel charge pumping current can be expressed as®

ET - Ec tstep
I, =qAcfDi |Er —kTIn|1—{1—exp T exp| —— (6.69)
Te

Equation (6.69) simplifies for low and high 7,
Icp(tsfep g 0) ~ qAGfDitEG; Icp([step - OO) ~ qAGfDitET (670)

demonstrating that various portions of the band gap can be probed with the trilevel charge
pumping approach. Furthermore, by reducing the pulse frequency, one can probe traps
within the insulator. In this case, electrons tunnel into and out of those traps from the
channel with the tunneling time depending exponentially on the trap distance from the
interface.’ Example trap distributions are shown in Fig. 6.31(b) illustrating the higher
trap density in Al,O3 compared to SiO,.

Charge pumping can also determine the spatial variation of interface traps along the
MOSFET channel by varying the drain and/or source bias leading to “Ag” variations
caused by the drain-source space-charge region extending into the channel region.?!
Another method is the variation of voltage pulse amplitudes, thereby probing regions
of the channel with varying threshold and flatband voltage.®! -3 Charge pumping has
also been used to determine the oxide trap density close to the SiO,-Si interface.’* The
charge recombined per cycle, Q., = I.,/f, should be independent of frequency. How-
ever, O, increases as the waveform frequency is reduced from typical frequencies of
10*-10° Hz to 10—100 Hz. At low frequencies there is sufficient time for electrons to
tunnel to traps located in the oxide and to recombine there. Such traps are sometimes
referred to as border traps.3* Charge pumping can also be implemented by varying the
temperature and keeping the gate waveform frequency constant.®> For silicon-on-insulator
MOSFETs, there are two SiO,/Si interfaces and charge pumping currents depend on the
state of the back interface. It is highest with the bottom interface in depletion.®® Interface
trap densities determined by various measurement techniques are shown in Fig. 6.32.

The charge pumping current is assumed to be due electron-hole pair recombination at
interface traps with I, given by Eq. (6.65). For thin oxides, there is an additional gate

108 A T T T T T T
A ]

10'2 AAQuasistatic A -
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= 10k ittt
Q.—‘ r [ ] ® ~« ]
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Energy (eV)

Fig. 6.32 Interface trap density as a function of energy through the band gap for various measure-
ment techniques. Data after ref. 88.
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Fig. 6.33 Charge pumping current versus base voltage for two voltage pulse heights before and
after gate leakage current correction. #,, = 1.8 nm, f = 1 kHz. Adapted from ref. 87.

current that adds to the charge pumping current. J., =4 x 1073 A/em? for f =1 MHz,
Di; =5 x 10" cm™2eV~!, and AE = 0.5 eV. The gate oxide leakage current can easily
exceed this value. The charge pumping to gate oxide leakage current density ratio is

Jop _ qfDy,AE 4 x1073

Je Jg Je

(6.71)

Fig. 6.33 shows the effect of gate oxide leakage current on I(,p.87 At sufficiently low
frequencies, the gate leakage current dominates and can be subtracted from the total
current.

6.3.5 MOSFET Sub-threshold Current
The drain current of a MOSFET operated at gate voltages below threshold (sub-threshold)

£ 089
q(Vgs — Vr) qVps
Ip =1 e —— 1-— — 72
D D1 €Xp ( nkT exp kT (6 7 )

is
where Ip; depends on temperature, device dimensions and substrate doping density; n,
given by n = 1+ (Cp, + C;;)/C,x, accounts for the charge placed on the gate that does
not result in inversion layer charge. Some gate charge is imaged as space-charge region
charge and some as interface trap charge. Ideally n = 1, but n > 1 as the doping density
increases (C, ~ N4'/?) and as the interface trap density increases (C;; ~ Dj;).

The usual sub-threshold plot is log(Ip) versus Vs for Vps 3> kT /q. Such a plot has
a slope of ¢/[In(10)nkT]. The slope is usually expressed as the sub-threshold swing S,
which is that gate voltage necessary to change the drain current by one decade, and is
given by

1 In(10)akT _ 60nT
T Slope ¢ 300

mV /decade (6.73)

with T in Kelvin.
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The interface trap density, obtained from a plot of log(/p) versus Vg is

Cox S C
Dy =—2 (47 - 1) -= (6.74)
¢2 \In(10)kT q

requiring an accurate knowledge of C,, and C,. The slope also depends on surface
potential fluctuations. This is the reason that this method is usually used as a comparative
technique in which the sub-threshold swing is measured, then the device is degraded and
remeasured. The change in D;, is given

Cox

ADy = —2
"7 In(10)gkT

(Sufter - Sbefare) (675)
The assumption in Eq. (6.75) is that the interface trap creation is uniform along the
MOSFET channel. This is generally not the case when the MOSFET is stressed with gate
and drain voltages and AD;, gives an average value.

Sub-threshold MOSFET curves are shown in Fig. 6.34 before and after stress, causing
a threshold voltage shift and a slope change. For the SiO,-Si interface, interface traps
in the upper half of the band gap are acceptors and those in the lower half are donors
with the demarcation between the two occurring at about half the band gap. Hence when
the surface potential coincides with the Fermi level, as shown in Fig. 6.35(a) by ¢, = ¢
at the surface, interface traps in the upper half are empty of electrons and neutral, and
those in the lower half are occupied by electrons, hence also neutral, and the traps do not
contribute to a gate voltage shift. We define a voltage V;, as

Vio = Vr — Vmg (6.76)

where V,,, is the midgap gate voltage, which is typically the gate voltage at Ip ~
0.1-1 pA. Increasing the gate voltage from V,,, to Vr fills interface traps in the upper
half of the band gap with electrons (Fig. 6.35(b)). The sub-threshold curve shifts, causing

Vso to change from V,| to Vy,,. From this shift the interface trap density change AN;,
: 90
is

AV, C,
AV = Vigp = Vo1 and ANy = ADy AE = ——= (6.77)
q
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Fig. 6.34 MOSFET sub-threshold characteristics before and after MOSFET stress. The change in
slope results in a stress-generated AD;, = 5 x 10! cm™2eV .
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Fig. 6.35 Band diagrams for midgap and threshold voltages.

where AN, is the increased interface trap density within the energy interval AE shown
in Fig. 6.35(b). AE usually covers the range from midgap to strong inversion. Since at
midgap the interface traps do not contribute any voltage shift, a shift at V,,, must then
be due to oxide trapped charge according to

AV, Coyx
AVy = Vng - Vmgl and AN, = - (6.78)
q

6.3.6 DC-IV

The DC-IV method is a dc current technique.’’ We explain it with reference to the
MOSFET in Fig. 6.36(a). With the source S forward biased, electrons are injected into
the p-well. Some electrons diffuse to the drain to be collected and measured as drain
current /p. Some electrons recombine with holes in the p-well bulk (not shown) and
some recombine with holes at the surface below the gate. Only the surface-recombining
electrons are influenced by the gate voltage. The holes lost by recombination are replaced
by holes from the body contact leading to body current /. In contrast to a regular
MOSFET with the source usually grounded, here the source is forward biased. In some
DC-IV publications the source is referred to as the emitter, the drain as the collector, the

n+
p Well

Vog=0

— >0
it N
p Well
— V<0
n Substrate +
n @
l p Well
Sub
(a) (b)

Fig. 6.36 (a) MOSFET configuration for DC-IV measurements and (b) cross-sections showing the
space-charge regions and the encircled surface generation regions.
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body as the base, and the currents as the collector and base currents and the n-substrate
has been used as the electron injector/source.

The electron-hole pair surface recombination rate depends on the surface condition.
With the surface in strong inversion or accumulation, the recombination rate is low. The
rate is highest with the surface in depletion.”?> The body current is given by

Alg = qAcn;s, exp(qVps/2kT) (6.79)
where s, is the surface recombination velocity given by
s = (1/2)0,v ANy (6.80)

with o, the capture cross-section (assuming o, = 0, = 0,).

Although the MOSFET in Fig. 6.36 resembles a bipolar junction transistor, it has the
additional feature that the region between source (S) and drain (D) can be varied with
the gate voltage. When the gate voltage exceeds the flatband voltage, a channel forms
between S and D and the drain current will increase significantly. For Vgp = Vr, the
Ip — Vg curve saturates. If charge is injected into the oxide, leading to a V7 shift, the
drain current will also shift. It is this shift that can be used to determine oxide charge.
We should point out that the interface trap density determined with the sub-threshold
slope method samples the band gap between midgap and strong inversion, while the DC-
IV body current samples the band gap between sub-threshold and weak accumulation,
i.e., surface depletion. By varying the gate voltage, different regions of the device are
depleted (Fig. 6.36(b)) and those regions can be characterized, allowing spatial D;, pro-
filing. Experimental DC-IV data are shown in Fig. 6.37 for a MOSFET before and after
gate current stress.”> A clear peak is observed at maximum surface recombination around
Vop = 0. In this example the method was used to determine interface trap generation
caused by gate oxide current stress and plasma charging damage. A comparison of inter-
face traps determined by charge pumping and DC-IV, gave very similar results.3! Both
techniques allow lateral trap profiling.

30 —
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>
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m 10 No stress
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Fig. 6.37 DC-IV measured body currents. (a) control wafer, (b) stressed with —12 mA/cm? gate
current density. Vgg =0.3 V, W/L =20/0.4 pum, ¢,, = 5 nm. Data adapted from ref. 93.
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6.3.7 Other Methods

A sensitive method to determine D;, is deep-level transient spectroscopy, covered in
Chapter 5. The charge transfer loss in charge-coupled devices (CCD) is also a sensitive
indicator of interface trap densities,”* but is not practical if a CCD has to be specially
fabricated as the test structure. In the surface charge analyzer method, the oxide in an
MOS-C is replaced by a mylar sheet and the gate is replaced by an optically transparent,
electrically conducting layer.”> By exposing the sample to above band gap light, that
creates ehp in the semiconductor through the transparent gate, the ac surface photovoltage
is given by®
g(1 — R)OW

6VSPV = M‘T (681)

where @ is the incident photon flux density, W the space-charge region width, and f
the modulated light frequency. W is determined from a measurement of § Vspy . With the
mylar sheet about 10 pm thick, the measured series mylar-oxide capacitance is dominated
by Cinyier and the total charge is

Q = QS + Qox + Qit =-—CVg~ _Cm_vlarVG (6.82)

Knowing W allows Qg to be determined. Q,, and Q;, are then determined by the usual
MOS-C analyses. Changing the bias voltage drives the Si surface into inversion, depletion,
or accumulation. Since the electrode is separated from the sample by the 10 pm thick
mylar film, its small probe capacitance is dominant and leakage current is suppressed.
The interface trap density and energy are given by”°

Ko [ 1 d
Dy(E) = == <__Q — 1) (6.83)
q*W \gN4y dW
N NyW?
E=Er—E +q¢,=kT'In (—A> _aTa (6.84)
n; ZKXE,)

Since the space-charge region width W is measured instead of the capacitance, this tech-
nique is independent of oxide thickness, in contrast to some of the earlier methods that
depend sensitively on #,, and their interpretation becomes difficult for thin oxides with
high oxide leakage currents. Furthermore, there is no need for quantum mechanical and
gate depletion corrections. It is, however, influenced by the substrate doping density and
N, should not be higher than about 10'7 cm—3.

The technique can be used as an in-line method to obtain surface charge information,
e.g., follow various cleaning cycles. In one comparison between the SCA and conventional
MOS-C methods, the SCA method fared very well, especially due to its shorter measure-
ment cycle, since devices need not be fabricated.” It has also been used to determine D;,
for Si0,, HfO,, and Si3 N, for equivalent oxide thicknesses of 1-3 nm.%

Crystallographic structural information on interface traps can be obtained from electron
spin resonance (ESR) measurements,” but the method is relatively insensitive and D;; >
10" em=2eV~! is required. ESR was instrumental in identifying dangling bonds at the
Si0,/Si interface as interface traps.’® Figure 6.38 shows the two major Si oriented surfaces
and the associated dangling bonds, designated Py, Py, and Pp; centers.
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Fig. 6.38 Silicon surface for (100) and (111) orientation showing the Py, Py, and P, centers.

6.4 OXIDE THICKNESS

The oxide thickness is an important parameter for the interpretation of many of the tech-
niques discussed in this chapter. Electrical, optical and physical methods are used in
its determination, including C—V, I-V, ellipsometry, transmission electron microscopy
(TEM), X -ray photoelectron spectroscopy (XPS), medium energy ion scattering spectrom-
etry (MEIS), nuclear reaction analysis (NRA), Rutherford backscattering (RBS), elastic
backscattering spectrometry (EBS), secondary ion mass spectrometry (SIMS), grazing
incidence X-ray reflectometry (GIXRR), and neutron reflectometry. We discuss the C—V
method here and mention other methods briefly. Some of them are detailed in later
chapters. A recent joint study by numerous techniques (MEIS, NRA, RBS, EBS, XPS,
SIMS, ellipsometry, GIXRR, neutron reflectometry and TEM) compared oxide thicknesses
of 10 carefully prepared samples covering oxide thicknesses of 1.5 to 8 nm.”® There are
three thickness offsets: water and carbonaceous contamination equivalent to ~1 nm and
adsorbed oxygen mainly from water at an equivalent thickness of 0.5 nm.

The existence of an interfacial layer between silicon dioxide and silicon is accepted
by a majority of the technical community. There is approximately 1 monolayer (ML) of
an interfacial layer at the SiO,/Si interface.'% There is evidence for up to ~1 ML of
additional sub-stoichiometric oxide located within the first 0.5 to 1 nm of the interface.
Each characterization method probes slightly different aspects of the interface. X-ray
reflectivity and X-ray photoelectron spectroscopy support the presence of stress as do
infrared IR measurements. X-ray photoelectron spectroscopy shows the presence of at
least a monolayer film of incompletely oxidized silicon. Infrared spectroscopy further
supports the presence of sub-stoichiometry at the interface. Thus ellipsometry observes
a slab of mixed dielectric constant. Stress within the oxide layer itself, i.e., above the
interface plane, is supported by X-ray reflectivity and X-ray photoelectron spectroscopy.
Ellipsometry determines thickness based on optical models that include an interfacial
layer. The long wavelength of ellipsometry and the need to sample a large area results in
an averaged sampling of interfacial optical properties.

6.4.1 Capacitance-Voltage

It would seem that capacitance-voltage data lend themselves to oxide thickness determi-
nation with the MOS device in strong accumulation. Complications arise for thin oxides
that render conventional methods questionable. These complications include Fermi-Dirac
rather than Boltzmann statistics, quantization of carriers in the accumulation layer, poly-Si
gate depletion, and oxide leakage current. The capacitance of the depleted gate and of the
accumulation layer, being in series with the oxide capacitance, lead to thicker effective
oxides than simple theory would predict.'”!



OXIDE THICKNESS 365

In the Maserjian, the McNutt and Sah, and the Kar methods, the following assumptions
are made: the interface trap capacitance is negligible in accumulation at 100 kHz-1 MHz,
the differential interface trap charge density, between flatband and accumulation is negli-
gible, the oxide charge density is negligible, and quantization effects are neglected. The
relevant equations are for the McNutt-Sah method'??

1/2
q
= ox acc 6.85
‘/2kTCGX (Cox — Ciface) (6.85)

where Cjy 4cc is the high-frequency accumulation capacitance. A plot of (dCyf 4cc/d V)2
versus Cpr qcc yields C,, as the intercept on the Cys 4 axis and from the slope. For the
Maserjian method!®

d Chf ,acc
av

dchf,acc 1/

av

(6.86)

L1 (2 iy
Chf,acc N Cax b2 Chf,acc

where b is a constant. One plots Chf.(m_l/z(dChf,acc/dV)1/6 versus 1/Cpys qcc. If a linear fit
is obtained, then its intercept on the 1/Cjy 4. axis yields 1/C,,. With quantization effects,
the equation becomes!®

1/4
1 1 n /
= N
Chf ,acc Cox

d(l/chzf,acc)
dv

(6.87)

where s is a constant. Equation (6.87) has a simpler form than Eq. (6.86). In this case, one
plots 1/Chy acc versus (d(1/Cis ace’)/dV)'/*. For a linear fit, its intercept on the 1/Cyf e
axis yields 1/C,,. For the Kar method'%
1/2
) , (6.88)

where B is a constant. Here, one plots 1/Cy 4cc versus (d(1/Chs.aec”)/d V)2, For a linear
fit, its intercept on the 1/Cy 4. axis yields 1/C,,. This method has been successfully used
for 1-8 nm thick high-K dielectrics.

A variation of the Maserjian method is based on the following equations.!%° The
capacitance with the device in accumulation is

d(]/cﬁf,ucc)
dv

Lot (1
Chf.acc N Cox 2/3

with
Quce = Kexp (%) giving Cs = qz%;fc. (6.90)
Using
Ve = Vrp+ ¢ — % = Vo —Vrp—¢5 = AT G (6.91)

ox q CGX '
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Fig. 6.39 1/C versus 1/(Vg — Vrp) for two oxide thicknesses. Reprinted after Vincent et al.
(Ref. 106) by permission of IEEE (© 1997, IEEE).

Combining Eqgs. (6.89) and (6.91) gives

1 2kT 1 1 2kT 1
Cox qux VG - VFB - ¢s Cax qux VG - VFB ’

1
=

(6.92)

The approximation in Eq. (6.92) holds for (Vg — Vgg) > ¢, valid in strong accumula-
tion.

Equation (6.92) suggests a plot of 1/C versus 1/(Vg — Vpp), as illustrated in Fig. 6.39.
The 1/C axis intercept is 1/C,,. Although poly-Si gate depletion affects the second term of
Eq. (6.92), it does not alter the intercept and can be neglected. A more accurate approach
without the Eq. (6.92) approximation is given in ref. 107. The oxide thickness can also
be determined from a plot of gate corona charge versus gate voltage of an MOS capacitor
discussed in Chapter 9.

One can also vary the frequency of the applied signal. Measuring the circuits in
Figs. E6.5(a) and (b) at two different frequencies, allows the various components in
Fig. 6.4(a) to be determined!'®®

_ f12C1201(1 + D12) - f22C12r32(1 + D%).D _ Gp _ G, (1+r:Gy)

C ;
f12 - f22 oCp oC

+ wr;C  (6.93)

where D and Cp; refer to measured values at frequency f; and D, and Cp; at f>.

G, =V ?CpC(1 + D?) — (wC)? (6.94)

D G[
ry = —— = . (6.95)
wCp(1+ D% G2+ (C)

A detailed analysis of the two-frequency method has shown that D should be less than
1.1.1% For thin oxides, the device area must be reduced for D < 1.1 but the device must
remain sufficiently large not to be limited by the capacitance meter’s lower measurement
limit. Reductions of G, and r, lead to higher D, implemented by reducing the device area



OXIDE THICKNESS 367

because G; ~ area and r; ~ 1/area'/? due to spreading resistance. The minimum radial
frequency, determined from Eq. (6.93)

G, - 1
Wmin = —
e rG,

(6.96)

leads to the minimum dissipation factor

Duin = 2y/1:G:(1 +1,Gy) (6.97)

Figure 6.40 shows the dependence of measurement error on device area and oxide thick-
ness. For a f =1 MHz oxides to about 1.5 nm can be measured. The frequency in
Fig. 6.40 refers to the higher of the two frequencies.

Treating the MOSFET as a transmission line leads to the capacitance'!”

1 h (K
C ~ ¢, T eoshK) 6.98
1 4 sinh (K)/K

where K = (r/G,L*"/? and C,, is the measured capacitance, L the gate length and

1o W[ Zac 4 h! 2 «Q/ ) (6.99)
r. = — — COS S —— square .
ST LN Yae 4= ZacYa, 2~ ZaYy 1

2
g o (ﬁ)
— Ldctde
G, = (S/cm?) (6.100)

WL  [Z,. 4
ch 4 — chYdL‘

where W is the gate width. The measurement is a dc measurement with the MOSFET
source and substrate (or CMOS well) grounded. The gate voltage is swept over an appro-
priate voltage range and the dc gate admittance Y,  is determined from the slope of
the I — Vs curve. At each gate voltage, the drain voltage is swept from —15 mV to

10° g ———T—T 3
. D=1.1 3
€ 10*F f=1MHz Error < 4% 3
=4 F 3
g L 4
Z 103 _
< VE \f= 600 kHz
8 g 3
= C ]
A 02
107 7 E
F D=11 Cpin=1pF ]
10! . . Ly
1 10
Oxide Thickness (nm)

Fig. 6.40 Measurement error dependence on device area and oxide thickness. The two-frequency
measured capacitance is in error less than 4% in the shaded region. At higher frequencies the D = 1.1
border shifts to thinner oxides. Adapted from ref. 109.
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415 mV and the slope of the I, — Vpg yields the dc drain impedance Z,.. Both r,;" and
G,’ are strongly gate voltage dependent and need to be accurately measured. Corrections
are required for longer gates, because the increased channel resistance leads to reduced
capacitance. Similarly, thinner oxides lead to higher gate current and increased channel
voltage drop and require corrections. The method has proven successful for oxides as thin
as 0.9 nm.

Exercise 6.6

Problem: What is the effect of gate leakage current and series resistance on C—V be-
havior?

Solution: In accumulation with no interface traps, the equivalent circuit from Fig. 6.24
becomes Fig. E6.5(a). Following Chapter 2, we convert it to the parallel and series equiv-
alent circuits in Figs. E6.5(b) and (c) where

c G\’
Cr= Cs=C(1+(—=) |
P A+ n6)? + (0r,0)27 ( - (wc> )

Ayl
/
i

(a) (b) (c)

2x 100 T T Ideal
—&— CP, 100 kHz
—— CP, 200 kHz

—~ 15%x10°6 —e—CS, 100 kHz

= —24— CS, 200 kHz
[

§ 1x1070] .

3 ]

& ]

Y 5x107° -

0x 1070 I R RN R SR

-3 -2 -1 0 1 2

Gate Voltage (V)

@

Fig. E6.5 (a) MOS-C equivalent circuit with tunnel conductance and series resistance, (b) parallel,
(c) series equivalent circuits, and (d) calculated C -V curves.
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To understand the basic concepts, we have used a simple constant series resistance
re =058, t,, =3nm, Ny = 10" ecm™3, and G, = exp(1/Vg) for Vg < 0. The result-
ing Cp and Cg as well as the ideal (r; = G, = 0) capacitances are shown in Fig. E6.5(d).
Cp decreases and Cy increases as a result of G,, making oxide thickness extraction more
difficult. Of course, the actual dependence of G, on gate voltage differs from this simple
model, but it illustrates the main concept. This kind of behavior has been experimen-
tally verified, e.g., D.P. Norton, “Capacitance-Voltage Measurements on Ultrathin Gate
Dielectrics,” Solid-State Electron. 47, 801-805, May 2003.

6.4.2 Current-Voltage

Oxide current-voltage characteristics are discussed in Chapter 12. Here we briefly give the
relevant equations and how they relate to oxide thickness. The current flowing through
an insulator is either Fowler-Nordheim (FN) or direct tunnel current. The FN current
density is

B
Jey = AZ2 exp (- - ) (6.101)
“ox

where ~,, is the oxide electric field and A and B are constants. The direct tunnel current
density is

Joir = ——— (6.102)

2 c
“ox

AV kT ( B(l—(l—qvox/%)‘-s)>
Cexp|—

where ®p is the semiconductor-insulator barrier height and V,, the oxide voltage. Both
currents are very sensitive to oxide thickness. Tunneling currents also contain a small
oscillatory component. These oscillations arise due to the quantum interference of elec-
trons and show a strong dependence on oxide thickness, suggesting that these oscillations
can be used for oxide thickness determination.'!!

6.4.3 Other Methods

Ellipsometry, discussed in Chapter 10, is suitable for oxides into the 1-2 nm regime.
Variable angle, spectroscopic ellipsometry is especially suited for oxide thickness mea-
surements.

Transmission Electron Microscopy, discussed in Chapter 11, is very precise and usable
to very thin oxides, but sample preparation is tedious.

X-ray Photoelectron Spectroscopy and other beam techniques are discussed in
Chapter 11.

6.5 STRENGTHS AND WEAKNESSES

Mobile Oxide Charge: The strength of the bias temperature stress method is its simplic-
ity requiring merely the measurement of a C—V curve, albeit at elevated temperatures.
Its weakness is that the total mobile charge density is measured. Separation of various
species is not possible. Furthermore, occasionally the C—V curve becomes distorted due
to interface trapped charge and the flatband voltage is difficult to determine.

The main strengths of the triangular voltage sweep method are its ability to differentiate
between different mobile charge species, its higher sensitivity, and the fact that the method
is fast because the sample does not need to be heated and cooled; it needs only to be
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heated. Since a current or charge is measured, this method lends itself to determination of
mobile charge in interlevel dielectrics, which is not possible with capacitance methods.
Its weakness is the increasing oxide leakage current for thin oxides.

Interface Trapped Charge: For MOS capacitors the choice for the most practical meth-
ods lies between the conductance and the quasi-static methods. These are the two most
widely used techniques. The strength of the conductance method lies in its high sensitivity
and its ability to give the majority carrier capture cross sections. Its major weakness is
the limited surface potential range over which Dj;, is obtained and the required effort to
extract D;,, although simplified methods have been proposed.

The main strengths of the quasi-static method (both the /—V and the Q—V) are the
relative ease of measurement and the large surface potential range over which D, is
obtained. A weakness for the /—V version is the current measurement requirement. The
currents are usually low because the sweep rates must be low to ensure quasi-equilibrium.
The Q-V version alleviates some of these problems. For both techniques, increased gate
oxide leakage currents are problematic for thin oxides, making the methods difficult or
impossible.

For MOSFETs the choice is charge pumping, sub-threshold current, and DC-IV meth-
ods. The chief strengths are the direct measurement of the current, which is proportional
to D; and the fact that measurements can be made on regular MOSFETs with no
need for special test structures. Charge pumping has been used to determine a single
interface trap.!'? It can also determine the insulator trap density. Its main weaknesses
are that unless special measurement variations and interpretations are used, one gets a
single value for an average interface trap density - not the energy distribution of D;,
and the measurement is sensitive to gate leakage current. The sub-threshold method
is simpler to implement than charge pumping but is difficult to interpret for interface
trap measurement. It is more useful when determining the change of interface trap
density following hot electron stressing or energetic radiation exposure. DC-IV yields
results similar to CP, but the measured current is related to the surface recombination
velocity and the capture cross-section needs to be known to extract the interface trap
density.
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Fig. 6.41 Ranges of energy in the band gap of a p-type Si substrate over which interface trap
charges are determined by various characterization techniques.
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The various energies over which interface trap charges can be determined are shown
in Fig. 6.41. A good discussion of various interface trap charge measurement techniques
with their strengths and weaknesses is given in ref. 113.

Oxide Thickness: Among the electrical techniques, MOS C-V measurements are
most common. However, thin oxide leakage currents make the measurement interpretation
more difficult. Occasionally, -V data are used for thickness extraction. Ellipsometry is
routinely used for oxide thickness measurements, being sensitive to very thin oxides.
However, the optical parameters of the layer must be known and for thin oxides the
insulator may be inhomogeneous. Among the physical characterization techniques, XPS
is suitable for very thin oxides. An excellent overview of SiO, and nitrided oxide including
fabrication and characterization issues is given by Greene et al.!'*

APPENDIX 6.1

Capacitance Measurement Techniques

Most capacitance measurements are made with capacitance bridges or capacitance meters.
In the vector voltage-current method of Fig. A6.1, ac signal v; is applied to the device
under test (DUT) and the device impedance Z is calculated from the ratio of v; to the
sample current i;. A high-gain operational amplifier with feedback resistor Ry operates
as a current-to-voltage converter. With the input to the op-amp at virtual ground, the
negative terminal is essentially at ground potential, because the high input impedance
allows no input current to the op-amp, i; ~ i,. With i; =v;/Z and i, = —v,/RF, the
device impedance can be derived from v, and v; as

Rpv
z=_"r (A6.1)
Vo
where the device impedance of the parallel G—C circuit in Fig. A6.1 is given by
G jwC
e (A6.2)

Z= -
G+ (wC)? G2+ (oC)?

It consists of a conductance, the first term, and a susceptance, the second term. The
voltages v, and v; are fed to a phase detector and the conductance and susceptance of

Yo Phase
Detector

Fig. A6.1 Schematic circuit diagram of a capacitance-conductance meter.
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Fig. A6.2 Three-terminal capacitance measurement connections: (a) the measurement principle,
(b) a MOSFET.

the sample are obtained by using the 0° and 90° phase angles of v, referenced to v;. The
zero degree phase angle gives the conductance G while the 90° phase angle gives the
susceptance or the capacitance C.

Although this method uses a simple circuit configuration and has relatively high accu-
racy, it is difficult to design a feedback resistor amplifier with i, in exact proportion to i;
at high frequencies. An auto-balance circuit incorporating a null detector and a modulator
overcomes this problem.!'> More detailed discussions of capacitance measurement cir-
cuits, probe stations, and other capacitance measurement hints can be found in the book
by Nicollian and Brews.?*

Some capacitance meters are three-terminal while others are five-terminal instru-
ments. One of the terminals in either instrument is ground while the others connect
to the device under test. The five-terminal instrument operates much like a four-point
probe with the outer two terminals supplying the current and the inner two terminals
measuring the potential. The ground terminal on these instruments gives additional flex-
ibility by eliminating stray capacitances. Two examples with the ground terminal in a
capacitance meter are shown in Fig. A6.2. Consider a three-terminal device with con-
ductance G and capacitance C, which also has stray capacitances C; and C, shown
in Fig. A6.2(a). By connecting the DUT to the capacitance meter (Hi-Lo) and the two
stray capacitances to ground, C; and C, are eliminated from the measurement by shunt-
ing them to ground. The MOSFET of Fig. A6.2(b) is arranged to determine the gate-
source and gate-drain overlap capacitances C,,, by shunting the oxide capacitance in
the channel region, C.,, to ground. To determine C.,;, one connects the gate and sub-
strate to the capacitance meter and shunts the source and drain to ground. The inter-
nal structure of the device, e.g., substrate resistance or CMOS well resistance, play
a role in capacitance measurements of the type in Fig. A6.2(b) especially for small
capacitances.!!®

APPENDIX 6.2

Effect of Chuck Capacitance and Leakage Current

When device capacitance is measured at the wafer level, with the wafer resting on a
chuck, precautions must be observed for the measurement setup not to influence the
results. Consider the experimental arrangement in Fig. A6.3(a). The “Hi” terminal of
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Fig. A6.3 (a) Cross-section of a MOSFET showing the effect of chuck capacitance, (b) equivalent
circuit, and (c) theoretical and experimental measured capacitances. ry = 124 Q, C; = 680 pF,
Cp = 10.7 pF. Lines: theory, points: experimental data from ref. 118.

the capacitance meter should be connected to the substrate/source/drain and the “Lo”
terminal to the gate.!'” The capacitance is measured by applying a time varying voltage
and the resulting current is proportional to the capacitance. However, the current has
two paths: through the device capacitance and through the parasitic chuck capacitance.
The equivalent circuit in Fig. A6.3(b), consists of the device capacitance Cp, the leakage
conductance G p, e.g., due to tunneling, series resistance r,, and parasitic capacitance C.
The capacitance meter assumes the circuits consists of a parallel C,,, G,, circuit, given by

Ci(Cp/C1 —1sGp)
(1 +r;Gp)? + (wrsCi(1 + Cp/C1))?

_Gp +71,G% + 0?r,CpCi (1 + Cp/C)
(1 +7,Gp)? + (wr,Ci (14 Cp/C))?

Cm =

(A6.3a)

(A6.3b)

m

For negligibly small C;, Eq. (A6.3) simplifies to Eq. (2.32).
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Equation (A6.3a) is plotted in Fig. A6.3(c) for various values of Gp. Note the drop
off at the higher frequencies due to the high chuck capacitance, which is also observed
experimentally as indicated by the points.“8 C,, becomes negative for Cp/C; < rsGp.
This is observed during MOS capacitance measurements for high gate voltages and thin
oxides where the oxide becomes very leaky.'!® One solution to the capacitance droop at
the higher frequencies, is to nullify the chuck capacitance by connecting the top chuck
layer to the “Hi” terminal and the middle layer of a triaxial chuck to the guard terminal
of the capacitance meter with the wafer resting on the chuck.!'®
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PROBLEMS

6.1

6.2

6.3

Consider an MOS capacitor with a p* poly-Si gate (Er = E,) and a p-type sub-
strate with Ny = 10" cm™3.7,, = 15 nm, n; = 10" cm™3, T =300 K, K, = 11.7,
K, = 3.9, Eg(poly-Si) = Eg(Si = 1.12 eV).

(a) Determine the flatband voltage Vrp and the normalized flatband capacitance
Crp/Cox.

(b) Determine Vyp when the p™ poly-Si gate is replaced with an n™ poly-Xx gate
(Er = E.), where Xx is a semiconductor with electron affinity x (Xx) = x (Si),
but with band gap Eg(Xx) = Eg(Si)/2. Oy = Qi = Om = Q0 =0.

The flatband voltage Vpp data are given in the following table as a function of
oxide thickness #,, for an MOS capacitor. This device has a fixed charge density
Of (Clcm?) and a uniform oxide trapped charge density p,, (C/cm?). The flatband
voltage is given by

Q 7 1 fox

Cz)x Cox 0

Vi = Pus — (x/tox) Por (x) dx

Determine the work function difference ¢y, the fixed charge density Ny = Q/q
(cm™?), the oxide trapped charge density p,;/q (cm™3) and N,, (cm~2). Determine
N,; for t,, = 1073 cm. K,y = 3.9, Qi; = Q,, = 0. Note: You have to think of the
effect of a uniform p,, on Vpp.

fox (cm)  Vpg (V) tox (cm) Vi (V)

107 0265 6x107° —0.256
2x107® 0207 7x107% —0.429
3x107° 0126 8x10° —0.626
4x10°° 0.0219 9x10°% —0.846
5% 107 —0.105 1075 —1.09

Consider the low-frequency C;;/C,, versus Vg curve in Fig. P6.3. It is for an MOS
capacitor with a p-type substrate (N4 = 10" cm™3), a metal gate, and Vpp = 0.
Draw the Cjy/C,, versus Vg curve for this device on the same figure with the metal
gate replaced by an n-type poly-Si gate doped to Np = N4 (substrate). 7 = 300 K,
n; = 10'° cm—3,
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Vg (V)

Fig. P6.3

6.4 Consider the low-frequency C;r/C,, versus Vg curve in Fig. P6.4. It is for an MOS
capacitor with a p-type substrate (N4 = Ny4;), a metal gate, and Vppg = 0. Draw the
Cir/Coy versus Vg curve for this device if the metal gate is replaced with a p-type
poly-Si gate doped to Ny = Ny;.

Vg (V)

Fig. P6.4

6.5 Consider an MOS capacitor with 7,, = 40 nm and Vpp = 0. Now consider a similar
device except the oxide is contaminated with mobile ions. These are very peculiar
mobile ions. The upper half of the oxide (the side nearest the gate) contains a uniform
density of positively charged ions with p,,; = 0.04 C/cm?. The lower half of the
oxide (the side nearest the substrate) contains a uniform density of negatively charged
ions with p,,; = —0.06 C/cm3. Determine V3 for this case. The device undergoes
a bias-temperature stress at elevated temperature with positive gate voltage and all
charges move. Determine Vgp for this case.



6.6 The Cr/C,x — Vi curve of an ideal MOS-C is shown in Fig. P6.6(a). Draw on the
same figure the Cp,r/C,: — Vi curve for an MOS-C with identical dimensions in
which the oxide of half of the gate area contains positive charge and the other half
does not (Fig. 6.6(b)). The flatband voltage of the contaminated half of the device
is VFB =-2V.

6.7 (a) Draw the C;r/C,, — Vg curve qualitatively for an ideal MOS-C (Vpp = 0) when

-3

-1 1 3 5

Va(V)
(a)

Fig. P6.6

PROBLEMS

Ideal MOS-C
eaSss—

Contaminated MOS-C

+ + +

(b)

the semiconductor is intrinsic (N4 = Np = 0). Use t,, = 10 nm.

(b) Does the C;r/C,. — Vi curve change if ,, increases from 10 nm to, say, 100 nm?

Discuss. Assume that series resistance is not a problem.

6.8 The high-frequency C — Vi curve of an MOS capacitor is shown in Fig. P6.8
CFB/Cox = 0.6.

=]
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Fig. P6.8
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6.9

6.10

OXIDE AND INTERFACE TRAPPED CHARGES, OXIDE THICKNESS

Determine the fixed charge density Ny in units of cm™2. Then by some magical
process the fixed charge is removed from half the area of this device, but remains
in the other half. The device has area A. For A/2 the fixed charge is the same as
the original, for the other A/2 it is zero. Draw the new C—Vg curve. f,, = 20 nm,
K, =3.9, T =300 K, ¢ys =0, there are no other oxide charges.

An MOS capacitor consists of a polycrystalline Si gate, a thick thermally grown
oxide, and a p-Si substrate. Flatband voltage measurements as a function of oxide
thickness give:

Veg (V) —198 —-1.76 —-159 -142 -120 -1.05
tox (Lm) 0.3 0.25 0.2 0.15 0.1 0.05

(a) Determine the fixed oxide charge density Ny in units of cm~2 and the work
function difference ¢, in units of V. Assume the fixed charge is all located in
the oxide at the SiO,/Si interface.

(b) Is the gate nt or p™ poly-Si? Why?

(c) Next consider a positive mobile charge uniformly distributed through the oxide
of this device with a volume density of N,, = 10'® cm~3. This oxide has the
same N as in (i). Determine the flatband voltage for #,, = 0.1 pm. K,, = 3.9.

The C — Vi curve of an MOS capacitor is measured as curve (A) in Fig. P 6.10.
This device has mobile charge uniformly distributed throughout the oxide. Next, a
gate voltage is applied and all of the charge drifts to one side of the oxide, giving
curve (B). T =300 K, K,x =39, K, =11.7.

4x 1077 e T

E Ideal E

3107 ]
& L (A) ]
LE) i ]
T 2x107| (B) N
Q C ]
1107 F .
0x100 Lttt bt 100
-5 -4 -3 2 -1 0 1 2 3

Ve (V)
Fig. P6.10

(a) Determine the oxide thickness (in nm) and the doping concentration (in cm~)
(from the flatband capacitance).
(b) Choose one answer for each of the three choices and justify your answers.

(i) The applied voltage during the mobile ion drift experiment is: [] positive
U negative
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(i) The mobile ion charge is: O positive [] negative
(iii) The mobile ions drift to the: [J oxide/gate interface (] oxide/substrate inter-
face

6.11 The sub-threshold I, — Vs curves of a MOSFET are shown in Fig. P6.11 above
before and after stressing the device. Determine the interface trap density change
AD;; (in cm™2eV~!) induced by the stress. T =300 K, K,, = 3.9, 7,, = 10 nm.

10_45'"""""""""5
10_6%’ Before -é
0tk
— E After stress 3
1010 F :
,lziu PR A TN ST WA SN AN T T ST SR N T T |E
10 0 0.5 1 1.5 2
Vas (V)
Fig. P6.11

6.12 During charge pumping measurements, electrons and holes are captured by interface
states leading to electron-hole pair recombination and electron/hole emission. The
charge pumping current is given by

Icp = quDitAE

where AE is the energy interval over which electrons/holes are not emitted to E.
or E,. Determine and plot AE versus log(f) and log(/.,) versus log(f) for T =
250, 300, 350 K over the frequency range 10* < f < 10° Hz. Use A = 107% cm?,
Dy =5x 10" ecm™2eV~!, 0, = 0, = 1071 cm?, v, = 107(T/300)"/2 cm/s, N, =
2.5 x 10"(T/300)!> cm™3, Eg = 1.12 eV.

6.13 The electron and hole emission time constants from interface traps are given by

exp[(Ec — Ei)/kT] _ _ expl(Ei, — E\)/kT]

5 Te,p

en —

OnVin Ne Upvtth

In the charge pumping method, the interface trap density N;, around the central
portion of the band gap (AE) of a MOSFET is determined (N;; = D;;AE), depend-
ing on how many electrons and holes drift back to the source/drain and substrate
and how many remain on interface traps to recombine. During the charge pumping
measurement, a square wave of frequency f is applied to the gate. Consider two
measurements with two different frequencies, f = f; and f = f>, where f; < f>.
For which frequency, fi or f,, is a larger portion of the interface traps in the
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band gap determined? Discuss your answer. Use equations and/or band diagrams if
appropriate.

6.14 Draw the band diagram of the MOS capacitor in Fig. P 6.14 biased at Vi =
—0.75 'V, i.e., at the flatband voltage point. This device has a metal gate and
Qm:Qf:Qot:Qit:()-

: R B o e
: CFB/COX :
0.8_ 1
L 06 ]
v C ]
“ 04f ]
02F ]
1)) IS R P BRI R
-3 -2 -1 0 1 2
Vg (V)
Fig. P6.14

6.15 The Ip — Vi curves of two MOSFETSs are shown in Fig. P 6.15. Curve (a) is for
an ideal device with Vrg = 0 and curve (b) is for a device with uniform gate oxide
charge. Determine the charge density p,, (C/cm?). Cor = 1078 F/em?, £,, = 10 nm,
ous =0, 0y =0, D;; =0.

15x103 T T T T T T T T T T

1 %107 E
< il
L ]
5%x107 -
Vps =02V
1 0
0x 10 0 N
Vs (V)
Fig. P6.15

6.16 Vgpp versus t,, of an MOS capacitor, is shown in Fig. P6.16. Draw and justify the
Vg versus t,, plot for an MOS capacitor gualitatively for the same ¢y s and Q ¢ but
in addition having a uniform positive oxide charge density p,, (C/cm?) throughout
the oxide.
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REVIEW QUESTIONS

Name the four main charges in thermal oxides.

How is the low-frequency capacitance measured?

Why do the If and hf C-V curves differ in inversion?

What is the flatband voltage and flatband capacitance?

What is the effect of gate depletion on C—V curves?

How does bias-temperature stress differ from triangular voltage sweep?
Describe charge pumping.

How is the interface trapped charge measured?

How does the conductance method work?

How does the sub-threshold slope yield the interface trap density?
How does the DC-IV method work?

Briefly describe two oxide thickness measurement techniques.

387
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7.1 INTRODUCTION

The theory of electron-hole pair (ehp) recombination through recombination centers (also
called traps) was put forth in 1952 in the well-known papers by Hall' and Shockley
and Read”. Hall later expanded on his original brief letter.> Even though lifetimes and
diffusion lengths are routinely measured in the IC industry their measurement and mea-
surement interpretation are frequently misunderstood. Lifetime is one of few parameters
giving information about the low defect densities in semiconductors. No other technique
can detect defect densities as low as 10°~10'" cm™3 in a simple, contactless room temper-
ature measurement. In principle, there is no lower limit to the defect density determined
by lifetime measurements. It is for these reasons that the IC community, largely concerned
with unipolar MOS devices in which lifetime plays a minor role, has adopted lifetime
measurements as a “process cleanliness monitor.” Here, we discuss lifetimes, their depen-
dence on material and device parameters like energy level, injection level, and surfaces,
and how lifetimes are measured.

Different measurement methods can give widely differing lifetimes for the same mate-
rial or device. In most cases, the reasons for these discrepancies are fundamental and
are not due to a deficiency of the measurement. The difficulty with defining a lifetime
is that we are describing a property of a carrier within the semiconductor rather than
the property of the semiconductor itself. Although we usually quote a single numerical
value, we are measuring some weighted average of the behavior of carriers influenced by
surfaces, interfaces, energy barriers, and the density of carriers besides the properties of
the semiconductor material and its temperature.

Lifetimes fall into two primary categories: recombination lifetimes and generation
lifetimes.* The concept of recombination lifetime 7, holds when excess carriers decay

Semiconductor Material and Device Characterization, Third Edition, by Dieter K. Schroder
Copyright © 2006 John Wiley & Sons, Inc.
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Fig. 7.1 (a) Forward-biased and (b) reverse-biased junction, illustrating the various recombination
and generation mechanisms.

as a result of recombination. Generation lifetime 7, applies when there is a paucity of
carriers, as in the space-charge region (scr) of a reverse-biased device and the device
tries to attain equilibrium. During recombination an electron-hole pair ceases to exist on
average after a time 7, illustrated in Fig. 7.1(a). The generation lifetime, by analogy, is the
time that it takes on average to generate an ehp, illustrated in Fig. 7.1(b). Thus generation
lifetime is a misnomer, since the creation of an ehp is measured and generation time
would be more appropriate. Nevertheless, the term “generation lifetime” is commonly
accepted.

When these recombination and generation events occur in the bulk, they are char-
acterized by 7, and t,. When they occur at the surface, they are characterized by the
surface recombination velocity s, and the surface generation velocity s,, also illustrated
in Fig. 7.1. Both bulk and surface recombination or generation occur simultaneously and
their separation is sometimes quite difficult. The measured lifetimes are always effective
lifetimes consisting of bulk and surface components.

Before discussing lifetime measurement techniques, it is instructive to consider 7, and
7, in more detail. Those readers not interested in these details can skip these sections
and go directly to the measurement methods. The excess ehps may have been generated
by photons or particles of energy higher than the band gap or by forward biasing a pn
junction. There are more carriers after the stimulus than before, and the excess carriers
return to equilibrium by recombination. A detailed derivation of the relevant equations is
given in Appendix 7.1.

7.2 RECOMBINATION LIFETIME/SURFACE RECOMBINATION VELOCITY
The bulk recombination rate R depends non-linearly on the departure of the carrier den-
sities from their equilibrium values. We consider a p-type semiconductor throughout this

chapter and are chiefly concerned with the behavior of the minority electrons. Confining
ourselves to linear, quadratic, and third order terms, R can be written as

R = A(n —n,) + B(pn — pony) + Cp(p*n — p*n,) + C,(pn® — pyn?) (7.1)
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where n = n, + An, p = p, + Ap, n,, p, are the equilibrium and An, Ap the excess
carrier densities. In the absence of trapping, An = Ap, allowing Eq. (7.1) to be simpli-
fied to

R~ AAn + B(p, + An)An + Cp(pi +2p,An + An?)An
+ C,(n? 4 2n,An + An*)An (7.2)
where some terms containing n,, have been dropped because n, < p, in a p-type material.
The recombination lifetime is defined as
An
T, = 7 (73)
giving
B 1
A+ B(p, + An) + C,(P2 +2p,An + An?) + C,(n2 + 2n,An + An?)

T, (7.4)
Three main recombination mechanisms determine the recombination lifetime: Shockley-
Read-Hall (SRH) or multiphonon recombination characterized by tsgy, radiative recom-
bination characterized by t,,s and Auger recombination characterized by 4,g.-. The three
recombination mechanisms are illustrated in Fig. 7.2. The recombination lifetime t, is
determined according to the relationship

1

—1 -1 -1
TsrH + Trad + IAuger

T = (7.5)

During SRH recombination, electron-hole pairs recombine through deep-level impuri-
ties or traps, characterized by the density Ny, energy level E7, and capture cross-sections
o, and o, for electrons and holes, respectively. The energy liberated during the recombi-
nation event is dissipated by lattice vibrations or phonons, illustrated in Fig. 7.2(a). The
SRH lifetime is given by?

. _ Tp("o"‘”l+An)+tn(po+pl+Ap) 76
st = S 1.6)

® [ ) [ ) E

Phonon
—

Er—Y— Photon

AVAVAV:

b

O00000O0O0

Excited
Carrier

(a) (b) (c)
Fig. 7.2 Recombination mechanisms: (a) SRH, (b) radiative, and (c) Auger.



392 CARRIER LIFETIMES

where n1, py, 7,, and 7, are defined as

Er — E; E; — E;
ny = n; exp <T1T> ; D1 = N; €Xp <_TkiT> )

1 1
Ty =
o NT 0,V NT

(7.8)

During radiative recombination ehps recombine directly from band to band with the
energy carried away by photons in Fig. 7.2(b). The radiative lifetime is’

1

= B(po + 1.+ An) 79

Trad

B is the radiative recombination coefficient. The radiative lifetime is inversely proportional
to the carrier density because in band-to-band recombination both electrons and holes must
be present simultaneously.

During Auger recombination, illustrated in Fig. 7.2(c), the recombination energy is
absorbed by a third carrier and the Auger lifetime is inversely proportional to the carrier
density squared. The Auger lifetime is given by

1
C,(p2 +2p,An + An?) + Cy(n2 4+ 2n,An + An?)
N 1
C,(pk +2p,An + An?)

TAuger =
(7.10)

where C), is the Auger recombination coefficient for a holes and C, for electrons. Values
for radiative and Auger coefficients are given in Table 7.1.

Equations (7.6) to (7.10) simplify for both low-level and high-level injection. Low-
level injection holds when the excess minority carrier density is low compared to the
equilibrium majority carrier density, An < p,. Similarly, high-level injection holds when

TABLE 7.1 Recombination Coefficients.

Semiconductor Temperature Radiative Auger Recombination
(K) Recombination Coefficient, C
Coefficient, B (cmﬁ/s)

(cm?*/s)
Si 300 4.73 x 107 [10] C,=28x10731,C,=1073[11 D/S]
Si 300 — C, + C, =2-35x 1073 [11 B/G]
Si 77 8.01 x 10714 [10] —
Ge 300 52 x 1071 [5] C,=8x107%,C,=28x 107
GaAs 300 1.7 x 10719 [8 S/R] C,=16x107,C, =4.6x 107! [6]
GaAs 300 1.3 x 10719 [8 't Hooft] C, =5x 107°, C, =2 x 107 [8 S/R]
GaP 300 5.4 x 10714 [5] —
InP 300 1.6-2 x 107" [7] C,=3.7x107", C, =87 x 107 [6]
InSb 300 4.6 x 107" [5]

InGaAsP 300 4x 10710 (8] Co+Cp=8x 102 [9]
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An > p,. The injection level is important during lifetime measurements. The appropriate
expressions for low-level (11) and for high-level (hl) injection become

o o

n
Tsrn (1) ~ p—‘r,, + (1 + ﬂ) Ty & Ty Tspn (D) ~ T, + 7, (7.11)

where the second approximation in the tggy (/) expression holds when n; < p, and
p1 < po. A more detailed discussion of injection level is given by Schroder.!?

1 1
Traa (1) = E;de(hl) = BAn (7.12)

1
fAuger(ll) = —2; rAuger(hl) = (713)

C,p; (Cp + Cp)An?
The Si recombination lifetimes according to Eq. (7.5) are plotted in Fig. 7.3. At high
carrier densities, the lifetime is controlled by Auger recombination and at low densities
by SRH recombination. Auger recombination has the characteristic 1/n> dependence. The
high carrier densities may be due to high doping densities or high excess carrier densi-
ties. Whereas SRH recombination is controlled by the cleanliness of the material, Auger
recombination is an intrinsic property of the semiconductor. Radiative recombination plays
almost no role in Si except for very high lifetime substrates (see 7,,4 in Fig. 7.3), but is
important in direct band gap semiconductors like GaAs. The data for n-Si in Fig. 7.3 can
be reasonably well fitted with C,, =2 x 1073! ¢cm®/s. However, the fit is not perfect and
detailed Auger considerations suggest different Auger coefficients.!'
The bulk SRH recombination rate is given by?

_ UnapvthNT(pn - nl2) _ (pn - nl2)
on(n+ny)+o,(p+p1) Tp(n+n)+T(p+ P

leading to the SRH lifetime expression (7.6). The surface SRH recombination rate is

(7.14)

_ UnsgpsvthNit (psns - nIZ) _ Snsp(psns - nl2)
Ons (”s + ”lx) + Ops (pv + pls) sn(ns + ”lx) + Sp(ps + plx)

(7.15)
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Fig. 7.3 Recombination lifetime versus majority carrier density for n-Si with C,, = 2 x 107! cmS/s

and B = 4.73 x 10~'5 ¢cm?/s. More detailed Auger considerations suggest C,, = 1.8 x 107245165 13
Data from ref. 11 and 13.
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Fig. 7.4 s, versus injection level 1 as a function of o, for N;; = 10" em™2, poe = 10" cm™3,
Ers =04 eV, 0, =5 x 107'* cm?. Data from ref. 15.

where
Sp = OnsVinNig; Sp = 0ps Vi Nig (7.16)
The subscript “s” refers to the appropriate quantity at the surface; p; and n, are the
hole and electron densities (cm™2) at the surface. The interface trap density N;; (cm™2) is
assumed constant in Eq. (7.15). If not constant, the interface trap density D;; (cm™2 eV™!)
must be integrated over energy with N;; in these equations given by N;; ~ kT D;;.'*
The surface recombination velocity s, is

Ry
Ang

(7.17)

s, =

From Eq. (7.15)

SnSp(Pos + Nos + Any)
= (7.18)
Sp(nos + 115 + Anyg) + Sp(pos + pis + Apy)

The surface recombination velocity for low-level and high-level injection becomes

SuSp SnSp

s-(I) = A spy s (hl) =

(7.19)
sil(nls/pas)+5p(l+p1s/pas) Sp+Sp

s, depends strongly on injection level for the SiO,/Si interface as shown in Fig. 7.4.

7.3 GENERATION LIFETIME/SURFACE GENERATION VELOCITY

Each of the recombination processes of Fig. 7.2 has a generation counterpart. The inverse
of multiphonon recombination is thermal ehp generation in Fig. 7.1(b). The inverse of
radiative and Auger recombination are optical and impact ionization generation. Optical
generation is negligible for a device in the dark and with negligible blackbody radiation
from its surroundings. Impact ionization is usually considered to be negligible for devices
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biased sufficiently below their breakdown voltage. However, impact ionization at low
ionization rates can occur at low voltages, and care must be taken to eliminate this
generation mechanism during 7, measurements.

From the SRH recombination rate expression in Eq. (7.14), it is obvious that gener-
ation dominates for pn < n?. Furthermore the smaller the pn product, the higher is the
generation rate. R becomes negative and is then designated as the bulk generation rate G

2

n; n;
G=-R=_—l1 __M (7.20)
Tpnl + Tn P1 Tg
for pn ~ 0 with
Er — E; Er — E;
T, = Tp EXp T + 1, exp T (7.21)

The condition pn — 0 is approximated in the scr of a reverse-biased junction.

The quantity 7,, defined in Eq. (7.21), is the generation lifetime'® that depends
inversely on the impurity density and on the capture cross-section for electrons and holes,
just as recombination does. It also depends exponentially on the energy level Er. The
generation lifetime can be quite high if E7 does not coincide with E;. Generally, 7, is
higher than 7., at least for Si devices, where detailed comparisons have been made and
7, A (50-100)7,.12 16

When pgng < nlz at the surface, we find from Eq. (7.15), the surface generation rate

S8 pn?
Gy =—Ry = —"""— =n;s, (7.22)
Spl1s + SpPls
where s, is the surface generation velocity, sometimes designated as s, (see note in
Grove!”), given by

SuSp

% sy exp((Ei — En/KT) + 5, exp(—(E;s — E;)/KT)

(7.23)

For E;; # E;, we find s, > s, from Eqs. (7.18) and (7.23).

7.4 RECOMBINATION LIFETIME—OPTICAL MEASUREMENTS

Before discussing lifetime characterization techniques, we will briefly give the relevant
equations for the common optical methods. More details are given Appendix 7.1. Con-
sider a p-type semiconductor with light incident on the sample. The light may be steady
state or transient. The continuity equation for uniform ehp generation and zero surface

recombination is'®

dAn(t) An(t)
=G—-—R=G -
dt ‘L'eﬁ'

(7.24)

where An(t) is the time dependent excess minority carrier density, G the ehp generation
rate, and 7. the effective lifetime. Solving for 7.5 gives

An(t)
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In the transient photoconductance decay (PCD) method, with G(¢) < dAn(t)/dt

P p— (7.26)
T (An) = ————— .
7 dAn(t)/dt
In the steady-state method, with G(¢) > dAn(t)/dt
(An) = 22 (7.27)
T (An) = — .
A1 G

and in the quasi-steady-state photoconductance (QSSPC) method, Eq. (7.25) obtains. Both
An and G need to be known in the steady-state and QSSPC methods to determine the
effective lifetime.

The excess carrier density decay for low level injection is given by An(t) =
An(0) exp(—t/t.) where 75 is

1
= —+ Dp? (7.28)
Teff B
with B found from the relationship
d .
an (B4) = 2 (7.29)
2 BD

where 7p is the bulk recombination lifetime, D the minority carrier diffusion constant
under low injection level and the ambipolar diffusion constant under high injection level,
s, the surface recombination velocity, and d the sample thickness. Equation (7.28) holds
for any optical absorption depth provided the excess carrier density has ample time to
distribute uniformly, ie., d K (D1)'?. The effective lifetime of Eq. (7.28) is plotted
in Fig. 7.5 versus d as a function of s,, showing the dependence on d and s,. For thin
samples, 7,4 no longer bears any resemblance to 7, the bulk lifetime, and is dominated by
surface recombination. The surface recombination velocity must be known to determine 7
unambiguously unless the sample is sufficiently thick. Although the surface recombination
velocity of a sample is generally not known, by providing the sample with high s,, by

Tefr (8)

107 1074 1073 1072 107! 100
d (cm)

Fig. 7.5 Effective lifetime versus wafer thickness as a function of surface recombination velocity.
D =30 cm?/s.
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sandblasting for example, it is possible to determine 7y directly. However, the sample
must be extraordinarily thick. Equation (7.28) can be written as

1 1 1
— = — 4 — (7.30)
Teff B Ts

where 1y is the surface lifetime.
Two limiting cases are of particular interest: s, — 0 gives tan(8d/2) ~ d/2 and
s, — 00 gives tan(Bd/2) =~ oo or fd /2 ~ m /2, making the surface lifetime

2

d
TS(S,» — 0) = z—sr;TS(Sr — OO) = % (731)
For s, — 0, a plot of 1/, versus 1/d has a slope of 2s, and an intercept of 1/7p,
allowing both s, and 7 to be determined. For s, — 00, a plot of 1/7.4 versus 1 /d?* has
a slope of 2D and an intercept of 1/73. Both examples are illustrated in Fig. 7.6. The
approximation tg = d/2s, holds for s, < D/4d.

250 T T

200 - 1

slope: s,=1 cm/s

Ut (571

150 <«— intercept: 73 = 6.65 ms 4

100 . I . I . I . I .
0

1 T (571

slope: D = 36.5 cm?/s
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1/d (cm™)
(a)
4000 [————— ]
3000 -
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1000 =& intercept: 5= 1.05 ms

o
—
)
w
IS
[
=)
-

1/d* (cm™2)
(b)

Fig. 7.6 Determination of bulk lifetime, surface recombination velocity, and diffusion coefficient
from lifetime measurements. Data from ref. 19.
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Equations (7.28)—(7.31) hold for samples with one dimension much smaller than the
other two dimensions, for example, a wafer. For samples with none of the three dimensions
very large, Eq. (7.30) becomes for s, — oo

-icrl+fD<iﬁuL+i> (7.32)
Teff B a? b2 c?
where a, b, and ¢ are the sample dimensions. It is recommended that the sample sur-
faces have high surface recombination velocities, by sandblasting the sample surfaces, for
example.”’ The recommended dimensions and the maximum bulk lifetimes that can be
determined through Eq. (7.32) for Si samples are given in Table 7.2.

The time dependence of the carrier decay after cessation of an optical pulse is a
complicated function, as discussed in Appendix 7.1.2!-?2 We show in Fig. 7.7 calculated
excess carrier decay curves with the time dependence

An(t) = An(0) exp (— ! ) (7.33)

Teff
According to Eq. (7.30) the effective lifetime is

111 s
=—+—=—+Dp (7.34)
Teff B Ts B

TABLE 7.2 Recommended Dimensions for PCD Samples
and Maximum Bulk Lifetimes for Si.

Sample Sample Maximum 7p Maximum tp
Length Width x Height (us) (us)
(cm) (cm x cm) n-Si p-Si
1.5 0.25 x 0.25 240 90
2.5 0.5x%x0.5 950 350
2.5 Ix1 3600 1340

Source: ASTM Standard F28. Ref. 20.

10

An(t)/An(0)
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s,=10° cm/s

=105

0.0]\\\\\\\\\\\\\\\\\\

510 1x10° 1.5%x107° 2x1075
Time (s)

Fig. 7.7 Calculated normalized excess carrier density versus time as a function of surface recom-
bination velocity. d = 400 pm, o = 292 cm™ L
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where B is determined from Eq. (7.28), which has a series of solutions for 8d/2 in the
ranges 0 to /2, w to 37 /2, 2 to 57 /2, and so on. For each combination of s,, d, and
D, we find a series of B values, giving a series of 75. One way to solve Eq. (7.29) is to
write it as

m d r

Pud _ w — 1ym = arctan [ = (1.35)
2 BnD

where m = 1,2, 3, ... and solve iteratively for 8,,. The higher order terms decay much

more rapidly than the first term. Hence, the semi-log curves are non-linear for short times
and then become linear for longer times. From Eq. (7.33), the slope of this plot is

_dln(An(®) _ n(10)dlog(An()) 1
B dt B dt Ty

Slope (7.36)

Taking the slope in the linear portion of the plot gives .. To be safe, one should wait
for the transient to decay to about half of its maximum value before measuring the time
constant.

7.4.1 Photoconductance Decay (PCD)

The photoconductance decay lifetime characterization technique was proposed in 19552

and has become one of the most common lifetime measurement techniques. As the name
implies, ehps are created by optical excitation, and their decay is monitored as a function
of time following the cessation of the excitation. Other excitation means such as high-
energy electrons and gamma rays can also be used. The samples may either be contacted
with the current being monitored or the measurement can be contactless.

In PCD, the conductivity o

o =q(un + ppp) (7.37)

is monitored as a function of time. n =n, + An, p = p, + Ap and we assume both
equilibrium and excess carriers to have identical mobilities. This is true under low-level
injection when An and Ap are small compared to the equilibrium majority carrier density,
but not for high optical excitation, because carrier-carrier scattering reduces the mobilities.

In some PCD methods the time-dependent excess carrier density is measured directly;
in others indirectly. For insignificant trapping, An = Ap, and the excess carrier density
is related to the conductivity by

Ao

n=——— (7.38)
q(tn + p)

A measure of Ao is a measure of An, provided the mobilities are constant during the

measurement.

A schematic measurement circuit for PC decay is shown in Fig. 7.8. We follow Ryvkin
for the derivation of the appropriate equations.”* For a sample with dark resistance rg
and steady-state photoresistance r,;, the output voltage change between the dark and the
illuminated sample is

AV = (iph — i) R (7.39)
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Fig. 7.8 Schematic diagram for contact photoconductance decay measurements.

S

where i, igx are the photocurrent and the dark current. With

1 1
Ag =g — ik =—— — (7.40)
ph Tdk
Equation (7.39) becomes
rij AgV,

AV

= (7.41)
(R +rar) (R + rax + Rrar Ag)

where Ag = Ao A/L. According to Eq. (7.41), there is no simple relationship between
the time dependence of the measured voltage and the time dependence of the excess
carrier density.

There are two main versions of the technique in Fig. 7.8: the constant voltage method
and the constant current method. The load resistor R is chosen to be small compared to
the sample resistance in the constant voltage method, and Eq. (7.41) becomes

RAgV,

AV~ ———
1+ RAg

AV
~ RAgV, (1 -V ) (7.42)

For low-level excitation (AgR < 1 or AV « V,) AV ~ Ag ~ An; the voltage decay is
proportional to the excess carrier density. For the constant current case, R is very large,

and
T'dk AV
XraldgV,| — —
rikAg (R Vo)

g/ RAgY,
14+ ralg

AV

(7.43)

For rqxAg < 1or AV/V , L rar, AV ~ Ag ~ An again.

For the measurements in Fig. 7.8, the contacts should not inject minority carriers and
the illumination should be restricted to the non-contacted part of the sample to avoid
contact effects or minority carrier sweep-out. The electric field in the sample should
be held to a value = 0.3/(ut,)'/?, where w is the minority carrier mobility.”> The
excitation light should penetrate the sample. A A = 1.06 pm laser is suitable for Si. One
can also pass the light through a filter made of the semiconductor to be measured to
remove the higher energy light. The carrier decay can also be monitored without sample
contacts, allowing for a fast, non-destructive measure of An(t), using the rf bridge circuit
of Fig. 7.9(a)>~% or the microwave circuit of Fig. 7.9(b) in the reflected or transmitted
microwave mode.?’

Low surface recombination velocities can be achieved by treating the surface in one of
several ways. Oxidized Si surfaces have been reported with s, ~ 20 cm/s.”® Immersing
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Fig. 7.9 PCD measurement schematic for contactless (a) rf bridge and (b) microwave reflectance
measurements.

a bare Si sample in one of several solutions can reduce s, even below this value. For
example, immersion in HF has given s, = 0.25 cm/s for high level injection.?’ Immersing
the sample in iodine in methanol has given s, & 4 cm/s.??> Low temperature silicon nitride
deposited in a remote plasma CVD system has yielded s, ~ 4—5 cm/s.>* The contactless
PCD technique has been extended to lifetime measurements on GaAs by using a Q-
switched Nd:YAG laser as the light source.’! By using inorganic sulfides as passivating
layers, surface recombination velocities as low as 1000 cm/s were obtained on GaAs
samples.

In the microwave reflection method of Fig. 7.9(b the photoconductivity is mon-
itored by microwave reflection or transmission. Microwaves at ~10 GHz frequency are
directed onto the wafer through a circulator to separate the reflected from the incident
microwave signal. The microwaves are reflected from the wafer, detected, amplified, and
displayed. In the small perturbation range, the relative change in reflected microwave
power AP/P is proportional to the incremental wafer conductivity Ao 33

) 32-33
P

AP
— =CAco (7.44)
P
where C is a constant. The microwaves penetrate a skin depth into the sample. Typical skin
depths in Si at 10 GHz are 350 pm for p = 0.5 ohm-cm to 2200 wm for p = 10 ohm-cm.
Skin depth is discussed in Section 1.5.1. Consequently, a good part of the wafer thickness
is sampled by the microwaves and the microwave reflected signal is characteristic of the
bulk carrier density. The lower limit of 7, that can be determined depends on the wafer
resistivity. Lifetimes as low as 100 ns have been measured.

If a resonant microwave cavity is used, it is important that the signal decay is indeed
that of the photoconductor and not that of the measurement apparatus. When the cavity
is off resonance the system response is very fast, while an on-resonance cavity results in
a large increase in the system fall time.3*
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7.4.2 Quasi-Steady-State Photoconductance (QSSPC)

In the QSSPC method the sample is illuminated with a flash lamp with a decay time
constant of several ms and an illumination area of several cm?.3> Due to the slow decay
time, the sample is under quasi steady-state conditions during the measurement as the light
intensity varies from its maximum to zero. The steady-state condition is maintained as
long as the flash lamp time constant is longer than the effective carrier lifetime. The time-
varying photoconductance is detected by inductive coupling. The excess carrier density is
calculated from the photoconductance signal. The generation rate, required in Eq. (7.25),
is determined from the light intensity measured with a calibrated detector. Semiconductors
absorb only a fraction of the incident photons, depending on the reflectivity of the front
and back surfaces, possible faceting of those surfaces, and the thickness of the wafer.
The value of the absorption fraction for a polished, bare silicon wafer is f ~ 0.6. If
the wafer has an optimized antireflection coating, f =~ 0.9, while a textured wafer with
antireflection coating can approach f & 1.3 The generation rate per unit volume G can
then be evaluated from the incident photon flux and the wafer thickness, according to

_/®
T4

G (7.45)

where @ is the photon flux density and d the sample thickness.
Assuming the flash lamp light decay is exponential in time, the generation rate is

G(1) =0 for t <0;G,exp(—t/Thas) for t >0 (7.46)

and the solution of Eq. (7.25) is'®

¢ t t
Aty = — G, [exp (- —exp(—— (7.47)
1 - Teff / Tflash Tflash Teff

For 7,4 < Tgsn, the sample is in quasi steady-state during the measurement. Hence, the
flash lamp decay time must be sufficiently long for the QSSCP measurement to be valid.
An example QSSCP plot is shown in Fig. 7.10, illustrating the increasing SRH lifetime
with injection level followed by lifetime decrease due to Auger recombination.

7.4.3 Short-Circuit Current/Open-Circuit Voltage Decay (SCCD/OCVD)

The recombination lifetime can be determined by monitoring the pn junction voltage,
current, and short circuit current decay after optical generation of excess carriers.>®~%° The
combination open-circuit voltage decay/short-circuit current decay method was developed
for characterizing the lifetime, diffusion length, and surface recombination velocity of solar
cells in which the base width is typically on the order of or less than the minority carrier
diffusion length, making the determination of these parameters difficult. In contrast to
most other methods in which only a single parameter is measured, two measurements -
the short-circuit current and the open-circuit voltage - are necessary to determine 7, and
Sy

The theory is based on a solution of the minority carrier differential equation
[Eq. A7.13] subject to the boundary conditions*’

1 dAn(x,t .
n@, o) =2 for x =d (7.48a)
An(x,t) dx D,

An(0,t) =0 (7.48b)
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Fig. 7.10 Effective recombination lifetime versus injection carrier density obtained with the QSSPC
technique. Adapted from ref. 37.

for the short-circuit current, and

dAn(x,t)

=0 forx=0 (7.49)
dx

for the open-circuit voltage method.

So far we have only concerned ourselves with substrate minority carrier recombination
in n" p junctions. There is, of course, also minority carrier recombination in the scr and
in the heavily doped n* emitter. The minority carriers are swept out of the scr by the
electric field in times on the order of 10~ s under short-circuit conditions. The emitter
lifetime is generally much lower than the base lifetime, and emitter contributions play
a role only during the early phase of the current decay.*! Emitter recombination causes
carriers from the base to be injected into the emitter where they recombine at a faster
rate. However, the voltage decay is determined by the base recombination parameters for
long times.*? If the asymptotic decay rate is measured after the initial transient, then a
decay time, representative of base recombination, is observed.*!

The current decay is found to be exponential with time, with the time constant deter-
mined by the time dependence of the excess carrier density. The voltage decay can be
significantly influenced by the junction RC time constant, which can be very large for
large-area junction devices. This effect is reduced by measuring the small-signal voltage
decay with a steady-state bias light to reduce R.** One might expect the current and
voltage decays to be identical for devices with the base much thicker than the minority
carrier diffusion length because s, is no longer important. This is indeed the case. Both
have the asymptotic time dependence

exp(—t/tp)
Jt

This method is one of few allowing both the lifetime and surface recombination veloc-
ity at the back surface to be determined, by measuring the current and voltage decays
of the same device. Being a transient technique, it is subject to higher-order decay time
constants and possible trapping. These potential sources of error are considerably reduced
by measuring the time constants asymptotically toward the end of the decay and using a
bias light.

Lse, Voo ~ (7.50)
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7.4.4 Photoluminescence Decay (PLD)

Photoluminescence decay is another method of monitoring the time dependence of excess
carriers. Excess carriers are generated by a short pulse of incident photons with energy
hv > Eg. The excess carrier density is monitored by detecting the time dependence of the
light emitted by the recombining electron-hole pairs. The PL signal is higher for efficient
light-emitting direct band gap semiconductors, e.g., GaAs or InP, than for indirect band
gap semiconductors, e.g., Si or Ge, for which photoluminescence is quite inefficient.
Instead of optical excitation, electron-beam excitation can also been used in transient
cathodoluminescence.

The excess carrier density and time decay expressions are those discussed in
Section 7.4.1. We expect PL decay to follow those considerations, except that the PL
intensity is given by

d
<I>pL(t):K/ An(x,t)dx (7.51)
0

where K is a constant accounting for the solid angle over which the light is emitted and
for the reflectivity for the radiation emitted from the sample and d is the sample thickness.

A complication arises if self-absorption takes place, where some of the photons gen-
erated by the recombination radiation are absorbed by the semiconductor. Once absorbed
they can create ehps. The lifetime expression becomes**

1 1 1 1
— =+ — (7.52)
TPL Tnon—rad Ts Y Trad

where T,0n—rad> Traa and T, are the non-radiative, the radiative, and the surface lifetimes;
y is the photon recycling factor. Self-absorption is not important for indirect band-gap
semiconductors since the optical absorption coefficient is low for near band-gap photons,
but it can be important for direct band-gap semiconductors. A discussion of PL lifetime
determination is given in ref. 45. PL decay has been used to map the lifetime in Si power
devices by scanning the excitation beam across the device.*®

7.4.5 Surface Photovoltage (SPV)

The steady-state surface photovoltage method determines the minority carrier diffusion
length using optical excitation. The diffusion length is related to the recombination lifetime
through the relation L, = (Dt,)'/?. SPV is an attractive technique, because (1) it is non-
destructive and contactless, (2) sample preparation is simple (no contacts, junctions, or
high temperature processing required), (3) it is a steady-state method relatively immune
to the slow trapping and detrapping effects that can influence transient measurements, and
(4) the equipment is commercially available.

The SPV technique was first described in 1957%" to determine diffusion lengths in
Si*®-%% and GaAs.** The sample is assumed to be homogeneous and of thickness d in
Fig. 7.11. One surface is chemically treated to induce a surface space-charge region (scr)
of width W. The scr is the result of surface charges, not due to a bias voltage. The surface
with the induced scr is uniformly illuminated by chopped monochromatic light of energy
higher than the band gap, with the back surface kept in the dark. The light is chopped to
enhance the signal/noise ratio using lock-in techniques. The wavelength is varied during
the measurement. Some of the optically generated minority carriers diffuse toward the
illuminated surface to be collected by the scr, establishing a surface potential or surface
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Fig. 7.11 Sample cross-section for SPV measurements. The optically transparent, electrically con-
ducting contact to the left of the sample allows light to reach the sample and the voltage to be
measured.

photovoltage voltage Vspy relative to the grounded back surface. Vspy is proportional to
the excess minority carrier density An(W) at the edge of the scr. The precise relationship
between An(W) and Vgpy need not be known, but it must be a monotonic function. Light
reaching the back surface produces an undesirable SPV signal that can be detected by its
large amplitude, by a reversal in signal polarity over the SPV wavelength range, or by a
signal decrease with increasing illumination at the longer wavelengths.

The excess carrier density through the wafer for low-level injection is given by
Eq. (A7.4). In principle, it is possible to extract the diffusion length L, from that expres-
sion for arbitrary W, d, and «. In practice, several constraints are imposed on the system
to simplify data extraction. The undepleted wafer should be much thicker than the diffu-
sion length and the scr width should be small compared to L,. The absorption coefficient
should be sufficiently low for « W < 1, but sufficiently high for «(d — W) > 1. The light
diameter should be large compared to the sample thickness, allowing a one-dimensional
analysis and low-level injection should prevail. The assumptions

d—W >4L,;W L L;aW <L Lia(d — W) > 1;An < p, (7.53)
allow Eq. (A7.4) to be reduced to

(1-—R)D al,
An(W) ~ (7.54)
(s1 + D,/Ly) (1 +aLy)

The excess carrier density at x = W is related to the surface photovoltage by

V. % kT
An(W) = n,, (exp (%) - 1) ~ ank% for Vpy <~ (1.55)

giving

(kT/q)(1 — R)PL,

Vs = i+ Da/L (L + L) (7.56)

Vspy is proportional to An for Vspy < 0.5kT/q. Typical surface photovoltages are
in the low millivolt range, ensuring a linear relationship. s; is the surface recombination
velocity at x = W, not at the surface, where s, is the surface recombination velocity, as
illustrated in Fig. 7.11.
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During SPV measurements, D