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Abstract

Two discretization schemes for optimal control mct.hods, coll<><:ation and the
method of differenlial inclusions, arc descri~1. They replace the original infinile
dimensional problem with a finite.dimensional approximation and allow the use of
ordinary nonlinear optimization. The sc'hemes are applied to aircraft trajectory
optimization problems. Both methods seem to prorlucc rapidly results that are
accurate enough for most purposes. In addition, it was noted t.hat unlike other
dirrct metllods, the llIethod of differential in\\lIs10ns is !lilt seriOllsly distltrb~d by
lSingulM cuntrob.

Introduction

Since the early 60's the hask methods to ~olvc optimal colltrol problems hil.ve been the

calculus of va.riations aUtI the Pontryagin !'.IaximullI Prin<;ipl(~. They provide a set of

IIf·...·SSIWy ('olltlilioIlS that. ~\ l.raj,';tory si\tisfit·:; if it is optinw1. '1'111' I"Imdil.iolls nlllslitHt~

a !lolllinl:ar Il\ultip()illt lJOlllldary v;dm: prllhl'~1l1 thnL is slJl\"l'd IJ)' llH.·t!14l'!:-; Ii:",: 1I1l11tiple

shouting or (tu<l.silitwari'l.at.ioo. Tllt~ llwt.hods Ih;lt ~oIVl" all 0l't.illl,d l~lIl1lml pwl/I('1I1 \ n

si\tisfying the Ilt"cessary cOllditions "tr(.' (':()II1tl1011ly n.f/~rrl",ll.o ;IS itldin~("t 11ll,thods.

;\1\ itldil'L'Cl I1wthod pro\'i,b; an act:lLr;\l(~ result but also !'t~<tuirt.'s a good initial glle::iS.

Tbis stems mainly from 'the nonlinear .tnt! ullstable nature of the boundary value prohlem

and Newlon.type solution methods. In many cases the state trajectories may be easy to

gm'sfi, but the ildjoi,;t \'ariahks, whose physkill meaning is often obscnre, arc not.

To OV(~l'comc t}\(: difficulties associ.\tt'd with tilt' initial guess, alternative methods ha.\'l:

be~n developed. Direct methods for infinite-dimensional problems start from a feasible

nominal solution and develop it towards optimality by exploiting the cost function gradi.

ent. Unfortunately these methods Sltcct:oo only partly in their goals. First order gradient

mdhous show poor converge in the neighborhood of the optimal solution, whereas second

order gradient methods again suffer from the small convergence radius. Also the treat­

ment of state inequality constraints must in practice be based on penalty functions. A

major drawback of the methods is the need to integrate the state and the cost function

gradient equations numerous times during the solution process.

rn many cases the ,,"ccuracy of the solution is not as important as is the robust con­

vergence of the solution method. The convergence could be improved by replacing the

original infinitc~dimensiol1al problem with a finite-dimensional approximation, in which

the differential equation constraint is satisfied only pointwise and integration of the sys~

tem is totally avoided. Furthermore, restricting to a finite dimension allows the use of

ordinary nonlinear optimization and its developed to~ls. Even state constraints may be

simply added to the probl~m constraints.

The di~crelizaliou of th~ probll:1lI 0.1\ llc cMried Ollt ill il Humbcr of way~, For examph~,

Hargraves et al. [4J present the state trajectories with high~order patched polynomials

that sa.tisfy the state equations in the lcast~fiquares sense. Betts and Huffman [2] discuss

ordinary trapetzoidal, Hermite-Simpson and Runge~I<uttadiscretization. In the following

Wl~ dc~('rih~ two Sclll~llles. din:d ctillof:atiun aud a reer-Iltly prop0:lcod method of differential

inclusions {lI]. The first scheme, direct collocation, rerles on implicit integration. The

sohttion is sought among piecewise defined polynomials that have to satisfy the differential

{'qllations in a. finite s':t of .olloc:ation PQinls. The control~ and the coefficients of the

PU1Yllollliab l1.1'~ st:!("(\t'd I hrough lll)ldillear llptilllizatiofl to satisfy the st.ak equations

illld to minimize.' the (O~t flllldioll. Tlj(~ method has IWI~1l appli(~d to various trajectory

oplilllizatioll t<\sks (set.". t·.g ..[6)) but also to f(\.~iJit.atc the solving of complex pllrsuit-



t'vasion gitilWS (:\t'l' !ill.

Tlw second apPI'o(\ch, tht.' nwthod of dilr(~l"t~l\tial illr!u,sions, relales to set valued an.tly,sis

fl.rtd dilrerclllial illdllsiul\ (SI'I!, I~.t;.• [I)). Oplilllal ("(mlml prohll'lll:> alltl c:-,o\H..·c:ially mini­

mum time problems can be tn~'aLcd 011 the basis of wlmt is called ·the set of attainahility'

(sl·e. e.g.• 15]). Tilt:' set dl~S(:I'i1)(~S thl: st.alt~S thill can !JI: wadII'd fmlll tll(~ givl~1I stat(' within

a given time interval. In modcl'll framcwork the set. of attainability provides an efficient

way to discretize the infinite-dimensional problem. The differential equation constraint

is replaced by a I'eqllirelllcut that each slate must bt: atlailmhlc [rom the prc:vious slate.

According to the approacb, the role of t.he controls is merely to parameterize the set of

attainable states. The controls may therefore be supprcssed from tlte optimization process

hy finding another, cOlltrol iUtlcpendent way to represent th(~ sel. The method was first

applied to trajectory optimization prohlerns in [111.

In the report we will first briefly describe both methods. We then describe two test prob.

[ems that arc often encountered in ~ircrarllrajcclol'Y optimization and apply the llIethou:J

to them. We compare the accuracy of the resulting trajectories and the computational

clfort required hy tht: ll\ctllOd:i. III addition, WI: COlllpal'(~ t1lf~ capability of t.he methods t.o

solve problems involving singular controls hy illdmlillg a dynamic IH'cssure constraint to

the third lest problem.

Direct collocation

where .r(t} E U". It(t) E flU. J: R" X fl." 0-+ W', C: fl." X RU 0-+ Wand S: R" 0-+ R',

Possihle ('xplicir time dep(~ndencc or J(.) may hc sllppresscd with a new independcllt

variahk· and prohlems of l3olz<~ type, i.e. witlt integral cost functional. can be t.urned into

tlayer form by itclding a new stale vi\riablc. The final time l' may be fixed or free.

[n the method of direct collocation, the finite dimensional solution subspace is the space

of piecewise polynomials of time and given degree, defined in the interval t E (0, T]. '"'Ie

use Hermite interpolation with 3rt! degree polynomials for the state variables and linear

polynomials for the control variables. The state equation must be satisfied in the middle

of each interval.

For simplicity, consider an equidistant division of the solution interval

In the jth suhinterval we seek state componcllt trajectories of the form

(I)

We hereafter drop the s1lbscripts 'i and j for clarity. Introducing a new transformed time

variable

r:=~~
,:"

and differentiating expression (1) with respect to T yields the following system of eqlla·

tions:

·1

The independent variable is T and ( . ) means differentiation with respect to T. Evaluating

(1) at T = 1/2 and substituting thecoelficicnts solved from the above system of equations

leads to
.'(1/2) ~ r(O) + .r(I) + ,:"flO) - [(1),

2 8
wllt.·n~ f(r) is iln ahlm:viatioll (If f,(.r(r). u(r)) and refers to the corresponding statt:

l'qnatio£! wmpollt"llt. ~ote that *::::; :::::.t'if;. In the same way we obtain t.he expression

Consider an optimal control problem of the Mayer form, hereafter referred to as PI,

min ~'(r(T),T)

subject to

x(1) ~ [(x('),,,(I))

.r(O) ~ .l·",il

.,(T) ~ .r /"",/

1'(.,'( I), ,,(1)) S Il

5(.«1)) ~ Il, , E IIl,TI

:1

( ~~~~)(~)~1 1 lie° 1 2:J d
(

x(O) )
.r(0)
x( 1) .
x( 1)



ror i( 1/2):
'(1/") __'1·,(0)- ,(1) _ [(0) +1(1)
.r - -. 2:.1l .t·

Using the expression for .r(1/2) and Iillcar inlerpolatioll of the ('Outrols, 1(1/2) Il1;\Y be

calculated. Define tile dl:fert. at the ('eut~r of tlw interval j ao;

i>, :~ x{ (/2) - I( (/2).

When the value; of the state V<\riables at the ends of the interval are chosen such that the

defect is driven to zero, the cubic provides au ap()roxilll<l.tion of the state component tra.

jectory without excplidt integration. The controls at thc time pO'lOts may now be selected

fredy within their bounds to minimizc the ohjcctive fun<;tion, as far as the constraints

D.j :::: 0, initial and terminal constraints, and possible state constraints are satisfied. Thus

the inifinite dimensional optimal conlrol problem P1 may he approximated by all ordinary

finite dimensional nonlinear optimization problem

min "'(I"" 'l')
j."O•.I:'I.· ••.1:'.... IIO.III .....I1 ... ;'()

sllbjcct to

D.; ~ 0, j;::; 1•.•. ,Ill

IO .r,n,'

Xm ~ X/in41

S{I;) S 0, J;::; D•••.• m

('(.rl"tjl S 0, j = D•..•• Tlt

-T S O.

Here x j refers to state vector x at the time instant t j. The state constraints may be

satisifed only pointwise, since the differential equations are satisfied only in the middle

points of the segmenls. If violations occur. tbe time division should be made denser to

SllpprC!lS th~Ol.

,\pplyillg direct mtlucatioll II:alls tU:l uonlilll'<lr optillli:t.<ltil>ll prohlt'lIl wlwf(' tlll..' ulIHillt.,!·

of the decision variahlf":s is (11 + It)(m + I) + t wlle'n tlH' fin ... l tinll~ is frr.e. The number of

constraints alllOllllls 10 11m +{ll~"'1 +fl"~1 )(nl +~)+"'"11 +fl /;n"I, wlwrr.- 11';;(1' tl~i~1 rcft"r to

llll~ nlllllllt~r of runl.!'u! allli sl:\l.t~ illt'qlli1lity nm:-ll':linl.:- alit! 11,,,., illld 11/""" to thl' 11llll1hf~r

of initial and lill<'ll conditions, n'sp,~divdy. TIlt" n(mlim~arity of tilt.' collu(,i\tioll t'Ollslralnl.s

depends on the stale equations. Some of the state and control variable constraints may

be simple hounds.

Differential inclusion

Anolher way to discretize the problem is to require th...t each subsequent state can be

attained from the preceding state. Given to, x(to) ::: Xo and tt. the set of attainabilily

K(.1:o, lo,lt) is defined as the collection of the states that can be reached from Xo in [to, tIl

with admissible controls II(!), t E [to,t l1[.5J. In general, this set cannot be expressed

explicitly. To approximate it we lise the 3d of allainab/~ 3tat~ rates at state x(t), which

is defined as the set of all the st<l.te rates that can be produced in a given state by varying

the controls within their allowable bounds. The set is defined as

1/(r(I)) ~ {'(t) E R" I '(t) ~ f(x(l), "(I)), C(x(I), u(l)) SOJ.

In the following. we drop the argument t for clarity. The set ll(x) is sometimes called

the hodograph of the system. The control u may be regarded as a parameter vector

that describes the hodograph. We may therefore assume that u can be eliminated from

the oefinition above. That is, there exist smooth functions p : n" x n" I-l- RP and

q: n" x R" I--). fi:1 such that the hodogra~h can be expressed as

1/(I) ~ (i E R" Ip(',I) ~ O,q(',x) SOJ.

The existence of such functions depends on the system under consideration. In practice,

they are derived by eliminating the controls from the state equations and then using the

control constraints.

The shape of the hodograph plays a significant role when examining the type of possible

solutions. In terms of necessary conditions the pointwise maximization of the Hamiltonian

with respect to controls is eflUill to maximizing t!le Hamiltonian with respect to stntc

rat~ that (t!'C constraine,d to lie in the hodograph. In the sp(tce of the state rates th~

lIi\lniltonian i:l ddincd M

whert: {' sland:-l for Lhe adjoinl V('l'lOI'. TI\(,l'er{)n~ we arc [(t(cd with a. :lcrics of nlH'Oll'

optimization problems with nOlllinenf constraints. If ·H(.r) is always strictly convex. the


