
By the samc loken y - P([ U,V"llY is orthogonal to each column of Up and ,..,
so, with M denoting the inverse of the normal matrix as before.
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8.4.3 L"lIicc Algorithms lInd Idenlifie"tion

The fewer parameters a model has. the easier it is to understand and apply.
The neatest way to ensure that a model has no more parameters than
necessary is to conduct order tests during identification. as described in
Chaptcr 9. Nevertheless. we sometimes have to reduce an exisling model.
perhaps 10 check whether order reduction alters Ihe overall behaviour
signilieanlly. There arc many approaches (Bosley and Lees, 1972) of which we
shall examine a fcw of the most popular. applied to transfer-fanelion rather
than state~sracc models,

R.S.l I\tloment Matching: Pade Approximation

8.5 MODEL REDUCTION

A great deal of interest has been aroused in signal processing by the
development orJattiee algorithms (Friedlander. 1982). The algorithms employ
an a.r. time-series model for I.s. signal estimation. and are implemented as a
cascade of identical sections. each corresponding to an increase of one in the
a.r. order. The algorithms are attractive for their computational economy and
good numcrical properties. and are pOlentially useful for identificalion.
However. their economy depends on the model being an autoregression. For
an a.r .. lhe regressor vector at time f is thaI at f - I shifled down one place and
with one new entry at the top. The normal matrix is correspondingly updated
mainly by shirting south-cas!. Wilhout going into the details. we can
appreciate Ihat Ihis simplifies H combined time-updating and order­
incrementing algorithm grcatly. For identificalion, we are rarely happy with a
purely a.r. model. and almost always require an a.r.m.a. model with
exogenous inputs plus <I noise model. and perhaps also a constant term. The
updating is much less simple. with sevcnll new samples entering at each
update, The result is that computational economy is lost (Robins and
Wellslead. 19R I). and the lattice method has no overwhelming advanlagc to

counterhalance its relatively complic~lted programming and difficulty of
intcrprcL:llioll in identification.

8.5 MODEL REDUCTION

IRA.19)

(804.18)

(804.13)

(8.4.141
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V 11"")Ul y - V I
( U M'12' + V M"")Vly =0

.,1 " II" l/ .,

(8.4.16)

uri)' _ P( U)y) = Vry - Vry = 0

"ly~ ,"Itt' ,H 111l +
'I" '/ I'

Similarly. (R.4.16) requires Ihat

v"v- 1"([/ M'"l+ I' M 12 "jI,ry =1l</.' 'I I' ./ ./-

"r._ ,,.r(V '1,111 + I' '1"")U')'- Ur(U M I12I +).' M",,)~,ry=O
l...11'~ L I' ,.I~ ,,"- , I' I' I' I' '1-

(804.15)

and it is cnolll'h if' 1- J''I"( U ApIZ) + V Al l !"!.l} is zero. which 011 suhstitution
'l:" "I' "

or MIl!1 from (XA.IX) gives

M'''' ~ 11"1' - V' U M U'V) '", W (804.20)
</ II If I' I' I' "

Swapping Up and """ alllhrough gives MOll as in (8.4.8). and Aft"!. II is M l1l
l!.

as by definition ""t'>+1/ is symmetric.
The order-incrementing equations for 6 and ;p also comes from (8.4.14).

hut wrillcn as

Now(R.4.1 5) must he truc ror any values of Ut,. II., and y. including y non-zero

but V;s zero. so that

V'(U M'12'+ V M''''lV'y=O (804.17)I' p If If

To satisfy (l'L4.17) it is sufficient to make U'~( U"M 1121 + V,/M
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) zero. giving

[~!i}-[~n[Vp

or in terms ()fthc partitions )\"1(111, M(\21, M I211 and M I2
:!.) of M,,+,/,

where the projectioll matrix 1'( U) projects y orthogonally on to the plane
formed by all linear combinations of the columns of U. Hence the error
y _ P( U)y is orthogonal to each column of U. as is easily verified:
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[~I.i} - U,.Ii,,,,, - J"1>,,, ,,1 ~ 0

We recognise Ihis immediately as the normal equations (8 4.2).

(804.21)
One way to fit a reduced transfer function

Bm(s) h(I+!")IS+_~.~.+hJ'lL:--_I"_S"_'_'

T":+Am(sj" = I +als+···+a,",~'"
(8.5.1 )
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to a larger continUOUS-lime model is to expand the transfer function of the
larger model as a power series in s:

8.5 MODEL REDUCTION

10· (0)
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and

Exampl(.· R.5.1 The mudd

. (I + 0.5s)( I + 0.2s) .
} (s) = .- _.__ _ .._- -- VIs) + nOIse

(I + s)( I + O.25s)( I + O.ls)( I + 0.05s)

model:

151.0
Time

05

(b)
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o

.-----------...::::-.....~ ---
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1-------;:;-;:--=:==:-=-==~:::--
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aMID 15
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A m~el.-reduction method popularised by Chen and Shieh (1968) is to expand
the ongmal ratIOnal transfer function as a continued fraction in the second

1r(0 +) = lim sH(s) '" lim s B.,(s)
$-t, .'I"'" X 1+A"JIi)

8.5.2 Continued-Fraction Approximation

reduced models. Ex.cept very early on, the second-order model fits the step
respo~se Well: The Impulse-response fit is less impressive, with quite wrong
behaVIOur mltlally. The trouble can be traced to a difference in pole-zero
cxccss, two for thc original modcl and one for each rcduced model
invalidating the approximation '

Time

Fig. 8.5.1 (a) Step and (b) impulse responses. Example 8.5.1. : original
~- -; second--order reduced model; --: 6rst--order reduced model.

(8.5.41

(8.5.3)

(8.5.2)f{(S) ="0 +"IS +",s' +... (fJ

{
ld'II(S)} i' .'/'-, .. __ ._,. = (-I)'I1(I)dl
scls' . I)

(Gabel and Roberts, 1980). Wc see that matching hi matches the ith timc
moment of the impulse response h{f). That seems sensible enough.

thcn pick thc 2m coefficients in (8.5.1) so as to match terms of (8.5.2) up to
hZm " Is1m-1. The process of rational-function approximation via a Taylor
scries is called Padeal'proximalioll (Watson, 1980). The numerator and
denominator degrees can be chosen at wi1l~ we have made Bm(s) ofdegree one
Icss thun I + A..(s) to givc a realistic Iinite bandwidth.

Matching "" matchcs the steady-state gain, i.e. the final value
lim,.•" sH(s)/s of the step response, and we can interpret matching higher
powers or ... ~lS paying allcntion to the response to higher derivatives of the
inpul. Thc significance of the matching is best seen in terms of the impulse
response. For a stable system

i!", = lim sl d'H.(s) = lim '/' - '{' d'l!.~-'l}
.,··.n ,\' tis' /-0 J s tis·

lI(s) = I - O.7s + 0.6375s' - 0.6265s' + ...
An mth-oHler reduced model then matches the coefficients of ",0 to slm-I in

8 m(s) = li(s)(1 + Am(s»

(i) First-ordcr model: h" ="" and h, =h"al +"1 =0 so h" = I, a, =0.7
(ii) Sccond-ordcrmodel:h"=h,,.h, =""al +h .. h,=h"u,+"lul +Ir,=

0, h, = ",a, +",a l +Ir.l = 0 so h" = I, b l =0.522. U, = 1.222, a, =0.218.

Figurc 8.5.\ givcs thc stcp and impulsc responses of the original and

is to be reduced to first or second order. To do so, we write the transfer
function numerator and denominator in ascending powers of s then expand
lI(s) hy long division. quickcr than rcreatcd diOcrentiation and (8.5.3). We
obtain


