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Department of Mathematics and Systems Analysis Fall 2020
Aalto University Exercise 1.

1. Theoretical exercises

Demo exercises

1.1 Let A be a real valued 2 x 2-matrix and let x, b € R?,
A — ai; Q2 T — I b — by
a1 Qa|’ Ta|’ ba
(a) Write explicitly A", ATA Az, ' A and ' Ax.
Solution.

2 2
AT = |1 a2 ATA— ajy + as a11612 + G21a22
- - 2 2 )
a1z G2 11012 + G212 aj, + a3

1171 + a12%2 T
Ax = [ ' A= [ana + a0ty 121 + 2272,

2121 + A22%2

T 2 2
x Ax = 11Ty —+ (a12 —+ agl)xle -+ 22T

(b) Verify that 28 2) — 2@ b _ T,

Solution. Slnce,
b'x =x'b=0bx + by,

and
(5% (biy + bawa) 52 (biy + bawa)] = [by bo] = b7,
which proves the claim. Note that the result can be generalized for R"-vectors.
(c) Verify that 8(2—;@ =2z’
Solution. The claim follows by taking the derivatives from,

x'r = x% + x%

Note that the result can be generalized for R™-vectors.
(d) Verify that 8(Am) = A.
Solution.

0(Ax) _ 2 ani + a2 | _ 33 (a1171 + a1272) G O (ay121 + a122)
Ox 0z |G21T1 + Q2272 821 (ag121 + axxs) 822 (a2171 + agws)

= A.

Note that the result can be generalized for R™-vectors and R™*"™-matrices.
(e) Verify that 8(1: A — AT,
Solution.
ox'A) 0
9% ow [Gniﬁ + a1z a1+ CL22»’U2}
a%l(anfﬂl + a91x2) 822 (@111 + ag122)
3?3 (a1271 + axs) 3?3 (a1271 + axs)

=A".

Note that the result can be generalized for R™-vectors and R™*"-matrices.
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(f) Verify that z—Am =z (A+AT).
Solution.

0 TAa:
( [81901 CLHZL’I CL12 -+ agl)xlm + GQQIS) 82 (CLHZE% + (a12 + agl)l’1$2 + (1221’%)]

[2 a1 + CL12 + (121)I2 (CL12 + agl)l‘l + 2@22%’2}
[a11$1 + a12T2  a2171 + a22$2} + [a11$1 + a2 ap + a22$2}
=x'AT+x'A=x"(A+A").

Note that the result can be generalized for R"-vectors and R™*"-matrices.

Remark: consider a vector valued function f : R™ — R™, that is smooth enough,

fi(x)
f2 xr
f(.’L') = ( ) ) T = (xlmea"wIn) GRTL
fm(T)
The derivative of the function is
Of1(x) ofi(z) . Of1(x)
ohte)  ofste) ofale)
2\ T T @x
8f(:c) _ Ox1 Oxo T Oxn
Oz : P
Ofm(x)  Ofm(z) . Ofm(x)
o1 Oza 0xn

1.2 Consider the linear model y = X3 + ¢, where y,e € R?, X € R™*+1) and g € RFL.
Let the standard assumptions (i)—(v), given in the lecture slides, hold.

a) Show that the least squares (LS) estimator for the vector Bis b = (X' X)'XTy.
b) Show that b is unbiased, that is, E[b] = 3.
¢) Show that Cov(b) = o?(X'X)"!
Solution.
a) The sum of squares is,
fB) =eTe=(y-XB) (y-XB) =y'y-28"X"y+B'X'XB.

The LS-estimator for the vector 3 is obtained by minimizing the sum of squares f(3)
with respect to the vector 8. By differentiating f(3) with respect to 3 and setting
the derivative equal to zero, we obtain,

fl(B)=—-2y'X+28"X"X =0.

2/3



Prediction and Time Series Analysis [lmonen,/ Shafik/ Voutilainen/ Lietzén/ Mellin
Department of Mathematics and Systems Analysis Fall 2020
Aalto University Exercise 1.

By the standard assumptions, we have that rank(X) = k£ + 1, which implies that the
matrix X' X is nonsingular and 3 is solvable. The solution,

b=(X"X)"'X"y,
minimizes the function f(3), since XX is always a positive definite matrix and,
f/(B) =2X"X.
b) Note that,
b=(X"X)"'X"'y=X"X)"'X"(XB+e)=8+(X"X)"'X"e.
Since the vector 8 and the matrix X are non-random, it follows that,
Eb] =E[B] + (X' X)'X E[e] = B8+ (X'X)"'X"0 = 3.
c) Using part (b), we obtain,
b-Ebl=b-8=X'X)"'X"e.
Then, since X is non-random,
Cov(b) = E[(b — E[b])(b — E[b])"
= F[(XTX) "X Tee "X (X X)™]
= (X'X) ' X "Elee"X(XTX)!
= (X'X)"' X" (¢"DX(X'X) ™!
= 2(X'X)IXTX(XTX)?
= ?(XTX)™!

Homework

1.3 Consider the linear model y = X3 + €, where y,e € R?, X € R *+1) and B € R+,
Let the standard assumptions (i)—(v), given in the lecture slides, hold. Let M =T —
X(XTX)"'X" and recall that rank(M) =n — (k + 1).

a) Let e be the estimated residual vector, that is, e = y — y. Use the results obtained
in previous exercises to show that

Cov(e) = 0*M.

b) Use previous exercises and part (a), and show that,

n

1
S
° _n—k—liz;e“
2

is an unbiased estimator for Var[e;] = o2, that is, show that E[s?] = 0.
Hint. (1) The trace of a square matrix equals the sum of the corresponding eigen-
values, and, (2) the eigenvalues of an idempotent matrix are either 0 or 1. (You are
not expected to prove results (1)-(2) in this exercise.)
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