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Exercise 6.

6. Theoretical exercises

Demo exercises

6.1 Show that the optimal mean squared error prediction for the stationary and invertible
ARIMA(0,1,1) process,

Dxt = εt + θ1εt−1, (εt)t∈T ∼ iid
(
0, σ2

)
, (1)

where εs and xt are independent for s > t, satisfies the formula,

x̂t+1|t = αxt + (1− α)x̂t|t−1,

of exponential smoothing when |θ1| < 1 and α = 1 + θ1.

Solution. We consider the optimal mean squared prediction of the ARIMA(0,1,1)
process,

x̂t+1|t = E [xt+1 | εt, εt−1, ...] .

Since
Dxt = xt − xt−1 = εt + θ1εt−1, t ∈ T,

we have that,
xt+1 = xt + εt+1 + θ1εt.

The optimal prediction in the sense of the mean squared error is

x̂t+1|t = E
[
xt+1 | εt, εt−1, ...

]
= E

[
xt + εt+1 + θ1εt | εt, εt−1, ...

]
= xt + θ1εt.

Then, by combining Equation (1) with x̂t|t−1 = xt−1+θ1εt−1, we get that εt = xt− x̂t|t−1.
Thus,

x̂t+1|t = xt + θ1εt = xt + θ1
(
xt − x̂t|t−1

)
= (1 + θ1)xt − θ1x̂t|t−1 = αxt + (1− α)x̂t|t−1,

which concludes the proof.
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6.2 Show that ARMA(p, q) process

Φ(L)yt = Θ(L)εt, (εt)t∈T ∼WN
(
0, σ2

)
,

Φ(L) = 1− φ1L− φ2L
2 − . . .− φpL

p,

Θ(L) = 1 + θ1L+ θ2L
2 + . . .+ θqL

q,

has the following state–space representation,

xt+1 =


φ1 φ2 · · · φr−1 φr

1 0 · · · 0 0
0 1 · · · 0 0
... . . . ...

...
0 0 · · · 1 0

xt +


εt+1

0
0
...
0


yt =

[
1 θ1 θ2 · · · θr−1

]
xt,

where r = max{p, q + 1} and

φj = 0, when j > p and θj = 0 when j > q.

Solution.

The ARMA(p, q) process can be expressed as,

yt = φ1yt−1 + φ2yt−2 + . . .+ φryt−r + εt + θ1εt−1 + . . .+ θr−1εt−r+1, (2)

where r = max {p, q + 1} and φj = 0, when j > p, and θj = 0, when j > q. The
corresponding lag polynomial representation is

(1− φ1L− φ2L
2 − . . .− φrL

r)yt = (1 + θ1L+ θ2L
2 + . . . θr−1L

r−1)εt.

The objective is to show that the state space representation corresponds to Equation
(2). The first row of the state space representation gives

xt+1,1 = φ1xt,1 + φ2xt,2 + . . .+ φrxt,r + εt+1, (3)

where xt = (xt,1, . . . , xt,r)
>. The second row gives

xt+1,2 = xt,1.

By the equation above, the third row can be written as

xt+1,3 = xt,2 = xt−1,1.

Using the same logic, we get for the j:th row, j ≥ 2, that,

xt+1,j = Lj−1xt+1,1 = xt+2−j,1,
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which can be used to reformulate the first row of the state space presentation as

xt+1,1 =
(
φ1 + φ2L+ φ3L

2 + . . .+ φrL
r−1)xt,1 + εt+1,

which is equivalent with,

εt+1 =
(
1− φ1L− φ2L

2 − φ3L
3 + . . .− φrL

r
)
xt+1,1. (4)

The observation equation is of the form

yt = xt,1 + θ1xt,2 + . . .+ θr−1xt,r = (1 + θ1L+ . . .+ θr−1L
r−1)xt,1 (5)

By multiplying the observation equation (5) with (1− φ1L− φ2L
2 − . . .− φrL

r) and
utilizing Equation (4), we obtain

(1− φ1L− . . .− φrL
r) yt = (1 + θ1L+ . . .+ θr−1L

r−1)
(
1− φ1L− φ2L

2 − . . .− φrL
r
)
xt,1

= (1 + θ1L+ . . .+ θr−1L
r−1)εt,

which corresponds to the lag polynomial representation of the ARMA(p, q) process.
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