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a b s t r a c t 

Depression is one of the most common mental disorders. Early intervention is very important for re- 

ducing the burden of the disease, but current methods of diagnosis remain limited. Previously, acoustic 

features of speech have been identified as possible cues for depression, but there has been little research 

to link depression with speech types and emotions. This study investigated acoustic correlates of de- 

pression in a sample of 170 subjects (85 depressed patients and 85 healthy controls). We examined the 

discriminative power of three different types of speech (interview, picture description, and reading) and 

three speech emotions (positive, neutral, and negative) using different classifiers, with male and female 

subjects modeled separately. We observed that picture description speech rendered significantly better 

( p < 0.05) classification results than other speech types for males, and interview speech performed sig- 

nificantly better ( p < 0.05) than other speech types for females. Based on speech types and emotions, a 

new computational methodology for detecting depression (STEDD) was developed and tested. This new 

approach showed a high accuracy level of 80.30% for males and 75.96% for females, with a desirable 

sensitivity/specificity ratio of 75.00%/85.29% for males and 77.36%/74.51% for females. These results are 

encouraging for detecting depression, and provide guidance for future research. 

© 2017 Elsevier B.V. All rights reserved. 

1

 

a  

p  

a  

f  

1  

c  

i  

m  

t  

i  

r  

e  

t  

d

 

s  

(  

t  

e  

s  

s  

t  

(  

a  

l  

w  

c  

e  

s  

a

 

s  

v  

i

i  

h

0

. Introduction 

Depression is one of the most common mental disorders. Glob-

lly, an estimated 350 million people of all ages suffer from de-

ression ( World Health Organization, 2016 ), which can cause the

ffected person to function poorly at work, school, and within the

amily. The lifetime risk for depression is reported to be at least

5% ( Kessler et al., 2003 ). At its worst, depression can lead to sui-

ide ( Hawton et al., 2013 ). Early intervention aimed at prevent-

ng the onset of clinical depression can provide a very important

eans for reducing the burden of the disease. However, currently

he range of diagnostic tools for identifying depression is quite lim-

ted. Assessment methods rely almost exclusively on patient self-

eporting and clinical opinion ( Mundt et al., 2007 ), risking a vari-

ty of subjective biases. Consequently, it is particularly important

o look for new objective measures that assist clinicians in their

iagnosis and monitoring of clinical depression. 

The emotional state of a person suffering from a depres-

ive disorder affects the acoustic qualities of his/her speech
∗ Corresponding author. 

E-mail address: bh@bjut.edu.cn (B. Hu). 

o  

b  

m  

ttp://dx.doi.org/10.1016/j.specom.2017.04.001 

167-6393/© 2017 Elsevier B.V. All rights reserved. 
 Cummins et al., 2015 ). Therefore, depression could be detected

hrough an analysis of perceived changes in the acoustical prop-

rties of speech. The link between acoustic parameters in speech

ignals and depression has been researched extensively. The

peech behavior produced by depressed patients has been shown

o vary as a result of the negativity of conversational content

 Vanger et al., 1992 ) and the cognitive effort required ( Calev et

l., 1989 ). Different speech types and emotions may elicit different

evels of cognitive effort, or induce various emotional effects,

hich can produce changes in speech acoustics that affect the

lassification of depression. However, there has been little research

xploring the correlation between depression, speech types, and

peech emotions. There is also a lack of objective tools for clinical

nalysis of depression based on speech. 

The purpose of our work was to investigate the impact of

peech types and emotions in depression classification, and pro-

ide an effective measure for detecting depression. First, the study

nvestigated the discriminative power of three speech types —

nterview, picture description, and reading — for the recognition

f depression using three popular classifiers: K nearest neigh-

ors (KNN), Gaussian mixture model (GMM), and Support vector

achine (SVM). Second, our research determined the different

http://dx.doi.org/10.1016/j.specom.2017.04.001
http://www.ScienceDirect.com
http://www.elsevier.com/locate/specom
http://crossmark.crossref.org/dialog/?doi=10.1016/j.specom.2017.04.001&domain=pdf
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classification results of three speech emotions — positive, neutral

and negative — using these different classifiers. Finally, based on

speech types and emotions, we proposed a new computational

methodology for detecting depression. 

The remaining parts of this paper are organized as follows.

Section 2 contains a brief review of existing methods. Section

3 describes the speech database that was collected for this study.

Section 4 describes the methodology of the study. The experiments

and results are described in Section 5 , followed by the conclusions

in Section 6 . 

2. Previous work 

Depressed speech has been characterized consistently by clin-

icians as dull, monotone, and lifeless ( Sobin and Sackeim, 1997 ).

Darby and Hollien (1977) conducted a pilot study of severely de-

pressed patients, and found that listeners could perceive notice-

able differences in prosodic characteristics of depressed speech. A

number of recent studies have demonstrated that acoustic speech

analysis can be used efficiently to recognize symptoms of depres-

sion. 

A wide range of features have been explored for automatic de-

pressed speech classification. Moore et al. (2008), Low et al. (2011) ,

and Ooi et al. (2013, 2014) investigated the suitability of form-

ing a classification system from combinations of prosodic, spec-

tral, and glottal features. Alghowinem et al. (2013a), Valstar et al.

(2014) , and Low et al. (2010) summarized and compared Low-

Level descriptors and statistical features of depression classifica-

tion. Investigation of mel-frequency cepstrum coefficients (MFCC)

by Cummins et al. (2011, 2014) and Joshi et al. (2013) found

that the classification results were statistically significant for de-

tecting depression. Ozdas et al. (2004) and Quatieri and Malyska

(2012) found that depressed patients exhibited higher energy in

the upper frequency bands of the glottal spectrum. 

The two most popular modeling and classification techniques

used in the literature include SVM and GMM. Ooi et al. (2013 ) pre-

sented a multi-feature approach using GMM classifiers, and they

reported a binary classification of 73% (Sens. 0.79, Spec. 0.67).

Low et al. (2011) used a 2-class gender-independent GMM clas-

sifier and reported classification accuracies ranging from 50% to

75%. Cummins et al. (2011 ) used a GMM back-end and reported

a classification of 79%. Alghowinem et al. (2013b) compared four

classifiers: GMM, SVM, Hierarchical Fuzzy Signature (HFS), and

Multilayer Perceptron Neural Network (MLP). They concluded that

GMM and SVM performed better. Helfer et al. (2013) reported

the stronger performance of SVM over GMM when classifying the

severity of depression. Cohn et al. (2009) used a gender indepen-

dent SVM classifier and reported an accuracy of 79% (Sens. 0.88,

Spec. 0.64). To the best of our knowledge, the method using KNN

for depressed speech classification has not been described in the

literature. However, KNN has been used effectively in speech emo-

tion modeling ( Pao et al., 2008; He et al., 2011; Muthusamy et al.,

2015 ). 

Several papers have attempted to identify which speech types

and emotions provide the most reliable recognition of depression.

Low et al. (2011) compared three interactions: event-planning in-

teraction (EPI), problem-solving interaction (PSI), and family con-

sensus interaction (FCI). They concluded that PSI provides consis-

tently higher results. Alghowinem et al. (2013a) found that us-

ing spontaneous speech gave a more accurate result than using

read speech for most features. Gupta et al. (2014) and Sidorov

and Minker (2014) found that using freeform data attained supe-

rior performance to using read passage data. Alghowinem et al.

(2012) found that talking about positive emotions in an interview

resulted in increased correct recognition of depression. Goeleven et

al. (2006) reported that depressed patients showed a specific fail-
re to impair inhibitions relating to negative information. Gollan

t al. (2008) and Leyman et al. (2007) found that depressed indi-

iduals exhibited enhanced memory and attention for negative ex-

ressions, and they interpreted neutral faces more negatively than

ontrols. However, in most of the previous research, males and fe-

ales were modeled together, and just one classifier was used in

ach study without comparisons. 

Early studies of acoustic correlates in speech were usually lim-

ted to small databases, using very few participants and short au-

io recordings. For instance, Moore et al. (2008) and Mantri et al.

2013) interviewed 33 subjects (15 depressive patients, 18 healthy

ontrols) speaking American English. Alghowinem et al. (2012) re-

ruited 40 depressed subjects and 40 healthy controls speaking

nglish. Low et al. (2011) studied 139 adolescents (68 depressed,

1 healthy) speaking English. A depression corpus composed of 84

ubjects speaking German was used by Valstar et al. (2014), Mi-

ra and Shriberg (2014), Lopez-Otero et al. (2015) , and Williamson

t al. (2014) . Mundt et al. (2007) and Horwitz et al. (2013) each

ecruited 35 patients (20 females and 15 males) to participate. It

hould be noted that majority of the participants in most of this

revious research spoke Western languages. Therefore, it is neces-

ary that further research should validate the proposed measures

ith larger sample sizes and a greater variety of languages. 

. Speech database 

In our research, depressed patients and healthy controls, both

ale and female, were included as subjects. They ranged in age

rom 18 to 55 years old, were native Chinese speakers, and had at

east a primary school education ( Liu et al., 2015 ). Each subject was

sked to complete a pre-assessment booklet that included general

nformation, such as healthy history, as well as demographic infor-

ation, such as age, gender, education level, and type of employ-

ent. Next, each participant was assessed by psychiatrists using

he Diagnostic and Statistical Manual of Mental Disorders (DSM-IV)

 American Psychiatric Association, 1994 ) rules for diagnosis. All the

articipants were asked to finish the Patient Health Questionnaire-

 (PHQ-9) ( Kroencke et al., 2001 ). Once the screening process was

ompleted, subjects were divided into two groups according to the

HQ-9 scores: healthy controls (PHQ-9 � 5), and depressed patients

PHQ-9 ≥ 5). Depressed patients were diagnosed with pure depres-

ion, and had no other mental disorders or medical conditions.

ealthy controls were selected who had no history of mental ill-

ess and who matched the depressed subjects broadly in terms of

emographics. 

During the course of our experiments, it was necessary to keep

he ambient noise level of the lab to less than 60 dB The audio

ignals were recorded with a 44.1 KHz sampling rate and 24-bit

ampling depth. All recording data were saved in uncompressed

AV format. The experimental paradigm contained three parts, in-

luding a reading task, an interview with the subjects, and a pic-

ure description task. The reading task contained a short story and

hree groups of words with positive, neutral, and negative emo-

ions. The story was named, “The North Wind and the Sun,” from

he booklet, “The Principles of the International Phonetic Associa-

ion” ( France et al., 20 0 0 ). The interview task contained 18 ques-

ions, which were divided into three groups according to their

motion valence: 6 positive, 6 neutral, and 6 negative. The ques-

ion topics came from DSM-IV, Self-rating Depression Scale (SDS),

nd Hamilton Depression Scale (HAMD). The following are sample

uestions: What is the best gift you have ever received, and how

id you feel (positive emotions)? If you have a vacation coming up,

lease describe your travel plans (positive emotions). How do you

valuate yourself (neutral emotions)? Please describe one of your

riends, including that person’s age, job, character, and hobbies

neutral emotions). What would you like to do when you are un-



H. Jiang et al. / Speech Communication 90 (2017) 39–46 41 

Fig. 1. Block diagram for modeling speech of depressed and control subjects. 
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Table 1 

Description of the acoustic features based on 38 LLDs and their first 

derivate and 21 feature statistics functions. 

Descriptors Functions 

PCM loudness maxPos, minPos, mean, 

MFCC[0–14] stddev, skewness, kurtosis, 

Log Mel-frequency band[0–7] quartile 1/2/3 

LSP frequency[0–7] quartile range (2–1)/(3–2)/(3–1) 

F0 envelop lin.regression coeff.1/2 

Voicing probability lin.regression error Q/A 

F0final percentile 1/99 

jitterLocal, jitterDDP percentile range (99–1) 

shimmerLocal up-level time 75/90 
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ble to fall asleep (negative emotions)? What circumstances could

ctually cause you to be desperate (negative emotions)? The pic-

ure description task included four pictures in all. Three pictures,

xpressing positive, neutral, and negative faces, were selected from

he Chinese Facial Affective Picture System (CFAPS). The last pic-

ure with a “crying woman” came from the Thematic Appercep-

ion Test (TAT) ( Hönig et al., 2014 ). In this task, subjects were told

o describe these four pictures freely. More details about the ex-

eriment for data collecting can be found in Liu et al. (2015) . 

Careful editing and inspection of each sample ensured that only

igh quality recordings without noise and unwanted interference

ere selected. After the completion of the selection process, the

peech database used in the experiments consisted of recordings of

5 depressed subjects (53 females and 32 males) and 85 controls

51 females and 34 males). Each subject’s speech was divided into

9 recordings according to different subtasks. In other words, there

ere 4930 speech recordings in this study. 

. Methodology 

The proposed framework for the modeling and classification

f the depressed and control participants’ speech is illustrated in

ig. 1 . In the following sections of this paper, the pre-processing,

eatures extraction and modeling techniques are described. 

.1. Pre-processing 

Each of the 170 participants was represented by 29 speech

ecordings. These 29 recordings were split into three partitions

ccording to different speech types: interview (INT, including 18

peech recordings), picture description (PIC, including 4 record-

ngs), and reading (REA, including 7 recordings). In addition, we

rouped these recordings into three categories according to the

motions used in the task: positive (POS, including 6 INTs, 2 REAs,

nd 1 PIC), neutral (NEU, including 6 INTs, 3 REAs, and 1 PIC),

nd negative (NEG, including 6 INTs, 2 REAs, and 2 PICs). The

otal durations of INT, PIC, and REA were 52,427 s, 16,203 s, and

1,425 s, respectively. The total durations of POS, NEU, and NEG

ere 23,961 s, 32,998 s, and 33,096 s, respectively. The preprocess-

ng was performed on a frame-by-frame basis, with a frame length

f 25 ms and 50% overlap between frames. 
.2. Features extraction 

Acoustic features can be categorized into two branches: low-

evel descriptors (LLD), which are extracted frame-by-frame, and

tatistical functions, which are statistical measurements over the

ow-level features. In this work, we employed the publicly avail-

ble open-source software openSMILE ( Eyben et al., 2010 ) to ex-

ract several low level voice features and functional features from

he pure subject speech. The feature set consisted of 1582 features

hat resulted from a base of 34 LLDs with 34 corresponding delta

oefficients appended, and 21 functions applied to each of these

8 LLD contours (1428 features). In addition, 19 functions were

pplied to the 4 pitch-based LLDs and their four delta coefficient

ontours (152 features), where 19 functions were selected from the

1 functions mentioned by removing the minimum value and the

ange functions. Finally the number of pitch onsets (pseudo sylla-

les) and the total duration of the input were appended (2 fea-

ures). Table 1 gives an overview of the low-level descriptors and

ssociated feature statistics functions. The details of each item can

e seen in Schuller et al. (2010) . 

Most of these features have been verified to be useful for de-

ression classification ( Moore et al., 2008; Low et al., 2011; Ooi

t al., 2013; Alghowinem et al., 2013a; Valstar et al., 2014 ). These

eatures were then normalized to a range of [0, 1]. Principal com-

onent analysis (PCA) was applied to reduce feature space dimen-

ionality. 

.3. Modeling and classification 

Considering the development of gender differences in depres-

ive symptoms ( Nolenhoeksema and Girgus, 1994 ), there are two

lassification techniques: gender-dependent modeling (GDM) and 

ender-independent modeling (GIM). Low et al. (2011) found that

DM performed better than GIM. In our research, we employed

DM, in which males and females were modeled separately. To ex-

mine whether the classification accuracy was biased with respect

o classifiers, three different popular methods were compared in

his work. 

KNN is an algorithm that stores all available cases and classifies

ew cases based on a similarity measure. An object is classified

y a majority vote of its neighbors, with the object being assigned

o the class most common among its K nearest neighbors. In this

esearch, Euclidean distance was calculated for the testing samples

nd their neighbors. The value of K was selected by 5-fold cross-

alidation on the training samples. 

GMM is defined as the weighted sum of multiple Gaussian

omponents that represent a density of a particular random vari-

ble. Mathematical formulation of GMM is given by: 

p(x | �) = 

M ∑ 

j=1 

w j p(x | j) (1) 
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Fig. 2. Overview of the proposed methodology: (a) is the training process and de- 

termines the weight values; (b) is the testing process. 
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where x is the feature vector, M is the maximum number of Gaus-

sian components, and � represents the Gaussian mixture model

parameters that include mean vector ( μ), co-variance Matrix ( �),

and weight ( w ) that satisfies 
∑ M 

i =1 w i = 1 . p ( x | j ) is the density of

Gaussian component j given by: 

p(x | j) = 

1 

(2 π) 
D 
2 | � j | 1 2 

e 
−1 
2 (x −μ j ) 

T 
−1 ∑ 

i 

(x −μ j ) 
(2)

where D is the dimension of x . In the implementation, the

expectation-maximization (EM) algorithm was used for estimating

the Gaussian mixture model parameters � of each Gaussian com-

ponent. For computational efficiency, diagonal covariance matrices

were used in the Gaussian component instead of full covariance. 

SVM aims to construct an optimal hyperplane that has the

largest distance to the nearest training-data point of two classes

while minimizing the training error. It can be represented as the

following optimization problem: 

minimize : 
1 

2 

‖ 

w ‖ 

2 + C 

N ∑ 

i =1 

ξi (3)

subject to : y i (w · x i + b) + ξi ≥ 1 , 

ξi ≥ 0 , i = 1 , 2 , . . . , N (4)

where w is the vector normal to the hyperplane, b is a scalar bias,

and C is a constant that penalizes the training errors and con-

trols the tradeoff between margin maximization and error mini-

mization. We use a radial basis function (RBF) exp (−γ ‖ u − v ‖ 2 )
as SVM’s kernel function, where u and v are feature vectors. In

this study, searching for the most appropriate ( γ , C ) pair was per-

formed through a grid search using 5-fold cross validation on the

training dataset using the LIBSVM toolbox ( Chang and Lin, 2011 ). 

4.4. New methodology for the classification of depression 

In order to increase classification accuracy, a combination of

classifiers can be applied. In this study, each participant was repre-

sented by 29 speech recordings. Alternatively, we could have devel-

oped 29 individual classifiers, and then, when each of them voted,

a class label prediction would have been returned by the ensem-

ble based on the collection of votes. However, this method needed

to train too many classifiers. Furthermore, the speech recordings of

INT, PIC, REA, POS, NEU, and NEG were unbalanced. If the discrimi-

native power of each of these different speech types and emotions

was significantly different from the others, the classification results

could be unstable. In order to overcome these challenges, a new

ensemble methodology based on speech types and emotions was

developed for detecting depression (STEDD). A weighted decision

fusion process was adopted in this methodology. Fig. 2 provides an

overview of the proposed methodology. 

At the first stage, as shown in Fig. 2 (a), the training speech

recordings a m 

( m = 1, … ,29) of subjects x k ( k = 1, … , N ) were

grouped into INT( S 1j , j = 1, … ,18), PIC( S 2j , j = 1, … ,4), REA( S 3j , j = 1,

… ,7), POS( S 4j , j = 1, … ,9), NEU( S 5j , j = 1, … ,10), and NEG( S 6j , j = 1,

… ,10). Six base classifiers were trained using the speech of S i 
( i = 1, … ,6). Each of the classifiers C i ( i = 1, … ,6) was developed

using the framework shown in Fig. 1 . The class estimate given by

C i was y i ( x k ), and a majority vote was utilized to calculate the val-

ues of y i ( x k ). y i ( x k ) was set to equal + 1 for the depressed subjects

and –1 for the healthy controls. The value of the weight coefficient

W i of each C i was calculated as follows: 

g i ( x k ) = 

1 

N 

N ∑ 

k =1 

( y i ( x k ) − f i ( x k )) 
2 

(5)
 i = 

1 
g i ( x k ) ∑ 6 

i =1 

(
1 

g i ( x k ) 

) (6)

6 
 

i =1 

W i = 1 (7)

here N is the total number of the training samples, and f i ( x k ) is

he actual class of subject( x k ). f i ( x k ) was set to equal + 1 for the

epressed subjects and –1 for the healthy controls. The function

 i ( x k ) defined in ( 5 ) represents a total average squared error be-

ween the actual classes and the classes estimated by C i . This pro-

ess of weight calculation assigned higher weight values to those

 i ’s that provided better classification results, and smaller values

o those that provided lesser performance. The additional advan-

age given by this approach was that the relative performance of

ifferent speech types and emotions can be observed. 

After finding the values of the weight coefficients, the per-

ormance of this new STEDD methodology for classification was

ested. First, as shown in Fig. 2 (b), testing speech samples of sub-

ects x n , were classified by each of the six classifiers. Each classifier

roduced its own class estimates y i ( x n ). Next, the class estimates

iven by the classifiers were combined into a weighted score pa-

ameter r ( x k ) given as follows: 

( x n ) = 

6 ∑ 

i =1 

W i y i ( x n ) (8)

Then the final classification decision was made based on the

ign of r ( x n ). If the value of r ( x n ) was greater than 0, subject x n was

lassified as depressed; otherwise, x n was classified as a control. 

For the purpose of comparison, a methodology using an un-

eighted decision fusion process (UDD) was also tested, in which

he values of W i ( i = 1, … ,6) were set to be the same, and other

rocesses were the same as STEDD as well. 

. Experiments and results 

Experiments with the framework outlined in Section 4 were

arried out using the database described in Section 3 . In this study,

he correct classifications of depressed patients and health con-

rols were measured in terms of sensitivity, specificity, and accu-
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Table 2 

Classification results from the speech of INT, PIC, and REA for males. 

Classifiers Sensitivity % Specificity % Accuracy % 

+ Types mean st.dev. mean st.dev. mean st.dev. 

KNN + INT 60.07 10.18 63.73 13.37 61.95 8.05 

KNN + PIC 63.28 8.94 67.65 8.58 65.53 7.90 

KNN + REA 42.86 12.58 73.11 6.18 58.44 6.47 

GMM + INT 61.81 9.41 59.15 9.19 60.44 7.92 

GMM + PIC 64.06 5.63 70.59 7.50 67.42 6.29 

GMM + REA 57.14 12.58 60.08 6.83 58.66 7.19 

SVM + INT 61.28 8.79 69.93 8.80 65.74 5.49 

SVM + PIC 74.22 3.41 67.65 4.65 70.83 3.45 

SVM + REA 49.55 8.75 75.63 7.97 62.99 5.11 

Fig. 3. The mean and st.dev. of sensitivity, specificity, and accuracy of the INTs, PICs, 

and REAs for males. 
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Table 3 

Classification results from the speech of POS, NEU, and NEG for males. 

Classifiers Sensitivity % Specificity % Accuracy % 

+ Emotions mean st.dev. mean st.dev. mean st.dev. 

KNN + POS 58.33 13.18 68.95 11.44 63.80 9.38 

KNN + NEU 55.00 14.87 64.12 14.99 59.70 8.41 

KNN + NEG 55.94 10.87 66.76 8.32 61.52 5.12 

GMM + POS 60.42 6.07 64.38 8.48 62.46 6.50 

GMM + NEU 63.44 13.48 60.88 11.16 62.12 10.34 

GMM + NEG 59.06 8.55 57.94 6.45 58.49 5.60 

SVM + POS 61.46 9.32 68.95 6.95 65.32 5.22 

SVM + NEU 56.88 12.33 73.82 11.35 65.61 6.32 

SVM + NEG 62.50 10.46 70.00 5.39 66.36 5.28 

Fig. 4. The mean and st.dev. of sensitivity, specificity, and accuracy of the POSs, 

NEUs, and NEGs for males. 
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acy. The depressed patients were considered as the positive cases,

nd the healthy controls were considered as the negative cases. 

When assessing the performance, a well-performing system

ould have high values for all of these three parameters. How-

ver, if a compromise had to be made, it was desirable to achieve

he highest overall accuracy by obtaining an optimal sensitivity to

pecificity ratio (ideally > 1). In this study, we employed a 10-

old cross-validation and speaker-independent split of train and

est data. The mean and standard deviation (st.dev.) of sensitiv-

ty, specificity, and accuracy were calculated in order to establish

n effective and robust classification method. The one-way analy-

is of variance (ANOVA) followed by the least significant difference

LSD) test was carried out to determine whether the differences in

he discriminative power of different speech types and emotions

ere statistically significant. The significance level was defined as

 < 0.05. 

.1. Experiment for males using KNN, GMM and SVM (EXP1) 

Table 2 shows the classification results from the speech of INT,

IC, and REA for males using KNN, GMM, and SVM classifiers. Fig. 3

hows the mean and st.dev. of sensitivity, specificity, and accuracy

f the INTs (KNN + INT, GMM + INT and SVM + INT), PICs (KNN + PIC,

MM + PIC and SVM + PIC), and REAs (KNN + REA, GMM + REA and

VM + REA) for males. ANOVA and LSD tests were conducted on

aired speech types over the 10-fold cross-validation results us-

ng KNN, GMM, and SVM classifiers. The specificity of INT, PIC, and

EA were similar ( p > 0.05). The sensitivity and accuracy were sig-

ificantly different among the three speech types ( p = 0.001 and

 = 0.015). After the LSD test, from the accuracy and sensitivity in

ig. 3 , it can be observed that PIC improved accuracy over INT and

EA (67.93% vs. 62.71% vs. 60.03%, p = 0.029 and p = 0.004). It can

lso be observed that the sensitivity of REA was worse than the

ensitivity of INT and PIC (49.85% vs. 61.05% vs. 67.19%, p = 0.001

nd p = 0.001). The classification results of other paired speech

ypes were similar ( p > 0.05). Moreover, the PICs showed a de-
rease in standard deviation of sensitivity over the INTs and REAs

f 3.47% and 5.31%, and resulted in a 1.27% and 0.38% decrease

n standard deviation of accuracy over the INTs and REAs, respec-

ively. 

Based on these results, it was found that PIC performed best

mong these three speech types, while REA performed worst. This

nding might have resulted because PIC evoked situations more

ikely to elicit greater cognitive effort and produced more pro-

ounced changes in speech acoustics for identifying depression for

ales. Both INT and PIC can be considered as spontaneous speech,

aking this result consistent with the findings of Alghowinem et

l. (2013a) and Gupta et al. (2014) in demonstrating that sponta-

eous speech gave better results than reading. However, different

rom previous work, PIC was separated out in this study. In future

esearch, in order to get better performance, it would be valuable

o collect more PIC data for males. 

Table 3 shows the classification results from the speech of POS,

EU, and NEG for males using KNN, GMM, and SVM classifiers.

ig. 4 shows the mean and st.dev. of sensitivity, specificity and ac-

uracy of the POSs, NEUs, and NEGs for males. From Table 3 , it

as observed that KNN + POS outperformed than KNN + NEU and

NN + NEG in sensitivity, specificity and accuracy; GMM + NEU per-

ormed better than GMM + POS and GMM + NEG in sensitivity; and

VM + NEG yielded good results in sensitivity and accuracy. No one

ould outperform others consistently between the POSs, NEUs, and

EGs. Furthermore, it was observed that POS provided very simi-

ar results as compared with NEU and NEG in Fig. 4 . After ANOVA

nd LSD tests were conducted on paired speech emotions over

he 10-fold cross-validation results, we found that the classification

esults (accuracy, sensitivity, and specificity) were similar among

he three speech emotions ( p > 0.05). Based on these findings, it

as more likely that POS, NEU, and NEG had almost the same

lassification results for males. On the other hand, there were no

tatistically significant differences while expressing different emo-

ions between depressed and healthy males. This result contrasts
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Fig. 5. KNN, GMM, and SVM classification results for males. 

Table 4 

Classification results from the speech of INT, PIC, and REA for females. 

Classifiers Sensitivity % Specificity % Accuracy % 

+ Types mean st.dev. mean st.dev. mean st.dev. 

KNN + INT 62.79 9.24 60.68 9.16 61.75 4.88 

KNN + PIC 53.30 11.96 67.65 4.49 60.33 7.76 

KNN + REA 44.74 7.53 79.27 2.94 61.68 4.25 

GMM + INT 66.35 10.53 60.89 8.90 63.68 4.86 

GMM + PIC 63.68 8.16 56.38 7.25 60.10 3.50 

GMM + REA 62.00 6.41 58.54 5.69 60.30 4.38 

SVM + INT 66.04 8.76 68.63 5.99 67.31 4.76 

SVM + PIC 60.38 4.81 62.25 10.68 61.30 4.68 

SVM + REA 53.37 8.18 75.07 7.39 64.01 2.17 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. The mean and st.dev. of sensitivity, specificity, and accuracy of the INTs, PICs, 

and REAs for females. 

Table 5 

Classification results from the speech of POS, NEU, and NEG for females. 

Classifiers Sensitivity % Specificity % Accuracy % 

+ Emotions mean st.dev. mean st.dev. mean st.dev. 

KNN + POS 54.72 8.20 68.19 6.05 61.32 3.07 

KNN + NEU 60.19 13.41 66.86 10.61 63.46 5.18 

KNN + NEG 56.23 12.87 63.53 13.56 59.81 6.18 

GMM + POS 63.73 9.57 57.52 8.77 60.68 3.22 

GMM + NEU 68.30 9.91 57.45 8.18 62.98 5.98 

GMM + NEG 62.64 8.17 63.92 5.56 63.27 4.49 

SVM + POS 58.07 6.88 67.32 7.79 62.61 4.31 

SVM + NEU 64.72 8.93 70.59 5.26 67.60 3.80 

SVM + NEG 63.40 11.45 69.80 10.23 66.54 4.82 
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with the findings of two previous researchers. Alghowinem et al.

(2012) observed that when subjects talked about positive emo-

tions in the interview, the result was higher correct recognition of

depression, and Goeleven et al. (2006) noted that depressed pa-

tients showed a specific failure to impair inhibitions relating to

negative information. The disparity of these prior results with ours

may be attributed to the fact that the tasks used in the previ-

ous research were not the same as ours, and different classifiers

were employed. Moreover, different from previous research, in this

study, we adopted and compared three classifiers, and we modeled

males and females separately. 

The KNN, GMM, and SVM classification results from speech of

all types and emotions for males are shown in Fig. 5 . The statis-

tical significance analysis was also conducted on paired classifiers

over the 10-fold cross-validation results. For males, the sensitiv-

ity of KNN, GMM, and SVM were similar ( p > 0.05). The specificity

and accuracy were significantly different among the three classi-

fiers ( p = 0.002 and p = 0.032). From the specificity and accuracy in

Fig. 5 , SVM resulted in an accuracy improvement over KNN and

GMM (65.78% vs. 61.60% vs. 60.97%, p = 0.035 and p = 0.016). The

specificity of GMM was worse than the specificity of SVM and KNN

(60.95% vs. 70.99% vs. 66.53%, p = 0.001 and p = 0.042). The classi-

fication results of other paired classifiers were similar (p > 0.05).

Moreover, SVM showed a decrease in standard deviation of speci-

ficity over GMM and KNN of 0.71% and 3.49%, and also resulted

in a 2.34% and 2.31% decrease in standard deviation of accuracy

over GMM and KNN, respectively. The results of the comparison of

classifiers showed that SVM outperformed the other classifiers and

GMM performed worst for males in this study. 

5.2. Experiment for females using KNN,GMM and SVM (EXP2) 

Table 4 shows the classification results from the speech of

INT, PIC, and REA for females using KNN, GMM, and SVM classi-

fiers. Fig. 6 shows the mean and st.dev. of sensitivity, specificity,

and accuracy of the INTs, PICs, and REAs for females. ANOVA and

LSD tests were conducted on paired speech types. For females,
he sensitivity, specificity, and accuracy were significantly different

mong the three speech types ( p = 0.001, p = 0.006, and p = 0.047).

t can be observed in Fig. 6 that INT improved sensitivity over

EA (65.06% vs. 53.37%, p = 0.001), and gave a classification accu-

acy increase compared to PIC (64.25% vs. 60.58%, p = 0.030). The

pecificity of REA was better than the specificity of PIC and INT

70.96% vs. 62.09% vs. 63.40%, p = 0.012 and p = 0.003). The classifi-

ation results of other paired speech types were similar ( p > 0.05).

t was found that INT performed better than PIC for females,

hich contrasted with the result in EXP1. This finding might be

ttributed to INT producing more changes in speech acoustics than

IC when detecting depression for females. It can be observed that

EA showed a sensitivity/specificity ratio of 53.37%/70.96%, and

NT showed a sensitivity/specificity ratio of 65.06%/63.40%. Mean-

hile, the accuracy was found to be similar between INT and REA

 p > 0.05). As the objective of our experiment was to identify more

epressed patients (higher sensitivity) rather than to screen out

ealthy controls (higher specificity), INT also provided better per-

ormance than REA for females in this study. 

Table 5 shows classification results from the speech of POS,

EU, and NEG for females using KNN, GMM, and SVM classifiers.

ig. 7 shows the mean and st.dev. of sensitivity, specificity and ac-

uracy of the POSs, NEUs, and NEGs for females. From Table 5 , it

an be observed that the NEUs performed better than the POSs and

EGs. It can be observed in Fig. 7 that NEU improved sensitivity

ver POS and NEG, and increased classification accuracy compared

o POS and NEG. However, ANOVA and LSD were also conducted

n paired speech emotions. It was found that the classification re-

ults (accuracy, sensitivity, and specificity) were similar among the

hree speech emotions ( p > 0.05). Based on these findings, it was

ore likely that POS, NEU, and NEG had almost the same classifi-

ation results for females, which was consistent with the findings

or males in EXP1. 

The KNN, GMM, and SVM classification results from speech of

ll types and emotions for females are shown in Fig. 8 . The statis-

ical significance analysis was also conducted on paired classifiers.
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Fig. 7. The mean and st.dev. of sensitivity, specificity, and accuracy of the POSs, 

NEUs, and NEGs for females. 

Fig. 8. KNN, GMM, and SVM classification results for females. 

Table 6 

Weight values for STEDD. 

Gender INT PIC REA POS NEU NEG 

Male 0.1474 0.1751 0.1273 0.1751 0.1751 0.2001 

Female 0.1937 0.1326 0.1292 0.1481 0.2099 0.1866 
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Table 7 

Classification results of UDD and STEDD. 

Classifier Gender Sensitivity % Specificity % Accuracy % 

UDD Male 75.00 79.41 77.27 

Female 73.58 64.71 69.23 

STEDD Male 75.00 85.29 80.30 

Female 77.36 74.51 75.96 
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he sensitivity, specificity and accuracy were significantly differ-

nt among the three classifiers ( p = 0.023, p = 0.001, and p = 0.006).

rom the specificity and accuracy in this figure, SVM resulted

n an accuracy improvement over KNN and GMM, respectively

65.68% vs. 61.54% vs. 62.37%, p = 0.003 and p = 0.015). The speci-

city of GMM was worse than the specificity of SVM and KNN

59.70% vs. 69.30% vs. 66.13%, p = 0.001 and p = 0.010). The sensitiv-

ty was found to be significantly different between GMM and KNN

64.93% vs. 57.12%, p = 0.007). The classification results of other

aired classifiers were similar (p > 0.05). The results of the com-

arison of classifiers showed that SVM was more effective than the

ther classifiers, which was consistent with the findings in EXP1. 

.3. Experiment for the proposed methodology (EXP3) 

An experiment with the framework outlined in Section 4 (see

ig. 2 ) was carried out. In EXP1 and EXP2, SVM showed the best

verall performance. Therefore, SVM was employed for modeling in

his phase of our experiments. At the first stage, each base classi-

er provided an individual classification result. At the second stage,

he outputs from the six base classifiers were combined into the

nal decision by calculating a weighted sum of the intermediate

ecisions generated by each base classifier. The weights were cal-

ulated using ( 5 )–( 7 ). 

Table 6 shows the resulting weights averaged over 10-fold

ross-validation. The weights in this table reflect contributions of

ifferent speech types and emotions into the formation of the fi-

al classification decision based on the weighted score parameter
iven in ( 8 ). In the case of speech types, the order of weights (from

he highest to the lowest) was PIC, INT, and REA for males. This

ndicated that the features from PIC showed the highest correla-

ion with the depression classification for males, which was con-

istent with the findings in EXP1. For females, the order of weights

as INT, PIC, and REA. This indicated that the features from INT

ere more highly correlated with the depression classification for

emales, which was consistent with the findings in EXP2. In the

ase of speech emotions, NEG had the greatest weight for males,

hile POS and REA had the same weight. For females, the order

f weights was NEU, NEG, and POS. The differences between the

eights of speech emotions were smaller than the differences be-

ween the weights of speech types. 

The final classification results are presented in Table 7 . From

his table, it was observed that STEDD provided very promising re-

ults, and provided better performance than UDD in terms of clas-

ification accuracy, sensitivity, and specificity both for males and

emales. This can be explained by the fact that STEDD provided

igher weights compared to the base classifiers that provided bet-

er classification results. It also can be observed that the classifi-

ation results of STEDD were better than all of the results in EXP1

nd EXP2. This can be attributed to the general ability of an en-

emble of classifiers to provide better performance than a single

earner. Therefore, it can be concluded that STEDD was effective

or detecting depression. 

. Conclusion 

In this study, first we compared the classification results us-

ng speech of different types. It was observed that using picture

escription speech provided significantly better ( p < 0.05) classifi-

ation results for males than using interview and reading speech.

t was found that using interview speech gave significantly better

 p < 0.05) classification results for females than using picture de-

cription and reading speech. It was also noted that classification

sing speech associated with positive, neutral, or negative emo-

ions had similar performances ( p > 0.05) for both males and fe-

ales. Based on this research, the collection of more data for males

nd females should be targeted further in future research. Com-

ared to the classifiers GMM and KNN, SVM showed the highest

lassification result and the best stability for both males and fe-

ales. 

In the second part of our research, we presented a new en-

emble methodology for the classification of depression. The novel

spects of this methodology were that males and females were

odeled separately, and different weights were provided for dif-

erent speech types and emotions according to their respective

ontributions in detecting depression. This new approach pro-

ided very promising results, showing a high accuracy level of

0.30% for males and 75.96% for females, plus a desirable sensitiv-

ty/specificity ratio of 75.00%/85.29% for males and 77.36%/74.51%

or females. 

Although the presented results show encouraging trends, a po-

ential limitation of this study is that depressed speech may con-

ain other features that are connected with different speech types

nd emotions. Future research will involve the collection of more



46 H. Jiang et al. / Speech Communication 90 (2017) 39–46 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

J  

 

K  

 

 

K  

L  

L  

 

 

 

L  

 

L  

 

M  

 

 

M  

 

M  

 

 

 

M  

 

N  

O  

 

 

 

O  

 

P  

Q  

 

S  

S  

 

 

V  

 

V  

 

 

 

 

W  
data, as well as improvements for the feature extraction and selec-

tion strategy. 
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