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An earlier generation of planners turned to Rittel & Webber’s 1973 conception of “wicked
problems” to explain why conventional scientific approaches failed to solve problems of plu-
ralistic urban societies. More recently, “complex systems” analysis has attracted planners as an
innovative approach to understanding metropolitan dynamics and its social and environmental
impacts. Given the renewed scholarly interest in wicked problems, we asked: how can plan-
ners use the complex systems approach to tackle wicked problems? We re-evaluate Rittel and
Webber’s arguments through the lens of complex systems, which provide a novel way to rede-
fine wicked problems and engage their otherwise intractable, zero-sum impasses. The complex
systems framework acknowledges and builds an understanding around the factors that give
rise to wicked problems: interaction, heterogeneity, feedback, neighbourhood effects, and col-
lective interest traps. This affinity allows complex systems tools to engage wicked problems
more explicitly and identify local or distributed interventions. This strategy aligns more clo-
sely with the nature of urban crises and social problems than the post-war scientific method-
ologies about which Rittel and Webber had grown increasingly sceptical. Despite this
potential, planners have only belatedly and hesitantly engaged in complex systems analysis.
The barriers are both methodological and theoretical, requiring creative, iterative problem
framing. Complex systems thinking cannot “solve” or “tame” wicked problems. Instead, com-
plex systems first characterize the nature of the wicked problems and explore plausible path-
ways that cannot always be anticipated and visualized without simulations. The intersection of
wicked problems and complex systems presents a fertile domain to rethink our understanding
of persistent social and environmental problems, to mediate the manifold conflicts over land
and natural resources, and thus to restructure our planning approaches to such problems.

Keywords: complex systems; wicked problems; planning theory; history of planning method-
ology; agent-based modelling

1. Introduction: what happens when one brings complexity to wicked problems?

In their seminal article, Rittel and Webber (1973) locate planning within the domain of “wicked
problems” as opposed to the “tame” problems that science is prepared to tackle. Their 1973 arti-
cle, which encapsulated several years of writings and seminars (Churchman, 1967; Protzen &
Harris, 2010; Rith & Dubberly, 2007; Skaburskis, 2008; Verma, 1996), has had a remarkable
resonance and longevity, including a recent resurgence (see, for example, Batty, 2014; du Ples-
sis, 2009; Rayner, 2006; Wexler, 2009). If Rittel and Webber were responding to the inability of
“scientific” policy to address the urban crisis during the 1970s era of suburbanization, deindustri-
alization, the NASA space age and the Vietnam War, we now use the “wicked problem” moni-
ker in response to an era of megacities, globalization, climate change, terrorism, sustainability,
communicative action and anti-science backlash. Long after many theories from that era have
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aged poorly or been forgotten altogether, the concept of “wicked problems™ still carries
relevance and weight, not just in planning, but in many seemingly distant fields (such as climate
change). One source of the article’s power is its unequivocal writing and explicit argument: that
we have tried to confront (urban) social problems with the wrong tools because we have misun-
derstood the very nature of the problems.

We began this project with the simple observation that the characteristics of wicked problems
intriguingly resonated with the contemporary definition of complex systems. Both approaches
emphasize a world of diverse, pluralistic and dynamic changes that is ill suited to traditional opti-
mization and equilibrium modelling. We now take the connection between wicked problems and
complex systems a step further: the complex systems underlying human settlements (encompassing
their social, biological and built infrastructure) generate wicked problems through interactions,
heterogeneity, feedback, neighbourhood effects, and tensions between individual and collective inter-
ests. Conversely, planning can use the tools of complex systems (i.e. planning in its best sense) to
more effectively mitigate and adapt to these wicked problems. There is an engaging symmetry here:
complexity is both the source of intractable wicked problems and a way to trace the pathway out.

In this article we have therefore used the complex systems structure, summarized in section 2
below, to re-evaluate Rittel and Webber’s claims (section 3) about the difficulties of “solving”
the problems of open social systems. As we will see, many of Rittel and Webber’s original state-
ments about wicked problems align well with complex systems thinking, e.g. “wicked problems
have no stopping rule,” (Rittel and Webber, 1973, p. 162) and “wicked problems do not have an
enumerable (or an exhaustively describable) set of potential solutions” (1973, p. 164). But com-
plex systems analysis also advances our understanding about social problem-solving beyond the
1970s wicked problems perspective. Importantly, Rittel and Webber’s insistence that “the planner
has no right to be wrong” (1973, p. 166) (echoing the NASA lunar mission credo, “failure is
not an option”) now sounds antiquated in our current era of “fast fail” innovation and misses
the trial-and-error/feedback of current adaptive planning processes.

This last point reveals a generational shift in planning thought: contemporary planning schol-
ars approach complex problems with tools and cultural norms that would often be strange to
planners in the 1970s. Indeed, the shift in planning language from Rittel and Webber’s “wicked
problems” to today’s “complex systems” is a proxy of the larger changes in planning theory
over these 40 years. We therefore do not view today’s complex systems thinking simply as the
resuscitation or elaboration of the 1970s wicked problems framework (i.e. old wine in new bot-
tles). Instead, complex systems present an adaptation and transformation of wicked problems
thinking in a new era of planning and, more broadly, in a new era of relationships between
problem definition, scepticism, policy, science, and beliefs in progress. Rittel and Webber were
responding to a Cold War overconfidence in the universal applicability of scientific problem-
solving (and perhaps to the waning overconfidence in American political-technical dominance).
Today’s planning scholarship works in a more bifurcated (if not schizophrenic) era of healthy
scientific scepticism (arising both from environmental and community activism), troubling anti-
science (e.g. right-wing attacks on climate change modelling), and a new era of (over)confidence
in information-age problem-solving (Big Data, networking, personal device connectivity, geo-
graphic information systems, the “Internet of things”, and so-called “Smart Cities”). Rittel and
Webber wrote in the early 1970s when tensions between comprehensive planning, community
advocacy, and cautious incrementalism fuelled planning theory debates over urban renewal, traf-
fic congestion, white flight and the urban crisis. Today, complex systems scholars write in an
altered planning theory landscape. First, new theoretical tensions arise between communicative
action (Habermas and beyond), power (Foucault), market-based planning (Hayekian or other-
wise), spatial justice, local-global polarities, and ideas of self-organizing systems. Second, the
field has survived a bruising journey through anti-modernism, postmodernism and rehabilitated
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modernism. Third, the overlapping collapse of Marxist-Leninist communist states and rise of
strong developmental states (especially in booming Asian megacities) have rewritten the plan-
ning—market—state relationships and our existential notions of “planning” (though these impacts
have been often underestimated). Overall, then, we have identified both continuity and change:
complex systems echo the enduring challenges of wicked problems identified by Rittel and
Webber, but complex systems also represent a new era of theory and methodologies given all
the fundamental changes to planning and the urban world since 1973.

We then asked: How can recent developments in complex systems analysis help planners
effectively address wicked problems? While complex systems thinking shows promise in tackling
and taming challenging planning issues like climate change and flooding, this framework has not
been actively integrated into mainstream planning education and practice. Planning and geogra-
phy scholars, especially in Europe, have developed an extensive and often sophisticated literature
that acknowledges, classifies and theorizes the complexity of urban systems (Batty, 2005, 2013;
de Roo, Hillier, & Wezemael, 2012; de Roo & Silva, 2010; Lai & Han, 2014; Marshall, 2012;
Portugali, Meyer, Stolk, & Tan, 2012). But there remains a persistent gap between these consider-
able conceptual accomplishments and their sporadic adaptation into daily planning practice. Some
of these gaps are simply the inevitable time lag between theory, modelling and practical imple-
mentation. But we also identified substantial theoretical and methodological barriers that prevent
this integration from happening (section 4). We conclude with recommendations to bring complex
systems tools into wider use by planners (section 5).

2. Complex systems and planning

A complex system is composed of multiple, often heterogeneous parts that selectively interact
with each other, giving rise to a coherent organization with its own attributes, behaviours and
trajectory. Cities are superlative examples of complexity, where different actors interact with
each other and their environment to collectively (and often unconsciously) compute daily traffic
flows, market prices, long-term land use arrangements and resource-extraction patterns. Fluid
decisions made today solidify into the fixed built environment of tomorrow, which in turn
shapes a new generation of interactions. The long-term behaviour of the system cannot be read-
ily anticipated from aggregating the behaviour of the parts (e.g. through a statistical analysis of
commuting speed or residential density), but rather emerges from the interactions of its parts,
which affects future interactions and behaviours (Axelrod & Cohen, 1999: p. 1-31.). A complex
system is adaptable and robust, retaining its integrity and coherence over long periods of time,
even when its constituent parts cease to exist (e.g. people leave the city, buildings are demol-
ished, new officials are elected). The system’s ability to self-organize despite constant change
relies on the selective and decentralized flow of matter, energy and information among its parts.

Small perturbations, however, can be amplified through the decentralized interactions, caus-
ing trajectory bifurcations, sending cities down alternative historical paths with varying degrees
of adaptive success (think once seemingly similar US Midwestern industrial cities like Chicago,
St Louis, Pittsburgh or Detroit). Feedback mechanisms can thus contribute to both stability and
upheaval. This feedback, often time-lagged and spanning spatial scales, also limits the con-
stituents’ awareness of the state of the system to which they belong (e.g. downstream flooding
as a consequence of land-cover changes upstream, spurred by development pressures and finan-
cial incentives), contributing to unintended and unpredictable consequences (Arthur, 1988; Axel-
rod & Cohen, 1999; Holland, 1995, 1998; Prigogine, 1996).

Complexity has long been recognized in planning (both overtly and by other names), even
before the study of complexity was well established as a scholarly field. Jane Jacobs (1961)
describes cities as problems of “organized complexity” in the final chapter of The death and life
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of great American cities (“The kind of problem a city is”), closely replicating Weaver’s (1948)
typology of problems: simple; disorganized complexity; organized complexity. Indeed,
contemporary complexity scholars frequently evoke Jane Jacobs, the alternative godmother of
city wisdom, to emphasize this dormant thread of complexity underlying the last half-century of
urban theory.

More recently, Judith Innes has been an important voice addressing complexity in planning,
focusing mostly on its social dimension. In Planning with complexity, Innes and co-author David
Booher describe planning as a collaborative, interactive and communicative approach that can
generate the coordination and innovation necessary to respond to complex problems (Innes &
Booher, 2010). They emphasize the qualitative aspects of planning, including the role of local
knowledge and collaboration, in response to the past over-reliance on rational linear reasoning
that poorly fits with systems far from equilibrium. Complexity in planning also focuses on the
complicated, diverse, open political process that forms the context for planning practice
(Forester, 1999), and the challenges of planning in a spatially multi-scaled world of governance
(Healey, 2007) and government (Christensen, 1999). Other theoretical discussions tend to
transfer complex systems characteristics (e.g. fractal organization) to understand complex phe-
nomena in urban planning (e.g. self-similarity in the organization of policies across scales)
(Chettiparamb, 2006, 2014).

2.1. Complex systems analysis as an element and extension of collaborative planning?

The contemporary engagement with communicative action has opened important new pathways
in planning theory and practice. Collaborative planning encourages groups to collectively negoti-
ate, make deeper interests explicit, and shift from starting positions towards both compromise
and creative new solutions. This scholarly focus on dialogue, debate and deliberation has both
acknowledged what many planners had already recognized as their primary professional daily
activity, and spurred exploration and experimentation into new communicative practices. But
what if the participants’ collective knowledge and discursive problem-solving skills are not
enough to address the scientific, technical, economic, or institutional complexity of the problem?
How can planners employ complex systems tools to expand and extend the range of commu-
nicative action planning?

The inevitable, and often disproportionate criticisms of communicative planning have con-
demned the heroic prerequisites needed for ideal community deliberations, including that all par-
ticipants come to the negotiation table with equal voice and influence and feel bound to the
negotiated outcomes. Complex systems analysis cannot resolve these challenges of uneven polit-
ical power and resources. But complex systems tools can assist planners with other barriers to
implementing communicative action: scalability, multiple forms of knowledge, highly technical
information, cumulative impacts, and unintended consequences. The planning worldview empha-
sizes the importance of seeing the long-range impact of today’s decisions, anticipating surprises,
and evaluating trade-offs/opportunity costs. These are hard for most participants at public
meetings to envision fully; such forums typically work best with a small number of participants
who can express all interests explicitly and verbally (Pennington, 2002), and focus mostly on a
limited set of alternative scenarios with distinctive, immediate consequences.

In particular, complex systems tools can help planners overcome our current limitations in
evaluating whether collectively negotiated solutions will lead to good long-term and system-wide
outcomes. Participants in collaborative planning have generally been better at judging the
short-term success of public deliberations: is the process fair, inclusive and converging towards
consensus (Deyle & Slotterback, 2009; Schively, 2007)? Yet measuring the substantive success
of distant outcomes often requires leaps of faith with great uncertainties. A productive and fair
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collective process can still lead to environmental and social deterioration if participants cannot
jointly make sense of the complexity they are dealing with and plan accordingly. When com-
plexity overwhelms common sense and expertise, untested beliefs and political mandates over-
ride good judgment, even if consensual. Complex systems models can help envision the
substantive outcomes and consequences of the agreed-upon solutions. They can serve as pros-
thetic devices to extend planning’s reach (Hoch, Zellner, Milz, Radinsky, & Lyons, 2015): to
help organize existing knowledge, to augment group knowledge with diverse information, to
keep track of relevant interactions, and to visualize how these interactions might influence the
various outcomes of interest.

Building complex systems models provides an analytical structure to define human activity
in its social and natural environment, and to reason about and understand the dynamics of devel-
opment trajectories and path dependence through simulations. The appeal of the modelling tools
(e.g. cellular automata, agent-based modelling, network modelling) is that they can help trace
system change over time and space as a consequence of discrete, localized actions and interac-
tions. Such models can integrate multiple forms and scales of information (quantitative and qual-
itative, behavioural and environmental), and generate a variety of outputs that can be examined
from different views (scales, interests, dimensions) (Epstein, 1999; van der Leeuw, 2004; Miller
& Page, 2007; Railsback & Grimm, 2012). In planning contexts, complexity-based models can
allow users to explore how policies can shape development and its regional impacts by influenc-
ing local actions and interactions (Batty, 2005; de Roo et al., 2012; Zellner, 2008).

An early inspiration was the economist Thomas Schelling’s stylized segregation model
(Schelling, 1969, 1978), first implemented with coins and later as an agent-based model (Wilen-
sky, 1997, 1999). In this model, agents of two kinds decide whether to stay or relocate to a ran-
dom location depending on the proportion of neighbours of the same kind. The power of this
model lies in showing that with very simple behavioural rules, segregation emerges even in tol-
erant populations, i.e. with agents who would be happy with a minority of their neighbours
being similar to them (Figure 1). Implications of this model can be transferred to housing, to
understand how unintended consequences of housing policies may arise.

Figure 1. Schelling’s segregation model (adapted from Wilensky, 1997): (a) initial random distribution of
two types of agents (black and grey), (b) final distribution with a preference for 30% of similar neighbours.
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(a) (b) (0

Figure 2. SOME simulations (Zellner, 2011) of exurban development with: (a) residents’ (shown in yel-
low) equal preference for natural beauty (increasing with lighter shades of green) and for proximity to com-
mercial centres (shown in red), (b) preference for only natural beauty, (c) preference for only natural
beauty with feedback from ecological deterioration due to development.

Beyond stylized models, examples abound of land-use and land-cover change models, ini-
tially aiming at identifying drivers (e.g. individual preferences, infrastructure development, land-
scape characteristics). A simple example is the SLUCE Original Model for Exploration (SOME)
first developed at the University of Michigan, and later implemented in Netlogo modelling soft-
ware (Jun, 2004; Zellner, 2011). The SOME model shows how different exurban patterns of
development emerge from small changes in residential and commercial preferences, in landscape
feedback and zoning (Figure 2) (Rand, Zellner, Page, Riolo, Brown & Fernandez, 2002; Zellner,
Riolo, Brown, Page & Fernandez, 2010). Such models can then be overlaid with simple repre-
sentations of groundwater flow, for example, to understand how urbanization patterns may shape
water depletion (Zellner, 2007). While the cases shown here do not provide the whole picture of
sprawl and their environmental impacts, they provide powerful and relevant insights as to how
localized changes (e.g. location preferences, road expansion) can contribute to a system-wide
transformation (e.g. regional water depletion, deforestation).

More sophisticated models have been developed to replicate actual (rather than stylized or
archetypal) cases, increasingly focusing on studying environmental and social impacts of human
settlements such as ecosystem function and resource depletion (Deadman, Robinson, Moran, &
Brondizio, 2004; Robinson et al., 2013; Zellner & Reeves, 2012). Others have more directly
studied the planning and policy implications from development patterns and structures emerging
from the influence of zoning, infrastructure development decisions, and support of creative
industry (Hanley & Hopkins, 2007; Kii & Doi, 2005; Liu & Silva, 2013; Zellner, 2007). This
experience has encouraged the incursion into other realms relevant to planning, such as gentrifi-
cation (Torrens & Nara, 2007) and the dynamics of urban and agricultural land markets (Fila-
tova, Parker, & van der Veen, 2009; Magliocca, Safirova, McConnell, & Walls, 2011). That
said, most of this work is carried out by scholars in disciplines other than planning, such as
geography, economics, biology and ecology. Even fewer examples exist of applications by prac-
tising planners; they rely on research experts and their computing facilities to conduct such mod-
elling exercises.

In the next section we compare complex systems thinking and modelling with the structure
of wicked problems, and consider the barriers that have not allowed complex systems to support
planners more fully in engaging with wicked problems. In the article’s final section, we propose
ways to overcome the barriers.
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3. Examining wicked problems through the lens of complex systems

Rittel and Webber wrote their 1973 paper during a lively and turbulent era of planning
scholarship. Though the field was expanding and ostensibly gaining new scholarly rigour and
scientific authority in academic and policy circles, it was also getting criticized for its
inability to efficiently and methodically solve the “urban crisis” (inner-city decline, urban
poverty, inequality, deindustrialization, and urban violence). Planning scholarship had sought
academic legitimacy through embracing quantitative methods, rational problem-solving, and
large-scale modelling, in part to emulate the more established disciplines on campus. But
planning could not fully assimilate into an “applied social science”, and the scientific basis
sought was being attacked by the anti-professionalism and anti-expertise of the time
(Skaburskis, 2008).

Rittel and Webber provided an alternative explanation of planning’s crisis. The deficiency
was not that planners lacked the intelligence, methodological skills or scientific rigour to
solve urban problems. Instead, the challenge lay in the nature of planning problems them-
selves. “We shall want to suggest that the social professions were misled somewhere along
the line into assuming they could be applied scientists — that they could solve problems in
the ways scientists can solve their sorts of problems. The error has been a serious one” (Rit-
tel & Webber, 1973, p. 160). Their reinterpretation of the field’s crisis was a sobering
acknowledgement that urban planning faced an unruly collection of intractable challenges.
But it was also a reassuring argument: the criticisms of our profession as too immature and
ineffective were misplaced and arose from an impatient and inappropriate application of sci-
entific standards from the natural sciences and engineering to social policy. The article carried
the hopeful implication that recognizing wicked problems would lead planners to strategically
reorient their problem-solving methods.

In the 40 years since Rittel and Webber’s publication, both planning’s theoretical culture and
the nature of urban problems have profoundly changed. Nevertheless, their idea still finds rele-
vance today. The field now uses the “wicked problem” moniker in response to an era of megaci-
ties, globalization, climate change, terrorism, sustainability, and communicative action (several
of many examples include Allen, 2013; Hughes, Huang, & Young, 2013; Hutchinson, English,
& Mughal, 2002; Levin, Cashore, Bernstein, & Auld, 2012; Murphy, 2012; Seager, Selinger, &
Wiek, 2012; Wexler, 2009). The relationship between science and planning has also changed.
While in the 1970s the frustration arose from the difficulty in translating technological and sci-
entific progress elsewhere into social planning and policy, contemporary expectations about
science and urban planning are more nuanced if not contradictory. Some in the field have
embraced a qualitative, narrative approach to planning as discursive collaboration or urban
design, while others have embraced geographic information systems (GIS), spatial analysis, “big
data,” and quantitative evaluation. Perhaps there is no longer an expectation or need to articulate
a singular stance towards scientific methods in planning.

This is the context in which we examine complex systems analysis and wicked problems,
as a juxtaposition of two overlapping sets of ideas from two eras of planning analysis.
Although not always an identical match, most elements of complex systems align well with
their wicked problems antecedent. The convolutions and uncertainties that characterize urban
and regional systems — the very qualities that led Rittel and Webber to dismiss traditional
technical-scientific problem-solving — resonate with complex systems approaches. Complex
systems cannot “solve” wicked problems in the conventional deterministic sense. But complex
systems can help redefine wicked problems, and unravel them while retaining their diversity,
interdependence and “messiness”. The very characteristics of wicked problems that trip up
traditional statistical and mathematical analysis become prolific ingredients for complex
systems analysis. In this section we have revisited Rittel and Webber’s often-cited 10
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characteristics of wicked problems (numbered below), combining them into five clusters, and
comparing them to complex systems.

“l. There is no definitive formulation of a wicked problem.” (Rittel & Webber, 1973,
p. 161.)

Rittel and Webber begin by challenging the tidy sequence of the “systems approach” to
problem-solving (define problem, evidence, analysis, synthesis, solution). Their scepticism that a
precise problem statement will efficiently lead to a logical solution resonates with the process of
emergence in complex systems, in which knowledge of starting conditions cannot lead to accu-
rate predictions of outcomes. Wicked problems upend this unidirectional systems sequence,
requiring instead a back-and-forth, often simultaneous shaping of problem and solution. Rittel
and Webber call for an alternative iterative process of collective argumentation that presciently
anticipates the communicative action model a generation later, “a model of planning as an argu-
mentative process in the course of which an image of the problem and of the solution emerges
gradually among participants” (Rittel & Webber, 1973, p. 162).

Here one can see convergence between communicative planning and complex systems think-
ing: the problem-solving process is one of on-going exploration and discovery, where the system is
understood by trying to define and explain it through explicit representation, simulation, and evalu-
ation and reflection from a variety of perspectives and with a variety of tools (Bankes, Lempert &
Popper, 2002; de Roo et al., 2012; Miller & Page, 2007; Railsback & Grimm, 2012; Zellner, 2008).
The field of complex systems offers conceptual and computational modelling tools to facilitate this
iterative exploratory process. This approach forces users to be explicit about the relevant aspects of
the problem and how they relate to each other, bringing the problem and its consequences into shar-
per focus. Multiple forms of knowledge can be integrated into these tools, and outputs can be
examined from different angles in the search for robust approaches to wicked problems (Bankes,
2002; van der Leeuw, 2004; Miller & Page, 2007; Zellner, 2008).

“2. Wicked problems have no stopping rule.” AND “4. There is no immediate and no ulti-
mate test of a solution to a wicked problem.” AND “8. Every wicked problem can be consid-
ered to be a symptom of another problem.” (Rittel & Webber, 1973, pp. 162, 163, 165.)

Unlike solving tame problems, engaging wicked problems characteristically lacks clarity and
closure: it is neither self-evident that a proposed solution is correct, nor do you receive a
straightforward signal that you have finished your work and can stop. Uncertainty means there
are no definitive answers and no permanent solutions. The system is open, interdependent and
continually evolving, and the pursuit of a solution to one problem invariably uncovers more
problems in unexpected areas. There is no “eureka” moment: activity stops because of external
constraints (budgets, deadlines) or simply because politics or institutions compel closure.

Complex systems similarly elude equilibrium: as open systems, they are constantly pushed
and redirected by outside forces and agents. Every intervention will unlock a series of effects
over time. While Rittel and Webber suggest that we could potentially wait for the repercussions
to die down, from the complex systems perspective, this would never truly happen. The interac-
tions activated by these interventions would lead to future changes. For this reason, the search
for best estimates and optimal solutions is too costly, narrowly conceived, and ultimately misdi-
rected.

Where complex systems and wicked problems also diverge is in the relationship between
scale and the difficulty of solutions. Rittel and Webber wrote in an era where the comprehen-
sive—incremental debate (and the related top-down/bottom-up debate) constrained the field in a
self-imposed scalar dichotomy. Rittel and Webber assumed that higher levels of problem formu-
lation made it harder to be specific about solutions. By contrast, contemporary complex systems
thinking is far more tolerant of engaging multiple scales simultaneously: higher levels of a com-
plex system require the definition of their own constituent units and transition functions or
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mechanisms that result in a behaviour at that specific level (Miller & Page, 2007). This does not
imply that the system and the interventions at that level become more vague. Quite the contrary:
interventions target the specific behavioural rules at that level (e.g. federal policies of regulating
oil production, transport and refining, and local land-use policies regulating alternative decentral-
ized energy production and transmission). Rittel and Webber asserted that “one should not try to
cure symptoms: and therefore one should try to settle the problem on as high a level as possi-
ble” (Rittel & Webber, 1973, p. 162). In complex systems, interventions at lower levels may
prove more effective in terms of the system-wide transformations they can activate through the
mechanisms of emergence.

These 1970s constraints about scale and problem-solving may have led Rittel and Webber to
be critical of traditional incrementalism of successive limited comparisons (Lindblom, 1959),
because a low-level corrective intervention might make things worse at higher levels: “Marginal
improvement does not guarantee overall improvement” (Rittel & Webber, 1973, p. 165). The
Lindblomian version of incrementalism is rather cautious in its ambitions and limited in its abil-
ity to learn and adapt. Incrementalism leads to first-order learning: mid-course corrections on the
path towards a predetermined goal. By contrast, complex systems analysis is built upon an
exploration of cross-scale feedback, allowing for the continual re-examination and revision of
both values (second-order learning) and paths to realizing them (first-order learning).

Both complex systems thinking and incrementalism assume that no individual can ever know
all the relevant planning information up front. But at that point they diverge. Lindblomian incre-
mentalism is sceptical and defensive: it bumps up against the limitations of information access
and processing in a complex world, and defaults to marginal, short-term corrective actions.
Complex systems thinking is more ambitious and expansive: like communicative action plan-
ning, it seeks to overcome the limitations of individual knowledge and cognition through the
collaborative exploration of group knowledge, collective learning and adaptation. Complex sys-
tems tools can help planners trace the consequences of individual/localized decisions on system-
wide effects over time. Complex systems thus encourage planners to consider not only how
planning strategies might be corrected, but also whether the chosen direction should be changed
or eliminated altogether. (For example, asking not only “where should growth occur?” but also
“should growth occur at all?”). This contrast leads to an important distinction between incremen-
tal change (an atomistic and linear approach) and inferactive change (an approach that recog-
nizes interdependence and ripple effects). It is for this reason — not the level of intervention as
Rittel and Webber suggest — that incrementalism stifles adaptation towards structural improve-
ment.

The flipside of this flexibility is indeterminacy. Sceptics might criticize complex systems
analysis as failing to provide definitive, explanatory answers, and instead merely offering
description, probabilities and exploratory insights. Complex systems analysis can produce a wide
range of outcomes that can be analysed by established (e.g. ecological footprint) and newer indi-
cators of social and environmental trends (e.g. based on information theory such as Cabezas,
Pawlowski, Mayer & Hoagland, 2005; Randolph, 2012). These indicators enable planners to
identify better or worse simulated trajectories and outcomes of specific policies (Zellner, Theis,
Karunanithi, Garmestani, & Cabezas, 2008). This approach neither eliminates the open-ended
nature of the wicked problem nor diminishes the need for planners and communities to engage
in an on-going process of exploration, evaluation, questioning, and innovation. What complex
systems tools provide is a way to understand the likely causes of wicked problems and examine
the plausible cross-scale consequences of solutions proposed in such open-ended processes.

“3. Solutions to wicked problems are not true-or-false, but good-or-bad.” AND “6. Wicked
problems do not have an enumerable (or an exhaustively describable) set of potential solu-
tions, nor is there a well-described set of permissible operations that may be incorporated into
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the plan.” AND “9. The existence of a discrepancy representing a wicked problem can be
explained in numerous ways. The choice of explanation determines the nature of the
problem’s resolution.” (Rittel & Webber, 1973, pp. 162, 164, 166.)

These characteristics of wicked problems arise in the presence of three conditions: an unclear
(and incomplete) set of possible solutions; multiple, divergent causal models linking problems to
solutions; and normative consequences for any solution implemented in a pluralistic society.
Solutions therefore cannot be judged against an objective, universal standard; solutions are satis-
factory — contingent on specific interest groups, times and locations.

Complex systems modelling allows for the explicit representation of these contingencies:
starting conditions, multiple causal links across diverse dimensions (e.g. preferences, land-cover,
environmental dynamics), data formats (e.g. digitized land cover, demographic distributions,
social norms of interaction, resource flows), and outcome variables (e.g. distribution of wealth
and resources, environmental quality). The choice of initial conditions and causal dimensions,
data and variables of interest depends on the composition of the group of planners, policymakers
and stakeholders, as well as on the existing knowledge about the structure of the problem (scien-
tific, practical or anecdotal).

Complexity, like wicked problems, recognizes the limitations of predicting future outcomes
and making fully informed decisions given this contingent nature of social and environmental
problems. We need to run the complex systems model to see what emerges (Epstein, 1999), and
then discuss the trade-offs inherent in the outcomes (Zellner, 2008). Some dimensions of the
problems may not seem relevant at the start, but rather emerge from the systematic study of the
wicked problem in question with tools that allow us to visualize and deliberate about the bene-
fits and costs of potential outcomes, and further discover and formulate new goals (Miller &
Page, 2007). Given this lack of “an enumerable (or an exhaustively describable) set of potential
solutions” (Rittel & Webber, 1973, p. 164) at the start, a participatory planning process needs
the flexibility to introduce and negotiate new ideas and solutions midway. It is still up to the
group to negotiate which dimensions and solutions to bring forth.

The computational tools developed for complex systems analysis allow planning groups to
“put [a hypothesis] to a crucial test” (Rittel & Webber, 1973, p. 166), by representing in a vir-
tual world the factors and mechanisms that participants consider important, and showing how
they are or are not relevant to the complex problem studied. If they do not prove as relevant as
first thought, participants can re-examine assumptions, generate new hypotheses and test them
via simulation. Still, we cannot escape the reliance on judgment to select a valid explanation
and solution for complex problems, which will depend on the beliefs and attachments held by
the planners and stakeholders (Hoch et al., 2015; Zellner et al., 2012). Again, complex systems
analysis can only offer a way to study the implications of these judgments.

“S. Every solution to a wicked problem is a ‘one-shot operation’; because there is no
opportunity to learn by trial-and-error, every attempt counts significantly.” AND “10. The
planner has no right to be wrong.” (Rittel & Webber, 1973, pp. 163, 166.)

Rittel and Webber saw no tolerance in planning for the repeated hypothesis testing that gov-
erned the Popperian scientific thinking of the time. They emphasized the critical importance of
making correct plans the first time around. The planner’s task was not to seek the truth through
repeated experimental trial-and-error, but rather “to improve some characteristics of the world
where people live” (Rittel & Webber, 1973, p. 167). The social and environmental costs of mis-
takes arising from “real-world” experimentation could be tremendously high, and the reinterpre-
tation of modernist urban renewal programmes as “failed social experiments” was forefront in
planners’ anguished minds at the time of Rittel and Webber’s writing. Arguments against trial
and error could take on several dimensions: scale (too big and therefore too risky), the ethical
barrier to “experimenting with people’s lives”, the lack of feedback/learning from the process,
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and the danger that the decisions were irreversible (e.g. large-scale slum clearance to make way
for public housing), particularly with growing scales of intervention (e.g. Krieger, 1986;
Whiteman, 1983).

It is here that complex systems analysis crucially departs from Rittel and Webber’s sombre
pronouncements from 1973. Given the contemporary preoccupation with collective deliberation,
diversity and adaptation to multiple desires and values, their imperative of getting it right the
first time is both highly unlikely and usually unnecessary. The study of complexity can make its
strongest and most valuable contribution addressing these very real concerns. Computational
complex systems models provide planners and communities with the opportunity for trial and
error in less risky, virtual environments — and thus allow for exploration of innovative alternative
scenarios. (The contemporary refrain among Silicon Valley tech firms is that “failing fast” leads
to rapid learning, adaptation, and eventual success; the same likely applies to complex systems
modelling.)

Rittel and Webber equate these exercises to scientific endeavours that do not apply to plan-
ning, but we disagree. There is a place for these simulations, if they can effectively bridge
science and policy, as evidenced in the extensive literature of applications to policy exploration
(Axelrod, 1997; Bankes, 2002; Miller & Page, 2007; Zellner, 2008). Just as trial and error and
adaptation forms the core learning mechanism in complex adaptive systems, virtual failure could
serve the same role in planning but without the risk. The challenge is to craft a simulation pro-
cess that generates accessible and compelling outcomes that planners and citizens can credibly
translate to meaningful decisions in the real world (otherwise participants will simply dismiss
the simulations as entertaining but irrelevant, concluding, “Clever modelling exercise: but let’s
get back to the real world of making decisions based on the rules, practices and property mar-
kets that we know.”).

This tension between the long, time-consuming process to explore innovative ideas and solu-
tions, and the urgency to get the right answer and the right policy on the first try, continues to
bedevil planning. Planners are caught in a difficult position in dealing with complexity: commu-
nity members recognize the uncertainty of unintended consequences, but still impatiently expect
that, given accurate and complete information, the “right” solution to a planning problem can be
found. Planners are then either forced to engage in sophisticated analysis, or hire an outside con-
sultant who will conduct it and provide the optimal answers demanded (Zellner, 2008). The
demand for immediate success and the extreme aversion to failure that accompanies it give little
room and patience for exploration and learning. An open attitude towards learning is often
trumped by the pressure to collect ever more data to reassure us of the certainty of our success,
which ironically slows down the search for and implementation of a good-enough solution. At
best, this process promotes cautious incrementalism, and at worst, stagnation and the reinforce-
ment of beliefs that remain unexamined.

Is there a way out of this conundrum? Yes, if planners use tools that allow us to fail without
major consequences, other than understanding the sources and consequences of our mistakes,
and gaining insights and reasoning capabilities that can be applied to the complex problem at
hand and transferred to other realms. Complex systems modelling is not infallible; indeed, the
nature of the process is one of imperfection—learning—adaptation. If done well, complex systems
analysis allows for learning and improvement over time in an open, diverse, changing society
with emergent values and priorities.

“7. Every wicked problem is essentially unique.” (Rittel & Webber, 1973, p. 164.)

Discovering the universal patterns beneath the surface variations among individual cases
is an integral part of scientific study: to separate the “signal” common to all cases from the
disparate “noise” coming from individual cases. The aspiration is to not only discern
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consistent patterns in the data, but also infer that these patterns arise from underlying laws of
nature (e.g. Newtonian physics). Numerous scholars have challenged this assumption (such as
Cartwright, 1983, 1999), both in the practice of science in general and particularly in the
social sciences. The implications for urban planning are unmistakable: the lack of a reliable
universality across planning problems undermines the credibility of traditional scientific prob-
lem-solving in open social systems. A consequence is planners’ long-running lament that the
profession lacks the systematic, cumulative knowledge-building process found in the natural
sciences (Kuhn, 1962).

In this vein, Rittel and Webber recognize an aspect of social systems that complexity theo-
rists also recognize: the dependence on context. Even two apparently identical cases will play
out different histories: the complexities of context and interactions will lead the two cases to
diverge (Ragin & Becker, 1992), or in the words of Rittel and Webber (1973), “one can never
be certain that the particulars of a problem do not override its commonalities with other prob-
lems already dealt with.” Moreover, it is unlikely that even the same system will behave in the
same manner over time: the system may, at a critical juncture, pursue one trajectory over another
equally likely one. The benchmark for scientific confidence — replication through achieving the
identical outcome with the identical starting conditions — is thrown into doubt as equally viable
future pathways present themselves.

Yet complexity theorists have made peace with this apparent unpredictability. Even if the
same components and mechanisms of complex systems lead to different outcomes, one can,
in fact, establish regularities and gain understanding as to how the range of outcomes emerge
from these components and mechanisms coming together. The regularity is in the way these
systems work (and how we study them), not in a singular outcome. While the importance of
context can render “best management practices” ineffective, one can still identify policies that
are robust in a range of possibilities (Bankes et al., 2002). The future is no longer determin-
istic, but probabilistic.

Complex systems analysis enables us to extract some regularities across systems, transferring
insights from one realm of complexity (e.g. social contagion) to another. We can apply insights
from forest fire dynamics emerging from the connectedness in vegetation, to the collapse of
financial systems (Miller & Page, 2007) or to the adoption of innovations (Gilbert & Troitzsch,
1999). The role of limited resources in dampening the booms and busts of predator-prey popula-
tions (Wilensky, 1997) can translate into useful recommendations to maintain healthy financial
markets. This focus on complexity allows us to identify certain “building blocks” (Holland,
1995) and classes of problems that planners can recognize as they evaluate and plan for wicked
problems.

Considered together, the Rittel & Webber wicked problems of 1973 and today’s complex
systems articulate the shortcomings of conventional systems optimization and prediction, and
point towards alternatives to address the complexities of open, interdependent systems in plu-
ralistic societies. Both conceptualize problems not as self-contained logical puzzles, but
instead as embedded in larger, dynamic open systems. A problem may be wicked or complex
not simply due to its intrinsic qualities, but also due to its interaction with the larger socio-
ecological context: the technologies, institutions, culture, and environment of the time. These
circumstances are not static; they change and evolve over time and in space. Rittel and Web-
ber focused more on the barriers that such problems posed towards conventional scientific
solutions. By contrast, complex systems thinking provides techniques to approach such prob-
lems and explore alternative pathways forward. The study of complex systems does not offer
the promise of solving or “taming” wicked problems. Instead, it explicitly acknowledges and
builds on these “wicked” characteristics to address them through simulation, learning and
innovation.
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4. An untapped potential: barriers to widespread adoption of complex systems reasoning
and tools in planning

Given all these promising potential applications, why have relatively few planners embraced
complex systems analysis? We have observed a discouragingly low adoption rate of complex
systems reasoning and tools in planning scholarship to date, and even more so in planning prac-
tice. We have identified several primary causes, both methodological and theoretical, and offer
strategies to increase adoption.

4.1. Methodological challenges

Recent trends in planning education show a shifting away from requiring quantitative analytical
skills, simultaneously expanding the repertoire into areas of communicative skills including visu-
alization, negotiation, conflict resolution and public presentations (Edwards & Bates, 2011;
Kaufman &, 1995; Klosterman, 2013). The recent emphasis on collaborative/communicative
planning parallels this shift in methodological priorities, and feedback from planning alumni
often reinforces the need to better align skills taught and skills used in the labour force.

Many planning programmes continue to require courses in statistics and economics, and have
sometimes expanded coursework in finance, for example. Yet relatively few master planning stu-
dents take rigorous quantitative methods courses beyond the core requirements, let alone compu-
tational modelling. To richly take advantage of complex systems analysis, a planning student
requires both quantitative/computational methods beyond the standard core courses (i.e. a flu-
ency in modelling) and the newer methods of planning analysis (i.e. communication and negoti-
ation in a pluralistic world).

4.1.1.  The adoption of GIS methods as a model for complex systems?

One might hypothesize that the history of GIS use in planning is a model for complex systems,
and that planning’s learning curve for complex systems analysis will follow that of GIS: (a)
early, informal exploration by “data geeks” with deep knowledge of coding; (b) formalization in
an elective course as the software gets easier; (c) finally, incremental integration into the larger
curriculum as software approaches the ease of spreadsheets. But as popular as GIS has become
in planning, its use in practice is often illustrative and descriptive, driven more by the aesthetics
of visualization rather than rigorous and sophisticated analysis of spatial (Go¢men & Ventura,
2010; Gogmen, 2013) Moreover, there seems to be confusion between the proficiency in the use
of the software and the proficiency in the reasoning ability that the tools are supposed to
enhance. The important distinction between GIS as software versus a methodology for spatial
analysis remains muddled. Increasingly sophisticated technology cannot substitute for reasoning
ability. As fewer resources are dedicated to analytical training, analysis ends up being outsourced
to consultants (either private or academic) who often develop tools that communities will have a
hard time using effectively, or that provide answers that users cannot examine and contest
because they have not been trained to do so.

Additionally, learning complex systems is not like learning GIS. Unlike GIS, complex sys-
tems analysis does not have standardized steps to follow that can be easily documented in a
tutorial. GIS is easier to use and accessible with less explanation, with solid and stable outputs
that are visually appealing. Students can begin GIS work through simple descriptive mapping, a
standard foundation of planning practice that is rooted in land use and street maps, and readily
familiar to end-users through the long history of cartography. Sophisticated spatial analysis,
however, requires extensive training that is typically taught in advanced classes and remains the
domain of experts.
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By contrast, complex systems analysis places far more emphasis on defining (and redefining)
the problem, representing the system, and assigning behaviour to agents. There are fewer
canned, pre-packaged tools. Complex systems analysis requires more intricate engagement with
temporal dynamics and interaction, feedback effects and change over time. There is not a clear-
cut set of final products representing a stable, fixed outcome (e.g., GIS’s thematic map). Instead,
learning complex systems requires more improvisation, adaptation to specifics, and interpreta-
tion. It demands more interaction between user and model, a greater understanding of the inter-
nal dynamics, and a higher tolerance for the interplay between problem definition and solution.
In this way, the learning of complex systems mirrors the nature of complex systems themselves.
In summary, we believe that it will take more than time and friendlier user interfaces for com-
plex systems analytical tools to approach the popularity of GIS.

4.1.2.  The art of reasoning with complex systems

As with other analytical approaches, the effective use of complex systems analytical tools
requires training in appropriate modelling: defining a problem and questions, and deciding what
to include and what to leave out in relation to the problem and questions. This is not a prelimi-
nary, trivial activity, and requires a rich knowledge of the problem and context. It also requires
the development of unique complex systems reasoning to recognize and conceptualize complex-
ity: appropriately defining actors, their attributes, their actions and rules of interaction, the pat-
terns that need to be represented at various levels of organization, and how they are relevant to
the emergent patterns of interest. Effective complex systems work also means developing an
appropriate coding and programming practice: ensuring the valid transfer between conceptual
model and code implementation, gradually constructing and testing the model, running sensitiv-
ity analysis, and developing adequate documentation. Finally, complex systems analysis means
conducting valid reasoning with these tools, i.e. designing relevant simulation experiments and
extracting valid interpretations and insights from the results.

If such training and skills remain in the expert domain, there is no clear advantage to engag-
ing in this type of endeavour, as communities will still outsource analysis and hand over the
power of decision-making to tools they cannot understand or question. Applying complex sys-
tems analysis to solve wicked problems is therefore labour-intensive and requires on-going, sus-
tained effort by communities to learn how to reason with complex systems tools to understand
the complexity of the problems they are confronting and to come up with solutions.

4.2. Theoretical challenges

Beyond mastering the modelling and the coding, effective complex systems reasoning requires a
new approach to theorizing the research problem itself. To frame our observations, develop our
methodological approach, give meaning to our insights and not get lost in complexity, it is vital
to establish “anchors:” crisply define the problem, the research questions and the planning ques-
tions. This is not different from the rigour that should exist in any research or planning endeav-
our. What becomes distinctive to complexity is that this sequence is an open-ended, iterative
process in a cumulative spiral of learning and adaptation. This creates a tension for planning:
though we readily acknowledge that the systems of interest to our scholarly and professional
communities are complex, we constantly encounter impatience and pressures (both internal and
external) to deliver quick fixes. We can fix or solve specific problems at certain points in time,
but we cannot ultimately “solve the city” (Bettencourt, Lobo, Strumsky, & West, 2010; Betten-
court & West, 2010; Lehrer, 2010). Not only will new issues constantly emerge (it is, after all,
an open system), but also the “solving” claim is theoretically and methodologically misplaced.
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We define problems, we model systems relevant to these problems, and we plan to affect
components of the system so that the specific problems are solved ... and then new ones arise.
We may sensibly construct a model of a city (in the conventional sense of the term model as
“simplifications with a purpose”) to understand the city’s mechanisms and explore various sce-
narios; but to construct a model to deterministically predict the urban future is as theoretically
and methodologically untenable as it is to try to solve it.

It is tempting to believe that, had we sufficient data, information and accuracy, then we
would be able to eventually find tame solutions to complex problems. This is an illusion in com-
plexity (Bankes, 2002). In complex systems, present interactions continuously change what the
future might look like (Axelrod & Cohen, 1999), and in wicked problems, humans value the
possible outcomes in different ways at different times. There is an intrinsic barrier to accuracy
when dealing with a moving target. Complex systems thinking prioritizes exploration over pre-
diction, and robustness to uncertainty over optimization. One cannot be an efficient innovator;
one can be an effective innovator if allowed to fail and try again. This shift in problem-solving
begins with how we train practitioners to creatively use this mind-set, and the tools that come
with it. Our expanding analytical arsenal (e.g. massive computational power, GIS, multivariate
meta-analysis, 3D data visualization) needs to be matched with strong theoretical innovation,
problem framing and problem-solving.

Understandably, the lack of traditional markers of accuracy, efficiency and reliability will
make many planners, researchers and stakeholders unsettled. Complex systems advocates are, in
a way, asking planners to enter unfamiliar territory. The assurance that a time-intensive engage-
ment with complex systems modelling will provide “insight” may well not be enough for those
who want their methods to provide “solutions” and a “fix”, sending them back to familiar plan-
ning methods. This scepticism is not a trivial barrier. Complex systems advocates need to more
directly address these questions of confidence and veracity. Otherwise, many planners will judge
complex systems to be a clever exploratory tool at best, an obscure black box at worst, but not
a serious analytical tool.

A recent example illustrates this challenge. In leading community participants in exercises
involving complex systems modelling, we encountered an unsettling paradox: some participants
stated that they had learned a lot about the planning issue at hand, but still found the exercise
useless. This disconnection highlights the gap between gaining insights and translating into bet-
ter decisions: complex systems learning does not automatically lead to complex systems plan-
ning. (This parallels a criticism of communicative planning: an overemphasis on discussion and
exploration without always a clear connection to individual and collective decision-making.) Our
culture is often uncomfortable with this uncertainty, expecting models to provide accurate
answers, rather than support the discussion and negotiation of answers emerging from users as
they explore the problem with models.

5. Strategies to incorporate complex systems in planning education and practice

We began with several observations. First, the idea of wicked problems, though over 40 years
old, continues to find resonance (and new enthusiasts) today. Planners and other scholars still
evoke the term “wicked problems” because it cogently captures the world we work in, sharply
articulates the gap between natural science and social science problems, and has yet to be over-
taken by a more compelling term. Second, complex systems analysis, though not a direct
descendant of wicked problems, may nevertheless provide a path to redefining and updating
wicked problems. Both share a kindred worldview of open, diverse socio-ecological systems.

So we return to our original questions. First, what do we gain by overlaying the complex
systems approach onto the earlier map of wicked problems? Second, if this approach is promis-
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ing, how do we overcome the obstacles in integrating complex systems analysis into planning
education and practice?

Developing innovative, ambitious complex systems approaches in planning runs into signifi-
cant methodological barriers. Methodological rigour is vital, but planning, as a field, is not very
good at promoting it (recent PLANET listserv discussions among planning faculty members
about deficient methods training among students illustrates this point), and the learning curve is
steep. Beyond mastering the computational programming, effective use of complex systems
requires a new approach to theorizing the research problem itself.

Approaching wicked problems as complex requires a way of thinking that is closer to play-
ing than to optimizing or forecasting. By “play” we do not mean frivolous, non-essential beha-
viour. Games are work; they are the productive, open-ended, and interactive exploration of co-
evolving processes. Games encourage participants to tackle challenging problems in diverse, tan-
gible, creative ways. Playing allows for learning and recovery from failure, mid-course interven-
tion, and innovation necessary to transparently address the surprises inherent in complexity
(Kapp, 2012; McGonigal, 2011). Games are “the voluntary attempt to overcome unnecessary
obstacles” (Suits, 1978, pp. 54-5) — and one can cautiously substitute the term “wicked prob-
lems” here for “unnecessary obstacles.” Our field has yet to fully develop the strategies to train
practitioners to use these tools creatively.

Complex systems analysis offers great promise, but we are very aware of both the challenges
in bringing it to planning and the legacy of other once-touted methods for planning that evapo-
rated. We conclude with four recommendations below.

5.1. Working with complex systems requires sustained interaction and effort

Despite the interactive, open design of complex systems analysis, too many planners and stake-
holders instead view the approach as a closed “black box”. Complex systems will remain a
black box unless we can open it up, tinker with it, and understand the significance of interdepen-
dence and intermediate steps in affecting the outcome. This is not for the impatient or faint of
heart. Importantly, employing complex systems in planning works best when done locally by
planners working closely with the community. When outsourcing analysis, communities have no
way of knowing what an in-depth analysis involves. Consequently, when directly engaged in
complex systems analysis, community participants have very unrealistic expectations of, and are
frustrated by, how much effort and time it takes.

5.2.  Bring numbers, risk and critical problem-definition back to planning education

We recommend reversing the trend of eliminating quantitative and computational skills from the
core curriculum and from specializations. If planners want to deal with complex problems, then
they need to develop strong quantitative and computational skills in addition to negotiation and
communication. Moreover, these two should not be dissociated, since there is little use for rigor-
ous analysis if it cannot be effectively communicated to inspire the necessary changes. We there-
fore do not pose complex systems as an oppositional alternative to communicative action, but
rather as an extension and technologically-assisted enhancement of communicative action.

But it is not just bringing back numbers, quantitative analysis and conventional inferential
statistics courses. It is also bringing “failure” back into planning, or more precisely, allowing
planners to get beyond their fear of failure and to engage in more innovative trial-and-error in
the relatively safer context of computer modelling. Complex systems reasoning means logical,
interactive, critical problem-definition: taking risks to fail, to explain, to redefine, and to remo-
del, a significant but necessary effort to deal with wicked problems. Finally, complex systems
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analysis allows us to creatively, courageously and explicitly engage with the future, planning’s
raison d’étre, though we too often shy away from it (Isserman, 1985; Klosterman, 2013; Myers,
2001; Wachs, 2001).

The current structure of professional planning education gives little room for the develop-
ment of complex systems reasoning. While this problem could be resolved through curricular
restructuring of planning programmes — a challenge in itself — there is also the question of
whether complex systems should remain within the domain of experts only, or if this approach
could be extended to general public education. The purpose would be two-fold: (1) allowing
future practitioners to start earlier and thus have more time to develop this reasoning skill
throughout their grade school, undergraduate and graduate training, and (2) educating the
citizens to reason about complexity so that they can more effectively participate in planning
processes in which they have a stake (more on this below).

5.3. Educate citizens to reason about complex systems

Complex systems analysis cannot remain the domain of experts if we are to communicate effec-
tively with the communities we want to serve, and inspire them to engage in their own transfor-
mation. Wicked socio-ecological problems cannot escape the need for stakeholder engagement,
as they need to make value judgments around an understanding of their own role in the problem
(either as a cause or as a consequence) and in advancing solutions. Their judgments, however,
must be informed by an analysis they can dissect, criticize and contribute to. This is a tall order,
but the tools made available by complex systems have the potential to open up the access to
modelling by non-experts. Advancements in computer interfaces are needed, however, to facili-
tate this access (Zellner et al., 2012). The tools here play the role of a prosthetic device to sup-
port complex systems reasoning (Hoch et al., 2015), but the goal is the reasoning, not the
mastery of software or modelling code. There is substantial published work in the learning
sciences literature regarding the support of complex systems reasoning with models, mostly con-
cerned with learning in formal classroom settings (Hmelo, Holton, & Kolodner, 2000; Jacobson
& Wilensky, 2006). Recent changes in educational standards have been supported by a commit-
ment to interdisciplinary understanding, particularly around environmental problems, and to the
use of modelling tools to advance this understanding (College Board, 2009). While these trends
are auspicious for formal education, complex systems modelling remains marginal to mainstream
educational practices, let alone to citizen education within an informal setting like a planning
process. More resources should be directed towards these efforts.

5.4. Educate planners and citizens on systematic problem-solving

Appropriate problem definition is a critical guide to our research and our practice. Problem defi-
nition is a never-ending progression of exploration, thoughtful critique, and solution-building,
going through the “ugly” failures and partial representations of the problems and solutions
before we get to the more appealing and “successful”. This activity takes time (Hmelo et al.,
2000; Jacobson & Wilensky, 2006; Zellner et al., 2012). In this approach, success is not
measured in terms of a model’s ability to accurately reproduce observations, but instead in the
ability to promote understanding of how interactions lead to a wicked problem, of the uncertain
and cross-scale effects of specific interventions, and of the robustness of proposed solutions,
given this uncertainty. Such understanding can support collective deliberations about more expli-
cit trade-offs and move us forward in our negotiations. As is often recommended in planning —
but hard to fund in practice — monitoring and evaluation of social and environmental variables
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of interest are key components to feed back into the continuous cycle of problem-solving and
adaptation.

5.5. Final thought

Rittel and Webber shrewdly used the provocative term “wicked” (and not “convoluted” or
“complex”) implying an intractable barrier, and focused on characterizing wicked problems and
their structures. In contrast, complex systems modelling supports candid representations of the
“organized complexity” (Jacobs, 1961) of socio-ecological systems to characterize the nature of
wicked problems, think about them and explore potential solutions that are not readily visible.
Sceptics might argue that complex systems analysis is but the latest false promise of comprehen-
sive urban modelling, which will do as little as systems thinking and cybernetics did for under-
standing wicked problems a generation ago, and cite Doug Lee’s pivotal “Requiem for large
scale models” as still relevant today (Lee, 1973). We would agree if monolithic comprehensive-
ness were the goal of complex systems thinking, but its promise lies elsewhere: it illuminates
wicked problems by identifying crucial actors and intervention points for system-wide transfor-
mations in a diverse, adaptive, multi-agent world. Despite the substantial barriers, the intersec-
tion of wicked problems and complex systems presents a fertile domain to rethink our
understanding of socio-ecological systems, to mediate the manifold conflicts over land and natu-
ral resources, and to restructure our planning approaches to such problems.

Acknowledgements

We are grateful to our colleagues Mike Teitz, Dowell Myers and Robert Goodspeed, and three anonymous
reviewers, for providing feedback on earlier versions of this paper, which was presented at the 2011 ACSP
Conference in Salt Lake City. We also appreciate the valuable comments of participants at the “Wicked
Problems in Socio-Ecological Systems Symposium” held at the University of California, Berkeley, in
October 2013. The reflections in this paper result from the collaborative research on participatory modelling
conducted by Moira Zellner with Charlie Hoch, Leilah Lyons, Josh Radinsky, and Dan Milz at the
University of Illinois at Chicago, who have greatly enriched this field of study with their unique
perspectives, and helped us envision the potential of this approach for planning.

Disclosure statement

No potential conflict of interest was reported by the authors.

Funding

This research has been supported by the following funding sources and institutions: the Great Cities Insti-
tute Faculty Fellowship, the Faculty Scholarship Support Award, the Institute for Public and Civic Engage-
ment, and the Chancellor’s Discovery Fund at the University of Illinois at Chicago; and the National
Science Foundation 11-515 Cyberinfrastructure Training, Education, Advancement and Mentoring Program
award number OCI-1135572. Last, but not least, we thank our respective units in Chicago and Ann Arbor
for providing funding to attend the Berkeley workshop.

Notes on contributors

Moira Zellner worked in Argentina as a consultant on environmental issues for local and international
environmental engineering firms and for the undersecretary of Environment in the City of Buenos Aires
before moving to the USA. Her professional work in the USA includes greenway development and river
restoration projects in Miami Beach and in California, and transportation surveys. She joined the University
of Illinois-Chicago after pursuing graduate studies in planning and complex systems at the University of
Michigan. In this position Dr Zellner has served as Principal Investigator and Co-Investigator in



Planning Theory & Practice 475

interdisciplinary projects investigating how specific policy, technological and behavioural changes can
effectively address a range of complex environmental problems, where interaction effects make responsibili-
ties and burdens unclear. Her research also examines the value of complexity-based modelling for
participatory policy exploration and social learning with stakeholders. She teaches a variety of workshops
on complexity-based modelling of socio-ecological systems, for training of both scientists and decision-
makers.

Scott D. Campbell is Associate Professor of Urban Planning in the Taubman College of Architecture and
Urban Planning at the University of Michigan. His research and teaching are in the areas of planning the-
ory and history, regional economic development, sustainable development, regional planning, and research
methods. He directed Michigan’s doctoral planning programme from 2004-2012. He is co-editor (with
Susan Fainstein) of Readings in planning theory and Readings in urban theory (Blackwell/Wiley, three edi-
tions). He is also co-author (with Ann Markusen, Peter Hall, and Sabina Deitrick) of The rise of the gun-
belt: The military remapping of industrial America (Oxford University Press). He has previously taught at
Rutgers University, the University of Pennsylvania and Bryn Mawr University. His writing on sustainable
development won a National Planning Award from the American Planning Association. He holds a BAS
from Stanford and a PhD and MCP from the University of California, Berkeley.

ORCID

Moira Zellner ‘2 http://orcid.org/0000-0002-4111-3357
Scott D. Campbell ‘2 http://orcid.org/0000-0001-6195-2855

References

Allen, J. H. (2013). The wicked problem of chemicals policy: Opportunities for innovation. Journal of
Environmental Studies and Sciences, 3, 101-108. doi:10.1007/s13412-013-0117-0

Arthur, W. B. (1988). Urban systems and historical path. In J. Ausubel & R. Herman (Eds.), Cities and
their vital systems: Infrastructure past, present, and future. Washington, DC: National Academy Press.

Axelrod, R. M. (1997). The complexity of cooperation: Agent-based models of competition and collabora-
tion. Princeton, NJ: Princeton University Press.

Axelrod, R. M., & Cohen, M. D. (1999). Harnessing complexity: Organizational implications of a scientific
frontier. New York, NY: Free Press.

Bankes, S. C. (2002). Tools and techniques for developing policies for complex and uncertain systems.
Proceedings of the National Academy of Science, 99(3), 7263-7266.

Bankes, S. C., Lempert, R., & Popper, S. (2002). Making computational social science effective: Epistemol-
ogy, methodology, and technology. Social Science Computer Review, 20, 377-388. doi:10.1177/
089443902237317

Batty, M. (2005). Cities and complexity: Understanding cities with cellular automata, agent-based models,
and fractals. Cambridge, MA: MIT Press.

Batty, M. (2013). The new science of cities. Cambridge, MA: MIT Press.

Batty, M. (2014). Great planning disasters: How we should tackle complexity by taming wicked problems.
In M. Tewdwr-Jones, N. A. Phelps, & R. Freestone (Eds.), The planning imagination: Peter Hall and
the study of urban and regional planning. New York, NY: Routledge.

Bettencourt, L., Lobo, J., Strumsky, D., & West, G. B. (2010). Urban scaling and its deviations: Revealing
the structure of wealth. Innovation and Crime across Cities. PLoS ONE, 5(11), e13541. doi:10.1371/
journal.pone.0013541. http://journals.plos.org/plosone/article?id=10.1371/journal.pone.0013541

Bettencourt, L., & West, G. (2010). A unified theory of urban living. Nature, 467, 912-913. doi:10.1038/
467912a

Cabezas, H., Pawlowski, C. W., Mayer, A. L., & Hoagland, N. T. (2005). Sustainable systems theory: Eco-
logical and other aspects. Journal of Cleaner Production, 13, 5, 455-467. doi:10.1016/j.jcle-
pro.2003.09.011

Cartwright, N. (1983). How the laws of physics lie. Oxford: Clarendon Press.

Cartwright, N. (1999). The dappled world: A study of the boundaries of science. Cambridge: Cambridge
University Press.

Chettiparamb, A. (2006). Metaphors in complexity theory and planning. Planning Theory, 5, 71-91.
doi:10.1177/1473095206061022


http://orcid.org
http://orcid.org
http://orcid.org
http://orcid.org/0000-0002-4111-3357
http://orcid.org
http://orcid.org
http://orcid.org
http://orcid.org/0000-0001-6195-2855
http://dx.doi.org/10.1007/s13412-013-0117-0
http://dx.doi.org/10.1177/089443902237317
http://dx.doi.org/10.1177/089443902237317
http://dx.doi.org/10.1371/journal.pone.0013541
http://dx.doi.org/10.1371/journal.pone.0013541
http://journals.plos.org/plosone/article?id=10.1371/journal.pone.0013541
http://dx.doi.org/10.1038/467912a
http://dx.doi.org/10.1038/467912a
http://dx.doi.org/10.1016/j.jclepro.2003.09.011
http://dx.doi.org/10.1016/j.jclepro.2003.09.011
http://dx.doi.org/10.1177/1473095206061022

476 M. Zellner and S.D. Campbell

Chettiparamb, A. (2014). Complexity theory and planning: Examining ‘fractals’ for organising policy
domains in planning practice. Planning Theory, 13, 5-25. doi:10.1177/1473095212469868

Christensen, K. S. (1999). Cities and complexity: Making intergovernmental decisions. Thousand Oaks,
CA: Sage Publications.

Churchman, C. W. (1967). Free for all. Management Science, 14, B-141-B-146. doi:10.2307/2628678

College Board. (2009). Science: College board standards for college success. Retrieved from http://profes
sionals.collegeboard.com/profdownload/cbscs-science-standards-2009.pdf

Deadman, P., Robinson, D., Moran, E., & Brondizio, E. (2004). Colonist household decisionmaking and
land-use change in the Amazon rainforest: An agent-based simulation. Environment and Planning B:
Planning and Design, 31, 693—709. doi:10.1068/b3098

de Roo, G., Hillier, J., & Wezemael, J. V. (2012). Complexity and planning: Systems, assemblages and sim-
ulations. Burlington, VT: Ashgate.

de Roo, G., & Silva, E. A. (2010). 4 planners encounter with complexity. Burlington, VT: Ashgate.

Deyle, R. E., & Slotterback, C. S. (2009). Empirical analysis of mutual learning in consensual planning
processes: An exploratory analysis of local mitigation planning in Florida. Journal of Planning Educa-
tion and Research, 29, 23-38.

du Plessis, C. (2009). Urban sustainability science as a new paradigm for planning. In A. v. d. Dobbelsteen,
A. v. Timmeren, & M. v Dorst (Eds.), Smart building in a changing climate. Amsterdam: Techne
Press.

Edwards, M. M., & Bates, L. K. (2011). Planning’s core curriculum: Knowledge, practice, and implementa-
tion. Journal of Planning Education and Research, 31, 172—183. doi:10.1177/0739456x11398043

Epstein, J. M. (1999). Agent-based computational models and generative social science. Complexity, 4, 41—
60. doi:10.1002/(SICT)1099-0526(199905/06)4:5<41::AID-CPLX9>3.0.CO;2-F

Filatova, T., Parker, D., & van der Veen, A. (2009). Agent-based Urban Land Markets: Agent’s Pricing
Behavior, Land Prices and Urban Land Use Change. Journal of Artificial Societies and Social Simula-
tion, 12(1), 3.

Forester, J. (1999). The deliberative practitioner: Encouraging participatory planning processes. Cam-
bridge, MA: MIT Press.

Gilbert, G. N., & Troitzsch, K. G. (1999). Simulation for the social scientist. Philadelphia, PA: Open
University Press.

Gogmen, Z. A. (2013). GIS Use in Public Planning Agencies: Extension Opportunities. Journal of Exten-
sion, 51(4). http://www.joe.org/joe/2013august/a5.php

Gogmen, Z. A., & Ventura, S. J. (2010). Barriers to GIS Use in Planning. Journal of the American Plan-
ning Association, 76(2), 172—183.

Hanley, P. F., & Hopkins, L. D. (2007). Do sewer extension plans affect urban development? A multiagent
simulation. Environment and Planning B: Planning and Design, 34, 6-27. d0i:10.1068/b32061

Healey, P. (2007). Urban complexity and spatial strategies: Towards a relational planning for our times.
New York, NY: Routledge.

Hmelo, C. E., Holton, D. L., & Kolodner, J. L. (2000). Designing to learn about complex systems. Journal
of the Learning Sciences, 9, 247-298. doi:10.1207/s153278091s0903 2

Hoch, C. J., Zellner, M. L., Milz, D. C., Radinsky, J., & Lyons, L. Seeing is not believing: Examining the
cognitive gains of collaborative planning. Planning Theory and Practice, (forthcoming) 2015.

Holland, J. H. (1995). Hidden order: How adaptation builds complexity. Reading, MA: Addison-Wesley.

Holland, J. H. (1998). Emergence: From chaos to order. Reading, MA: Addison-Wesley.

Hughes, T. P., Huang, H. U. 1., & Young, M. A. L. (2013). The wicked problem of China’s disappearing
coral reefs. Conservation Biology, 27, 261-269. doi:10.1111/j.1523-1739.2012.01957 x

Hutchinson, R. W., English, S. L., & Mughal, M. A. (2002). A general problem solving approach for
wicked problems: Theory and application to chemical weapons verification and biological terrorism.
Group Decision and Negotiation, 11, 257-279. doi:10.1023/A:1015638832080

Innes, J. E., & Booher, D. E. (2010). Planning with complexity: An introduction to collaborative rationality
for public policy. New York, NY: Routledge.

Isserman, A. M. (1985). Dare to plan: An essay on the role of the future in planning practice and educa-
tion. Town Planning Review, 56, 483—491. doi:10.3828/tpr.56.4.g24261722hq10208

Jacobs, J. (1961). The death and life of great American cities. New York, NY: Random House.

Jacobson, M. J., & Wilensky, U. (2006). Complex systems in education: Scientific and educational impor-
tance and implications for the learning sciences. Journal of the Learning Sciences, 15, 11-34.
doi:10.1207/s15327809jls1501_4

Jun, T. (2004). Netlogo implementation of SLUCE original model for exploration. University of Michigan
SLUCE Project. Retrieved from http://vserverl.cscs.Isa.umich.edu/sluce/education/sluce _ed.htm2004


http://dx.doi.org/10.1177/1473095212469868
http://dx.doi.org/10.2307/2628678
http://professionals.collegeboard.com/profdownload/cbscs-science-standards-2009.pdf
http://professionals.collegeboard.com/profdownload/cbscs-science-standards-2009.pdf
http://dx.doi.org/10.1068/b3098
http://dx.doi.org/10.1177/0739456x11398043
http://dx.doi.org/10.1002/(SICI)1099-0526(199905/06)4:5<41::AID-CPLX9>3.0.CO;2-F
http://www.joe.org/joe/2013august/a5.php
http://dx.doi.org/10.1068/b32061
http://dx.doi.org/10.1207/s15327809jls0903_2
http://dx.doi.org/10.1111/j.1523-1739.2012.01957.x
http://dx.doi.org/10.1023/A:1015638832080
http://dx.doi.org/10.3828/tpr.56.4.g24261722hq10208
http://dx.doi.org/10.1207/s15327809jls1501_4
http://vserver1.cscs.lsa.umich.edu/sluce/education/sluce_ed.htm2004

Planning Theory & Practice 477

Kapp, K. M. (2012). The gamification of training game-based methods and strategies for learning and
instruction. Hoboken: John Wiley & Sons.

Kaufman, S., & Simons, R. (1995). Quantitative and research methods in planning: Are schools teaching
what practitioners practice? Journal of Planning Education and Research, 15, 17. doi:10.1177/
0739456X9501500102

Kii, M., & Doi, K. (2005). Multiagent land-use and transport model for the policy evaluation of a compact
city. Environment and Planning B: Planning and Design, 32, 485-504. doi:10.1068/b3081

Klosterman, R. E. (2013). Lessons learned about planning. Journal of the American Planning Association,
79, 161-169. doi:10.1080/01944363.2013.882647

Krieger, M. H. (1986). Big decisions and a culture of decisionmaking. Journal of Policy Analysis and Man-
agement, 5, 779-797. doi:10.2307/3324883

Kuhn, T. S. (1962). The structure of scientific revolutions. Chicago, IL: University of Chicago Press.

Lai, S-K., & Han, H. (2014). Urban complexity and planning: Theories and computer simulations. Burling-
ton, VT: Ashgate.

Lee, D. (1973). Requiem for large scale models. Journal of the American Institute of Planners (May).

Lehrer, J. (2010, December 17). A physicist solves the city. The New York Times Magazine.

Levin, K., Cashore, B., Bernstein, S., & Auld, G. (2012). Overcoming the tragedy of super wicked prob-
lems: Constraining our future selves to ameliorate global climate change. Policy Sciences, 45, 123—152.
doi:10.1007/s11077-012-9151-0

Lindblom, C. E. (1959). Public Administration Review, 19, 79-88. doi:10.2307/973677

Liu, H., & Silva, E. A. (2013). Simulating the dynamics between the development of creative industries
and urban spatial structure: An agent-based model Geertman. In S. Geertman, F. J. Toppen, & J. C. H.
Stillwell (Eds.), Planning support systems for sustainable urban development. New York, NY: Springer.

Magliocca, N., Safirova, E., McConnell, V., & Walls, M. (2011). An economic agent-based model of cou-
pled housing and land markets (CHALMS). Computers, Environment and Urban Systems, 35, 183—
191. doi:10.1016/j.compenvurbsys.2011.01.002

Marshall, S. (2012). Planning, design and the complexity of cities. In J. Portugali, H. Meyer, E. Stolk, &
E. Tan (Eds.), Complexity theories of cities have come of age an overview with implications to urban
planning and design. Heidelberg: Springer Berlin Heidelberg.

McGonigal, J. (2011). Reality is broken: Why games make us better and how they can change the world.
New York, NY: Penguin Press.

Miller, J. H., & Page, S. E. (2007). Complex adaptive systems: An introduction to computational models of
social life. Princeton, NJ: Princeton University Press.

Murphy, R. (2012). Sustainability: A wicked problem. Sociologica: Italian Journal of Sociology, Online 2.
doi:10.2383/382742012. http://www.sociologica.mulino.it/doi/10.2383/38274

Myers, D. (2001). SYMPOSIUM: Putting the future in planning. Journal of the American Planning Associ-
ation, 67, 365-367. doi:10.1080/01944360108976244

Pennington, M. A. (2002). Hayekian liberal critique of collaborative planning. In P. Allmendinger & M.
Tewdwr-Jones (Eds.), Planning futures: New directions for planning theory (pp. 187-205). New York,
NY: Routledge.

Portugali, J., Meyer, H., Stolk, E., & Tan, E. (2012). Complexity theories of cities have come of age an
overview with implications to urban planning and design. Heidelberg: Springer Berlin Heidelberg.

Prigogine, 1. (1996). The end of certainty. New York, NY: The Free Press.

Protzen, J.-P., & Harris, D. J. (2010). The universe of design: Horst Rittels theories of design and plan-
ning. New York, NY: Routledge.

Ragin, C. C., & Becker, H. S. (1992). What is a case?: Exploring the foundations of social inquiry. New
York, NY: Cambridge University Press.

Railsback, S. F., & Grimm, V. (2012). Agent-based and individual-based modeling: A practical introduc-
tion. Princeton, NJ: Princeton University Press.

Rand, W., Zellner, M. L., Page, S. E., Riolo, R. L., Brown, D. G., & Fernandez, L. E. (2002). The Com-
plex Interaction of Agents and Environments: An Example in Urban Sprawl. Paper presented at the
Agent 2002 Conference on Social Agents: Ecology, Exchange and Evolution, Chicago.

Randolph, J. (2012). Environmental land use planning and management. Washington, DC: Island Press.

Rayner, S. (2006, July). Wicked Problems, Clumsy Solutions — diagnoses and prescriptions for environmen-
tal ills. Sydney: Jack Beale Memorial Lecture on Global Environment ANSW Sydney.

Rith, C., & Dubberly, H. (2007). Design Issues, 23, 72. d0i:10.2307/25224090

Rittel, H. W. J., & Webber, M. M. (1973). Dilemmas in a general theory of planning. Policy Sciences, 4,
155-169. doi:10.1007/BF01405730


http://dx.doi.org/10.1177/0739456X9501500102
http://dx.doi.org/10.1177/0739456X9501500102
http://dx.doi.org/10.1068/b3081
http://dx.doi.org/10.1080/01944363.2013.882647
http://dx.doi.org/10.2307/3324883
http://dx.doi.org/10.1007/s11077-012-9151-0
http://dx.doi.org/10.2307/973677
http://dx.doi.org/10.1016/j.compenvurbsys.2011.01.002
http://10.2383/382742012
http://www.sociologica.mulino.it/doi/10.2383/38274
http://dx.doi.org/10.1080/01944360108976244
http://dx.doi.org/10.2307/25224090
http://dx.doi.org/10.1007/BF01405730

478 M. Zellner and S.D. Campbell

Robinson, D. T., Sun, S., Hutchins, M., Riolo, R. L., Brown, D. G., Parker D. C., ... Kiger, S. (2013).
Effects of land markets and land management on ecosystem function: A framework for modelling
exurban land-change. Environmental Modelling & Softwarem, 45, 129-140. doi:10.1016/j.en-
vsoft.2012.06.016

Schelling, T. C. (1969). Models of segregation. American Economic Review, 59, 488—493.

Schelling, T. C. (1978). Micromotives and macrobehavior. New York, NY: Norton.

Schively, C. (2007). A quantitative analysis of consensus building in local environmental review. Journal
of Planning Education and Research, 27, 82-98. doi:10.1177/0739456X07305794

Seager, T., Selinger, E., & Wiek, A. (2012). Sustainable engineering science for resolving wicked problems.
Journal of Agricultural and Environmental Ethics, 25, 467-484. do0i:10.1007/s10806-011-9342-2

Skaburskis, A. (2008). The origin of wicked problems. Planning Theory & Practice, 9, 277-280. doi:10.1080/
14649350802041654

Suits, B. H. (1978). The grasshopper: Games, life, and Utopia. Buffalo, NY: University of Toronto Press.

Torrens, P. M., & Nara, A. (2007). Modeling gentrification dynamics: A hybrid approach Computers. Envi-
ronment and Urban Systems, 31, 337-361. doi:10.1016/j.compenvurbsys.2006.07.004

van der Leeuw, S. E. (2004). Why model? Cybernetics and Systems, 35, 117-128. doi:10.1080/
01969720490426803

Verma, N. (1996). Pragmatic rationality and planning theory. Journal of Planning Education and Research
16(1), 5-14.

Wachs, M. (2001). Forecasting versus envisioning: A new window on the future. Journal of the American
Planning Association, 67, 367-372. doi:10.1080/01944360108976245

Weaver, W. (1948). Science and complexity. American Scientist, 36, 536-544. doi:10.2307/27826254

Wexler, M. N. (2009). Exploring the moral dimension of wicked problems. International Journal of Sociol-
ogy and Social Policy, 29, 531-542. doi:10.1108/01443330910986306

Whiteman, J. (1983). Dramatic Decisions: An Essay on Design and Decision Theory in Planning. Paper
presented at the Association of Collegiate Schools of Planning, San Francisco.

Wilensky, U. (1997). NetLogo Segregation model. Center for Connected Learning and Computer-Based
Modeling, Northwestern University, Evanston, IL. http://ccl.northwestern.edu/netlogo/models/Segrega
tion

Wilensky, U. (1999). NetLogo. Center for Connected Learning and Computer-Based Modeling, Northwest-
ern University, Evanston, IL. http://ccl.northwestern.edu/netlogo/

Wilensky, U. (1999). NetLogo. http://ccl.northwestern.edu/netlogo/. Center for Connected Learning and
Computer-Based Modeling, Northwestern University, Evanston, IL.

Zellner, M. L. (2007). Generating policies for sustainable water use in complex scenarios: An integrated
land-use and water-use model of Monroe County, Michigan. In Environment and Planning B: Planning
and Design, 34, 664—686. doi:10.1068/b32152

Zellner, M. L. (2008). Embracing complexity and uncertainty: The potential of agent-based modeling for
environmental planning and policy. Planning Theory & Practice, 9, 437-457. doi:10.1080/
14649350802481470

Zellner, M. L. (2011). Netlogo SOME-Groundwater Model (SOME-GW). Department of Urban Planning
and Policy. Chicago, IL: University of Illinois at Chicago.

Zellner, M. L., Lyons, L. B., Hoch, C. J., Weizeorick, J., Kunda, C., & Milz, D. C. (2012). Modeling,
learning, and planning together: An application of participatory agent-based modeling to environmental
planning URISA. Journal, 24, 77-92.

Zellner, M. L., & Reeves, H. W. (2012) Examining the contradiction in ‘sustainable urban growth’: An
example of groundwater sustainability. Journal of Environmental Planning and Management, 55, 545—
562. doi: 10.1080/09640568.2011.614426

Zellner, M. L., Riolo, R. L., Brown, D. G., Page, S. E., & Fernandez L. E. (2010). The problem with zon-
ing: Nonlinear effects of interactions between location preferences and externalities on land use and
utility. Environment and Planning B: Planning and Design, 37, 408—428. doi:10.1068/b35053

Zellner, M. L., Theis, T. L., Karunanithi, A. T., Garmestani, A. S., & Cabezas, H. (2008). A new frame-
work for urban sustainability assessments: Linking complexity, information and policy. Computers,
Environment and Urban Systems, 32, 474—488. doi:10.1016/j.compenvurbsys.2008.08.003


http://dx.doi.org/10.1016/j.envsoft.2012.06.016
http://dx.doi.org/10.1016/j.envsoft.2012.06.016
http://dx.doi.org/10.1177/0739456X07305794
http://dx.doi.org/10.1007/s10806-011-9342-2
http://dx.doi.org/10.1080/14649350802041654
http://dx.doi.org/10.1080/14649350802041654
http://dx.doi.org/10.1016/j.compenvurbsys.2006.07.004
http://dx.doi.org/10.1080/01969720490426803
http://dx.doi.org/10.1080/01969720490426803
http://dx.doi.org/10.1080/01944360108976245
http://dx.doi.org/10.2307/27826254
http://dx.doi.org/10.1108/01443330910986306
http://ccl.northwestern.edu/netlogo/models/Segregation
http://ccl.northwestern.edu/netlogo/models/Segregation
http://ccl.northwestern.edu/netlogo/
http://ccl.northwestern.edu/netlogo/
http://dx.doi.org/10.1068/b32152
http://dx.doi.org/10.1080/14649350802481470
http://dx.doi.org/10.1080/14649350802481470
http://dx.doi.org/10.1080/09640568.2011.614426
http://dx.doi.org/10.1068/b35053
http://dx.doi.org/10.1016/j.compenvurbsys.2008.08.003

	Abstract
	1. Introduction: what happens when one brings complexity to wicked problems?
	2. Complex systems and planning
	2.1. Complex systems analysis as an element and extension of collaborative planning?

	3. Examining wicked problems through the lens of complex systems
	4. An untapped potential: barriers to widespread adoption of complex systems reasoning and tools in planning
	4.1. Methodological challenges
	4.1.1. The adoption of GIS methods as a model for complex systems?
	4.1.2. The art of reasoning with complex systems

	4.2. Theoretical challenges

	5. Strategies to incorporate complex systems in planning education and practice
	5.1. Working with complex systems requires sustained interaction and effort
	5.2. Bring numbers, risk and critical problem-definition back to planning education
	5.3. Educate citizens to reason about complex systems
	5.4. Educate planners and citizens on systematic problem-solving
	5.5. Final thought

	Acknowledgements
	 Disclosure statement
	Funding
	Notes on con�trib�u�tors
	ORCID
	References



