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A B S T R A C T   

We present a Systems Usability Case approach enabling a requirement-based human factors evaluation of 
complex socio-technical systems. The approach is especially suitable for stepwise verification and validation 
activities of nuclear power plant control-room systems. Systems Usability Case is based on the Safety Case 
approach and exploits the Systems Usability construct. Systems Usability Case is a conceptual procedure within 
which a reasoning process takes place that enables moving from abstract understanding of human performance 
and usability of complex tools, to concrete proof of a specific system, and finally to interpreting, in elaborated 
abstract terms, what is learned about the overall acceptability and level of Systems Usability of the targeted 
system. The paper introduces the Systems Usability Case approach and demonstrates an application of it to real 
data from a stepwise control room validation. The results suggest that Systems Usability Case has some ad-
vantages: it helps to conduct the validation activities in a more systematic fashion; it makes the reasoning process 
more explicit and transparent; we are able to build a longitudinal view of the progress of the design process; and 
constructing the Systems Usability Case enables monitoring of the fulfilment of the requirements from the human 
factors (i.e., Systems Usability) perspective.   

1. Introduction 

When people are talking about complex and safety-critical socio- 
technical systems, a nuclear power plant (NPP) typically presents an 
ideal example. Because of the complexity, its construction is a consid-
erable effort that takes time, and the design process is difficult to plan. 
Moreover, since the life cycle of a NPP is expected to be long (i.e., several 
decades), upgrades of different degrees are needed throughout the life 
cycle, for example, as a response to technological advancements or 
changes in operational and safety demands. These characteristics lay 
down criteria for the design and construction process: It must be sys-
tematic, comprehensive, and divided into manageable chunks; it must 
proceed in gradual stages from one chunk to another, and it must be easy 
to monitor and well documented. 

During the NPP life cycle, it is expected that changes and upgrades 
are required to the control room human-system interface (CR HSI) sys-
tems. The extent of these changes may vary from just upgrading the 
existing displays to new ones to fully digitalizing the CR HSI systems in 
connection with a larger automation modernization project. Regardless 
of the project scope, similar requirements to those for the overall NPP 

design process can also be laid down for the CR HSI systems design, that 
is, it must be systematic, comprehensive, and iterative; be easy to 
monitor throughout the system life-cycle, be well-documented and, in 
the end, reach a conclusion about the system’s suitability for use (Grote, 
2012; Law et al., 2008). 

Human factors engineering (HFE) is an essential part of the inte-
grated design process in which the diverse design streams, tasks and 
disciplines are coordinated in order to achieve an optimal design solu-
tion. Due to the human operators’ significant and yet evolving role in 
ensuring the ultimate safety of highly automated plant operations, HFE 
is important when design solutions are developed for a NPP CR (Moray, 
1997). Control room verification and validation (V&V) is a critical HFE 
activity in ensuring the proper functioning of the CR HSI systems 
(Norros et al., 2015; USNRC, 2012). Thus, systematic efforts are needed 
to gather and document validation and other human factors data at 
different phases of the plant’s operational life, and during the design and 
implementation of different CR and HSI upgrades. In this paper, we 
concentrate on CR HSI validation activity that may enable us as inde-
pendent human factors experts to make a statement about the accept-
ability and usability of the target CR system. Validation of the system 
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against performance-based criteria is a challenging task both theoreti-
cally and practically and has thus motived us to develop new systematic 
methods for conducting human factors validations. 

1.1. Goals and functions of CR validation 

From a practical point of view, validation of a CR has four main 
functions: it provides (1) an independent and comprehensive evaluation 
of the CR HSIs, (2) support and continuous feedback for an iterative CR 
design, (3) input to human reliability analysis (HRA), and (4) a reference 
for human performance monitoring. Even though the validation 
approach presented in this paper may generally support HRA, we 
concentrate here on the first two functions which set equally important 
goals for validation, that is, CR validation should not only provide jus-
tifications for the proposed design solutions, but also help the designers 
to improve the maturing system (e.g., Woods and Sarter, 1993). A crit-
ical question is how to achieve these two goals in the most practical and 
economically feasible way. With regard to the first goal, the aim is to 
achieve a reasonable confidence of the system safety; with regard to the 
second goal, the aim is to promote a continuous maturation of the design 
solution with allocated resources and within the planned time frame. 

Even though activities concerning these two goals, that is, arriving to 
a safety justification and furthering the design, are tightly interwoven, 
the two are typically clearly separated processes. In the NPP context, 
independence of design and formal evaluation is considered desirable. 
That is, according to the traditional model of systems engineering, the 
design process consists of a series of steps that follow each other 
sequentially and concludes with an integrated system validation (ISV) of 
the resulted design solution (i.e., system) before commissioning. 

If we look at the history of CR validation in the nuclear domain 
(O’Hara, 1999), the focus in the licensing process has long been on the 
V&V, and specifically on the demonstration of the validity of the inte-
grated system at the end of the design process. Guides and standards 
have provided explicit guidance on how to accomplish V&V in the 
licensing process, and there has been quite much research on the topic, 
for example, under the OECD NEA Halden Reactor Project (Braarud and 
Strand, 2011; OECD/NEA, 2017; Simonsen and Osvalder, 2018). One of 
the most advanced description of the approach are given in NUREG/CR- 
6393 by John O’Hara (USNRC, 1997; Wise and Wise, 1993), who pre-
sented a conceptual model for final validation based on quasi- 
experimental research methodology. In the past few years, these docu-
ments have been reconsidered due to the challenging demands that the 
question of V&V continues to set out, for example, how to aggregate and 
systematize large amounts of data produced during the validation pro-
cess (OECD/NEA, 2017; 2019). 

The ultimate aim of all these efforts has been to refine validation 
methodology in such a way that we can achieve reasonable confidence 
of the acceptability of the new design. Conventionally ISV has served the 
licensing process and it has been considered as a completely separate 
enterprise from the testing conducted during the design, which is mainly 
accomplished at the sub-system level. 

However, there have been claims that these two enterprises, that is, 
design and evaluation for acceptability, are not that different from each 
other, as might seem at the first glance. Therefore, we should try to 
develop a common framework for both of them, which would be based 
on a step-by-step testing of the quality of a system – in order to hit two 
birds with the same stone and potentially also to cut the costs of the 
design work. Many researchers have advocated this kind of multi-stage 
approach for system validation and developed methodology for it. The 
first systematic effort for the introduction of a multi-stage validation 
approach in the nuclear domain has been made under the OECD/NEA 
Working Group of Human and Organizational Factors (WGHOF) Task 
Group by an international group of human factors experts in 2016–18 
(OECD, NEA, 2019). One of the main challenges for multi-stage vali-
dation identified by this task group is the aggregation of validation ev-
idence over the validation activities throughout the design process, 

which is the topic of this paper. 

1.2. Approaches to CR validation 

Regarding the first function of CR validation, how are we able to 
achieve a reasonable confidence of the safety of a complex system? Wise 
and Wise (Wise and Wise, 1993, see also Everdij et al., 2009) presented 
four general approaches to validation, which they associated and thus 
named based on four Western philosophers, Locke, Leibnitz, Kant and 
Hegel according to the epistemic orientation they portray. Here we focus 
on the “Lockean” and “Kantian” approaches, which present two opposite 
ways of thinking about validation. A “Lockean” approach is based on the 
traditional scientific method, and according to it, the validation process 
should produce one definite answer to the critical question of whether 
the system is safe or not. If the system is relatively simple and well- 
developed, the “Lockean” approach would provide straightforwardly 
an answer to the validation question. There are several examples of the 
application of this approach in various domains. The construction of a 
decision model within the U.S. Marine Corps Operational Test and 
Evaluation Activity (MCOTEA) (United States Marine Corps, 2007) is an 
example of this type of approach, which is based on detailed, quanti-
tative data that can be expressed in the form of mathematical formulas. 
Similar example in nuclear domain can be found, Ha et al. (Ha et al., 
2007) introduced a calculation of a discrepancy score for the assessment 
of plant performance, which was based on the discrepancy between 
acceptable values and the observed values of specific process parame-
ters. Models in the “Lockean” approach are descriptive in nature in that 
they provide a quantitative summary of the experimental evidence. 

According to the “Kantian” approach to validation, there is no single 
answer to the question of system validity, but instead many answers that 
consider the system and its safety from different points of views. Safety 
Case provides a good example of a Kantian approach (Bishop and 
Bloomfield, 1998). We propose that because a NPP CR with its HSIs is a 
highly complex system whose safety and efficiency depend on the 
interplay of both technical and human and organizational features, a 
more heterogeneous Kantian approach for its validation is needed. The 
approach should be based on a diverse set of validation questions - 
coming from various sources and expressed in a form of requirements - 
and of answers to these questions. For each requirement, a set of criteria 
for their acceptance is derived, and the system is tested against these 
criteria. A reasonable confidence of the system safety is not achieved 
until all the criteria are met. 

1.3. Multi-stage validation in CR design process 

As already discussed above, carrying out a comprehensive evaluation 
of CR HSI systems involve several methodological challenges. First, each 
CR with its respective HSIs is a unique entity, and in practice it may be 
difficult to find a suitable reference system that could be directly used as 
a baseline in the assessment of the system’s usability. The design process 
and the completion of a CR design project may be very long and time- 
consuming processes and result in an abundance of information and 
data to be handled and managed. Furthermore, it is often not operatively 
possible or economically feasible to accomplish all the products of 
design at once; instead, the design solutions need to be evaluated in a 
focused way and the required evaluations are implemented in several 
stages. Consequently, the human factors efforts and the validation ac-
tivities need to be planned and organized in a stepwise manner. We have 
coined the term “sub-system validation” (SSV) to describe a validation 
activity targeting to evaluate a subset of design solutions, and believe 
that typically a series of SSVs is needed (Fig. 1) (Laarni et al., 2014). 

Conducting SSV as part of the validation process has the following 
four characteristics: Firstly, the validation process is divided into several 
steps, which focus on the different parts of the CR HSI system, including 
the concept of operation for the new CR (Laarni et al., 2013). Secondly, 
the validation activities aim at identifying and localizing design flaws 
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and places for improvements as early as possible, that is, at the con-
ceptual phase (Simonsen et al., 2020), when the possible problems may 
still be cost-effectively acted upon and solved. Third, a graded approach 
is followed in focusing of validation activities, according to which, 
design solutions that are most safety–critical and have the highest 
novelty value will be evaluated most comprehensively. Fourthly, re-
quirements are systematically used as a reference in the assessment of 
acceptability of CR solutions. 

Many viewpoints have to be considered when performing SSV as a 
part of a stepwise CR HSI systems validation process. For example, the 
different stages of the design process may set different demands on the 
validation process (e.g., validation of design with mockups vs. full scale 
simulator), and different amounts of time are needed in the design of 
different parts of the system. Furthermore, there are different human 
factors focus areas, such as user interface and procedure design, simu-
lator facilities and training of operations personnel that are greatly 
affected by the design project. All these areas should also be considered, 
one way or the other, when planning and implementing validation ac-
tivities for CR HSI systems. 

Our approach to CR HSI system validation will provide an effective 
means for the systemization of the validation evidence in order to reach 
reasonable confidence of the system safety. Furthermore, it will give 
support for incremental, stepwise, comprehensive and iterative design 
of NPP CR HSI systems. Therefore, it may be a particularly suitable 
methodology for a multi-stage validation of CR HSI systems. In this 
paper, we will focus on our approach from the perspective of how to 
effectively and systematically gather, aggregate and manage human 
factors data and validation evidence to draw conclusions about the us-
ability of the system. We first present the conceptual background of the 
Systems Usability Case (SUC) approach to CR HSI systems validation, 
then we describe the logic of the reasoning process and explain in more 
detail how the SUC approach may be implemented in CR HSI validation. 
In this connection, we also discuss how the SUC supports the progress of 
the validation process through a number of SSVs to the ISV. After that, 
we provide a demonstration of SUC’s practical application in a real life 
CR modernization project. In the final section, we summarize the ben-
efits that the SUC may hold and discuss its methodological limitations 
and developmental needs that guide our future research. 

2. Systems usability case methodology 

This section will define the key concepts of the SUC methodology. 
Primarily, the SUC approach promotes transparency and rigor in CR HSI 
system validations, and encourages documenting the validation result in 
the form of typical of safety case demonstrations. In Fig. 2, theories and 
research approaches have been illustrated that provide inspiration for 
the SUC. The SUC is a result of decades of human factors work that we 
have advanced both theoretically and in practice through several 
research and validation projects. We first introduce the concept of 
“safety case”, which has been our main starting point for the develop-
ment of SUC. 

2.1. Safety case 

A safety case is a definitive requirement in many safety standards, 
and therefore safety cases are required to be produced in many safe-
ty–critical domains such as rail transport, military, oil and gas drilling 
and nuclear industries. According to one definition, a safety case is ”a 
documented body of evidence that provides a convincing and valid argument 
that a system is adequately safe for a given application in a given environ-
ment” (Bishop and Bloomfield, 1998). The idea of a safety case is to 
gather safety-related information into one document that is usable 
during the system’s life-cycle to demonstrate the safety of the system. 
The safety case provides a frame within which the safety related infor-
mation may be documented and organized in a structured way. 
Furthermore, in the safety case the abstraction level and the in-
terconnections between pieces of information may be taken into account 
and made explicit. Safety cases are built and structured based on three 
main elements (Bishop and Bloomfield, 1998): claims, evidence and 
arguments. A claim is an entity that expresses a property of the system. 
Evidence is data about the system’s ability to support safety, and it is used 
as the basis of making a safety argument. An argument is a description 
that connects the pieces of evidence to a claim. 

Both Safety Case approach (Bishop and Bloomfield, 1998) and the 
Generic Methodology for V&V (Roza et al., 2013) apply argumentation 
and hierarchical ‘tree-like’ presentation of results (see Fig. 2), both of 
which have also been applied in the SUC. 

2.2. Systems usability concept 

Systems Usability (SU) characterizes the appropriateness of tech-
nology from the human factors point of view (Savioja, 2014; Savioja and 
Norros, 2008). Systems Usability denotes the capability of a technology 
to meet the core-task requirements (Norros, 2004) of a work activity in 
any situation. In essence, in nuclear energy production the core task is 
the safe and efficient functioning of the plant. In addition to supporting 
the fulfillment of the core-task demands, SU is defined by the generic 
functions of the technology as a tool in human activity (Norros, 2017). 
To put it more accurately, Systems Usability expresses “the capability of a 
technology to support fulfilment of the work demands so that the objectives of 
the activity are met, and the technology has the capability to support the three 
theory-based general tool functions, instrumental, psychological, and 

Fig. 1. Stepwise validation in CR design (see Laarni et al., 2013). The arrow 
indicates the timeline of the validation activities. SSV means Sub- 
System Validation. 

Systems Usability Case
SUC

Continuous
Engineering

Safety Case Multi-Stage
Validation MSV

Generic
Methodology for

V&V GM-VVArgumentation
structure

Description of a goal network

Early validation

Life-Cycle View

Practice-Theory Approach
to Human Factors

Notion of Systems Usability

Fig. 2. A visual overview of theories and streams of research that has influenced the development of SUC (Bishop and Bloomfield, 1998; Laarni et al., 2014; Norros 
et al., 2015; Roza et al., 2013; Shamie, 2014). 
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communicative functions”(Savioja, 2014, p.87). 
From the perspective of system validation, the SU provides a con-

textually defined human factors requirement towards which the design 
solution should be steered, and which the validated end-product should 
fulfill. The SU construct consists of nine generic indicators of SU that are 
derived by cross-tabulating the above mentioned three generic tool 
functions, that is, instrumental, psychological and communicative 
function, and three perspectives on activity, that is, performance 
(outcome), way of acting, and user experience (UX), expressing the use 
of a tool in the fulfillment of the core task. The nine generic SU in-
dicators of good quality of a tool are shown in Fig. 3. Furthermore, a set 
of more specific indicators may be defined that are relevant for the work 
and technology under consideration (e.g., NPP process control work), as 
shown in Fig. 3. CR HSI systems of good SU could potentially, through 
promoting an appropriate way of the personnel acting, increase the 
socio-technical system’s ability to meet situational demands (Savioja 
et al., 2014). As indicated, for example, by Hollnagel et al. (Hollnagel 
et al., 2011) - who define resilience “The intrinsic ability of a system to 
adjust its functioning prior to, during, or following changes and disturbances, 
so that it can sustain required operations under both expected and unexpected 
conditions” - such ability of a system speaks of its resilience that in turn 
strengthens its overall safety. 

2.3. Systems usability case 

A Systems Usability Case delivers the basic inference structure of the 
safety case methodology, that is, we make explicit a set of claims, pro-
duce evidence as a basis for making arguments and apply it to building a 
Systems Usability Case. Like a safety case, a SUC draws on positive ev-
idence that, in our case, supports the fulfilment of SU. We label this 
positive evidence as a human engineering conformity (HEC) which in-
dicates that the design solution achieves its potentials and supports 
resilient and safe performance. However, we have modified and 
extended the idea of safety case to better meet the demands of informing 
design: We take into account design deficiencies identified in the vali-
dation process, and take them as negative evidence of the fulfilment of 
SU. This kind of negative piece of evidence is called a human engi-
neering discrepancy (HED) as commonly used in human factors engi-
neering. HEDs may be deviations from optimal operator performance, 

requirements or design conventions. This means that we do not only 
generate a final statement or a description of the performance of the 
tested system during its operation as is done in safety case, but SUC also 
aims at producing information relevant to the design process. 

Based on the above-mentioned elaboration, SUC is defined as aiming 
at “creating an accumulated documented body of evidence throughout the 
design that provides a convincing and valid argument of the degree of us-
ability of a system for a given application in a given environment” (Liinasuo 
and Norros, 2007). SUC provides a foundation for systematic and 
comprehensive human factors data management by enabling the 
consolidation of various types of information and by building up an 
overall picture of the progress of the design work. Furthermore, the 
approach provides continuous support for ongoing iterative design of CR 
HSI systems by producing regular feedback to design. All this increases 
transparency and supports better monitoring of the proceeding of the 
design project. 

3. Constructing a Systems Usability Case 

Constructing a SUC within one validation study (e.g., one SSV in a 
stepwise validation process) is divided into two stages of reasoning and 
an intervening practical testing of the system (see Fig. 3): the first stage 
of reasoning is the formulation of the goal structure, established before 
the actual testing of the system. Then the system is tested in practical 
experiments and trials, for example, in a series of validation tests (Laarni 
et al., 2015; Roza et al., 2013) for gaining evidence. Then follows the 
second stage of reasoning aiming at the establishment of the claim 
structure. This makes explicit the arguments that show how the achieved 
evidence supports/rejects the fulfilment of the claims. The goal and 
claim structures of the SUC and the intervening test activities are 
depicted in Fig. 4 and described in more detail below. 

3.1. Goal structure 

The goal structure part of the SUC (see upper part of the Fig. 4) 
provides the reference base for the validation, and it is an essential 
element of the independent CR HSI validation process. Creating and 
working through the goal structure helps human factors experts to plan 
the test activities and to identify the focus areas important to be included 

Fig. 3. Nine general indicators of Systems Usability and some NPP specific performance measures (Norros et al., 2015 modified from Savioja, 2014) The case-specific 
indicators are presented in parentheses as an example. 
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into the validation test. The high-level acceptance goal (topmost in 
Fig. 4) describes the ultimate objective for validation, which, in our case, 
means, the promotion of system safety through human performance. 
The general idea is that the high-level acceptance goal is divided into a 
hierarchy of several sub-level goals, that is, into SU and project-specific 
requirements. SU requirements consist of the nine generic indicators of 
SU (see Fig. 3) which should be expressed in a contextualized form 
reflecting the specifics of the work domain. The specific, conceptualized 
statements link these abstract indicators to the concrete reality of CR 
settings and operator work (as an example SU indicator of effortless 
usage: the new HSI should not induce higher levels of workload and 
stress, measured by NASA-TLX, among operators than the old HSI). 

The project-specific requirements are drawn from the design docu-
mentation developed by the design organization, typically on the basis 
of operating experience, standards and guidelines. In constructing the 
goal structure, the human factors experts thematically organize the 
project-specific requirements under the SU requirements in such a way 
that each selected project-specific requirement is linked to at least one 
related SU requirement. 

For each project-specific requirement, a specific acceptance crite-
rion, or a set of criteria, are then derived. Acceptance criteria make 
explicit statements about acceptable human performance in the new CR, 

and they make it possible to determine whether and to what degree the 
design conforms to the requirements. Acceptance criteria are derived 
from the SU and project-specific requirements. The fulfilment of the 
acceptance criteria can be tested by a defined set of performance mea-
sures (e.g., performance time or number of errors in performance). A 
validation test occasion is determined for each of these criteria which 
provides a test condition where a particular criterion can be assessed. 
Proper handling of nuclear accident events, such as loss of coolant ac-
cidents (LOCA) and steam generator tube rupture (SGTR), consists of a 
set of operator activities through which the acceptance criteria can be 
tested. 

The actual validation test is then conducted, for example, in a 
simulator environment with licensed CR operators. The implementation 
of the validation test is illustrated with a horizontal yellow text box in 
the middle of Fig. 4. Both performance measures and the availability of 
test occasions set constraints for the specification of acceptance criteria 
(e.g., for their accuracy): Acceptance criteria have to be defined in such a 
way that makes it possible to measure them by existing performance 
measures and also takes into account the details of the selected opera-
tional conditions. To take a simple example of one of our recent vali-
dation studies: it was required that the shift supervisor is able to 
complete his/her duties and responsibilities in the beginning of a 

Fig. 4. General SUC framework including goal structure and claim structure parts.  
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simulated accident quickly enough so that the other operators need not 
wait for their completion before proceeding to the next page of the 
procedure. 

In the upper part of the Fig. 4 (i.e., goal structure part), the colored 
shapes illustrate the different phases of constructing the goal structure of 
SUC. The human factors experts need to devote considerable effort to the 
analysis of the design documentation in developing the goal structure 
and defining the acceptance criteria and relevant test occasions (e.g., 
scenario runs). Only after these tasks have been accomplished, can the 
actual validation tests be conducted. 

3.2. Claim structure 

The claim structure (see the lower part of the Fig. 4), is a kind of 
mirror image of the goal structure part and enables a case-based struc-
turing of the validation test results. The claim structure comprises a set 
of evidence, arguments and claims. In this stage of reasoning, the re-
quirements serve a new role as claims. Constructing the claim structure 
aims to create a documented body of evidence providing a valid argu-
ment of the degree of SU of the system under consideration. 

An item of evidence is a description of operator or system perfor-
mance in the context of a particular operational test occasion (see 
middle part of Fig. 4). Examples of items of evidence are task completion 
times, errors in performance and subjective evaluations of, for example, 
mental workload, situation awareness and teamwork. For each test 
occasion, at least one item of evidence is associated. Items of evidence 
may be either positive or negative from the point of view of the design 
depending on whether the corresponding acceptance criterion is met or 
not. Positive evidence, that is, a HEC, includes signs of positive surprises 
and clear evidence of future potentials, whereas a HED is any indication 
of problems or deviations regarding the user interface, procedures or 
user performance. However, it is expected that completely new HEDs 
also emerge in the test that may not be connected to any predefined 
acceptance criteria. Consequently, new requirements need to be defined 
in the goal structure. 

In SUC, a claim is a generic property of the design solution, or its use, 
which has been defined prior to design (cf. requirements in the goal 
structure). Claims regarding what is considered a “good” system pro-
vides a reference against which the acquired evidence is assessed. An 
argument is the human factors experts’ explanation of how evidence 
makes explicit the fulfillment of a claim (i.e., whether a HEC or HED is 
identified). In other words, it defines a generic mechanism in the use or 
design of the system that may cause the specific HEC/HED. Arguments 
are needed to bridge the gap between a specific piece of evidence and a 
more generic claim. 

The arguments emerge from the data as each HED/HEC is individ-
ually analyzed. In our validation tests, we categorized the arguments 
into three classes: 1) a conflict/coherence with design principles or good 
design practices, 2) a conflict/coherence with or threat/no threat to the 
generic human performance conditions, and 3) an error or a near miss 
that hindered/no hindrance of the functioning of the system. For each 
argument type, a couple of more specific arguments were introduced. 
For example, to name some negative examples, under the first category 
(i.e., conflict with design principles or good design practices) the more 
specific arguments were: “violates style guide”, “violates established 
usability principles”, and “discrepancy between procedure (paper/ 
electronic) and operational display”. Examples of the specific arguments 
in the second category were: “increases mental load”, “hampers the 
fluency of performance”, “hinders the coordination of teamwork”, and 
“hinders control of own performance”. Finally, in the third argument 
category, following arguments emerged: “possibility for/actual misin-
terpretation”, “possibility for/actual false execution of action”, “possi-
bility for/actual confusion with regard to automatic operations”, 
”decrease in the reliability of actions”. 

To summarize, the claim structure part of SUC aims to organize the 
information acquired in the validation tests, and the expert knowledge 

about human factors into a systematic and meaningful general view and 
to make the reasoning behind the validation results explicit. 

3.3. Systems usability case in multi-stage validation process 

As noted, a case-based approach seems particularly helpful, when the 
system to be evaluated is unique and comparison to other systems is 
difficult. One of the main aims of establishing a SUC is to bring to the 
front the arguments and evidence for safety in such a way that the 
argumentation is transparent and logically valid, and the fulfilment of 
regulatory requirements can be evaluated. Another aim of the SUC is to 
make decisions about safety traceable throughout the life-cycle of a 
product. 

Fig. 5 below demonstrates how the validation evidence is aggregated 
and design solutions are maturated over a variety of validation test ac-
tivities. It also demonstrates how the individual SSV test activities are 
interrelated. There is a progression of fulfilment of human factors re-
quirements through the time of validation. Some of the HEDs are 
resolved in one stage (i.e., a particular SSV test), but the revised design 
solutions have to be retested in the next stage (i.e., following SSV test). 
In addition, project-specific requirements may change or become more 
precise, and new project-specific requirements may emerge during the 
validation process that need to be included in the SUC. It is quite typical 
that operators raise concerns about impacts of a particular design so-
lution on aspects of operator work that have not been adequately 
addressed in specification of requirements and thus in establishment of 
the SUC goal structure. These concerns have to be put into requirements 
in the next iteration of the SUC. However, the idea is that at in the end of 
the validation process all the identified HEDs are resolved and new 
critical requirements do not emerge any more. This kind of systematic 
and incremental process provides support both for the continuous 
evaluation and maturation of the design solutions and for the indepen-
dent validation of the CR HSI systems (see the black arrow at the bottom 
of the Fig. 5). 

4. Demonstration 

Next, we will present a simplified real-life example to illustrate the 
application of the SUC approach in CR HSI systems V&V. The presented 
example is related to validation activity targeted to new safety HSIs and 
emergency operating procedures (EOPs) introduced in connection to 
one particular NPP modernization project. Fig. 6 presents a simplified 
goal structure of a SUC regarding the example SSV test activity. 

The main acceptance goal and the SU requirements are common to 
all SSVs (see the two upper rows in the Fig. 6), but the tabulated project- 
specific requirements (PS_RQ) are specific to the example SSV test case 
(i.e., requirements concerning the subsystem to be validated). There are 
dozens of relevant project-specific requirements, however, only three of 
them are displayed in Fig. 6. For the specific operational concept and 
safety HSI and EOPs, the following requirements were defined:  

• PS_RQ1 If the main CR cannot be used the unit shall be able to be 
operated to safe state by procedure guidance,  

• PS_RQ2 A dedicated safe shutdown procedure shall be designed to 
each operator qualification (SS, RO and TO) separately and 

• PS_RQ3 Entrance criteria shall be defined for safe shutdown pro-
cedure (see Fig. 5). 

The acceptance criteria (C) are described as precisely as it is 
reasonable and possible to do. In Fig. 6, three acceptance criteria are 
depicted:  

• C1 The main CR is left without any delays and endangering own 
health,  

• C2 The unit can be operated to safe state (outlet temperature of core 
less than 140 ◦C) and 
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• C3 The operators can carry out the procedure based actions in loss of 
main CR situation. 

Several acceptance criteria can be created for one project-specific 
requirement in order to improve the reliability and validity of the 
assessment. For example, in Fig. 6, two acceptance criteria (C1 and C2) 
are linked to PS_RQ1, but only one (C3) to the other two requirements (i. 
e., PS_RQ2 and PS_RQ3). It can also be seen that the acceptance criteria 
C3 is common to PS_RQ2 and PS_RQ3. The procedure by which accep-
tance criteria are created and linked to the requirements is also impor-
tant for weighing the feasibility and functionality of the project-specific 
requirements. For example, if the requirements are of too general level, 
it is impossible to verify them by a reasonable set of criteria. On the 
other hand, the requirements can also be too specific so that it is difficult 
to generate relevant testable acceptance criteria to them. In Fig. 6, a test 
occasion is identified and depicted under the operational conditions in 
which the three acceptance criteria can be assessed. Typically, test oc-
casions are designed in such a way that a multitude of acceptance 
criteria can be tested in a single test occasion: in our example, the three 
acceptance criteria (C1, C2 and C3) are all tested in the same scenario 

run (Scenario1). 
With regard to a specific SSV test, it is possible that only a subset of 

the requirements becomes validated, fulfilment of the rest of them is not 
supported by evidence. It is the task of the design organization to decide 
what should be done to solve the HEDs so that the design will fulfil the 
requirements. Even though all the HEDs are included in the SUC, their 
criticality and importance should be determined. The classification of 
HEDs according to their safety-criticality and importance is based on an 
expert elicitation process, that is, negotiations between the validation 
team and representatives of the design organization. Arguments play a 
mediating role between HEDs and claims (i.e., SU and project-specific 
requirements). Sometimes a particular HED does not cause any further 
actions. However, in most cases, the HED cannot be ignored, but instead 
it must be settled through a redesign of the HSI, operator-training pro-
gram or procedures. 

4.1. First ssv test realization 

The evidence from the first SSV test realization showed that opera-
tors had some performance difficulties in the main CR before they 

Fig. 5. SUC development process illustrating the aggregation of validation evidence and maturation of the design solution over individual SSV tests towards the ISV.  

Fig. 6. Example of a goal structure part of a SUC in a CR modernization project.  
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moved to the emergency control post. Consequently, three HEDs (HED1, 
2 and 3 in Fig. 7) were identified. The current operating procedure was 
shown to be too lengthy, some steps were in a wrong order, and 
generally, there were too many actions to take in considering the ur-
gency of the situation (loss of the main CR, e.g., hasty fire). For these 
HEDs, a new requirement emerged (see the project-specific claims row 
in Fig. 8) regarding the procedure guidance, and it was formulated in the 
following way (NEW PS_RQ4): Procedure guidance shall be as clear and 
concise as possible and applicable to all kinds of loss of the main CR 
conditions. In order to maintain requirements’ traceability it is impor-
tant that the existing requirement is left as it is, and the new requirement 
is added as a subordinate one to the parent requirement. The new 
requirement has to be considered in procedure design, and possibly it 
has to be evaluated at a later phase of the V&V process (i.e., in the 
following SSV tests or in the final ISV test realized at the end of the 
modernization project). 

With regard to the SU claims, the critical question is whether they 
were threatened in that particular condition, and how much positive 
evidence (i.e., HECs) is piled up to support them and how much negative 
evidence (i.e., HEDs) against them. In order to make the SUC framework 
complete, the main acceptance claim is depicted at the bottom of the 
framework (Fig. 8), and, as can be seen, it is the same as the acceptance 
goal depicted on the topmost row in the goal structure (Fig. 6). 

4.2. Second ssv test realization 

Because the HEDs identified in the first SSV test were considered 
relatively safety–critical, further development of EOPs was required. 
Consequently, it was also necessary to re-evaluate the EOPs and the 
safety HSIs in the second SSV test. A new, more specific acceptance 
criterion (C4) making a reference to the operator performance in the 
first SSV test was formulated for the new requirement (NEW PS_RQ4, see 
Fig. 9). The comparative form is justified as the design work was still 
ongoing and it was important to see whether the design is maturing and 
converging to an acceptable solution. In the second SSV test, more focus 
should be placed on those operational conditions and issues that were 
recognized as the most problematic in the first SSV test and, thus, get an 
in-depth understanding of the effects of the design changes. However, 
later on in the validation process it is likely that the acceptance criterion 
takes a more objective form. 

According to the results of the second SSV test (see + HEC1 in 
Fig. 10), the new version of the EOP could be considered acceptable 
(Fig. 10). In particular, human factors experts found that no major 
problems/issues emerged in coordinating the crew activities when 
preparing to leave the main CR. However, there was still some room for 

improvement: only the Shift Supervisor (SS) had a dedicated procedure 
in use at the beginning of the simulator run, when the crew still stayed in 
the main CR and performed some immediate actions. The SS is expected 
to instruct the other operators and give commands to them. Operators 
thought that even though they were able to do the required operations 
quickly and fluently, it would have helped them to form a precise mental 
model of the situation and prepare for the actions ahead, if they had had 
their own version of the procedure (- HED4). Even though the new HED 
was not considered to be high in importance or safety-criticality, it 
should be carefully reconsidered in the later validation tests. 

5. Discussion 

It appeared through our experiences on carrying out human factors 
validations of complex safety–critical systems, such as validation of NPP 
CR HSI systems, that more systematic and holistic methods are needed to 
achieve comprehensive, transparent and well-documented assessment 
of a system’s usability and safety. We have also recognized that in a 
validation process a lot can be learned about the design solution that 
may help to further develop it and this information is too valuable to be 
lost in the process, and thus should be fed back to the design. We have 
deployed the SUC approach for the aggregation of validation results and 
information to improve the design, and systematize the validation pro-
cess. In this section, we discuss conducting human factors validations of 
complex systems by means of the SUC approach, and pinpoint the 
practical implications and challenges associated with its use. 

It is impossible to completely validate a system and demonstrate that 
it is infallible and perfect for its purpose of use. But it is possible to look 
at the system from different perspectives, put it in challenging situa-
tions, ask different validation questions and try to answer to them as best 
we can. The more complex the system is, the more there will be gaps that 
may not be fully covered in V&V. As said, Wise and Wise (Wise and Wise, 
1993) suggested a “Kantian” approach to validation of systems where 
the system is highly complex and where novel technologies are used. 
According to this approach, there are several validation questions, and 
each validation question has necessarily several answers, because it is 
impossible to know beforehand the correct questions and the correct 
answers to these questions. However, if we take a “Kantian” approach, 
there is the danger of chaos of heterogeneous and incompatible evidence 
that is difficult to master and to draw any final conclusions. What we are 
advocating here is that the SUC may save us from despair, because it is 
especially suitable for structuring and managing heterogeneous valida-
tion evidence from the validation of complex systems (or systems of 
systems) such as NPP CR HSI systems throughout their life-cycle. Within 
SUC the collection and organization of rich and diverse data is enabled. 

Fig. 7. Demonstration of Evidence-HED-Argument linkages to claims concerning the HSI and EOP solution in our example case.  
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Fig. 8. Claim structure part of the SUC. Right most is presented the new requirement emerging from the first SSV test.  

Fig. 9. A goal structure part of a SUC created for the second SSV test including the new requirement and additional and refined acceptance criteria.  

Fig. 10. Demonstration of Evidence-HED-Argument linkages to claims concerning the HSI and EOP solution in second SSV test.  
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Furthermore, in SUC the chain of reasoning based on the evidence is 
made explicit and transparent, and it helps to draw attention to the main 
problems and important questions regarding the validated design 
solution. 

5.1. Quality of requirements 

SUC is a requirement-based approach, and SUC is as good as the 
requirement base on which it is built. Thus, quality of SUC depends on 
the quality of the requirements set for the design at hand (i.e., theory- 
driven and project -specific requirements). First, the theory-driven SU 
requirements have to be formulated in such a way that with the help of 
them it is possible to evaluate the coverage of the design requirements (i. 
e., project-specific requirements), to monitor the fulfilment of these 
requirements in a longitudinal manner, and to assess the scope of 
project-specific requirements in relation to the theory-driven SU re-
quirements. Second, the project-specific requirements are often written 
in a way that it is impossible to evaluate them by performance-based 
validation tests. Therefore, a lot of effort and exercising is often 
required before a sufficient and satisfactory requirement and acceptance 
criterion base has been achieved. The requirement selection and cate-
gorization exercise is an essential part of constructing the goal structure, 
and hence the formation of a basic understanding of capabilities and 
limitations of the target system. In addition, the more accurately the 
requirements specify the expected behavior of the crew, the more 
accurately the acceptance criteria can be determined. According to our 
practical experiences, it is often a real challenge for design organizations 
to establish a requirement base that would effectively guide the design 
of CR HSI systems. Thus, the requirement elicitation and management 
may be areas in which development work is still needed. 

5.2. Improved understanding and base for making assessment 

It is apparent that constructing a SUC helps in the systematic 
execution of the validation process and in comprehension of validation 
results. With the help of SUC, we are able to monitor the progress of the 
design process, and to achieve a gradually deepening understanding of 
the strengths and possible weaknesses of the system. At the beginning of 
the validation process, the independent human factors evaluators’ un-
derstanding of the system to be validated and its level of usability is 
insufficient. Thus, the validation questions they are asking may be too 
general, lacking concreteness and precision. This would be the case 
regardless of human factors experts being involved in the validation 
process early on, for example, having accomplished the SSV type of 
validations or being involved only in the end of the design process in the 
ISV. For that reason, one apparent benefit of SUC is starting the vali-
dation effort by creating the goal structure by working through the 
project-specific requirements and thematically organizing them ac-
cording to the theory-driven SU requirement. As a result, the human 
factors experts become better acquainted with the validated system at 
hand. Thus, SUC urges the evaluator to think about the critical valida-
tion questions beforehand and in a more informed way. We would even 
tend to suggest that through construction of SUC and especially of its 
goal structure, the validation questions may be set more accurately at 
the first place. Whereas after the actual validation test, building the 
claim structure makes explicit the reasoning process, in which the 
concrete validation evidence is connected to more abstract/generic 
understanding of human activity and the usability of a system. At the 
same time, human factors experts’ understanding of the strengths and 
possible weaknesses of the system increase and they are able to set more 
accurate validation questions so that more targeted and comprehensive 
testing of the system is possible. 

With the aid of such an explicit reasoning process that SUC entails, 
the conceptual understanding of the system is increased so that it can be 
debated and agreed upon in more detail with the progress of the vali-
dation process. In addition, the reasoning process becomes better 

documented, and thus can be traced back at a later point in time. This 
evolving conceptualization of the system’s validity increases the stake-
holders’ ability to understand the strengths and weaknesses of the 
system. 

Validation activities, the results of which are documented as a SUC, 
provide also a continuous feedback to the design work. Through SUC, we 
are thus able to track the progressive improvement of the system’s us-
ability throughout the design process. In the SUC, the design solution 
also becomes captured in different levels of abstraction, while the 
project-specific requirements may describe the solution in more generic 
terms, the evidence from the validation tests often tell about the con-
crete HSI issues. 

5.3. Suc in the tradition of safety demonstration 

We are not the first to argue that systematic methods are needed for 
the accumulation and systematization of validation evidence and 
drawing conclusions from the evidence: similar ideas have been sug-
gested elsewhere. According to a group of safety authority experts (Bel 
et al., 2018), the assessment of nuclear instrumentation and control 
(I&C) software cannot focus only on the evaluation of the end product, 
but also the quality of the design process and methods used in it have to 
be covered. The term ‘safety demonstration’ was coined to describe an 
artefact in which a set of arguments and evidence items support a set of 
claims on the system safety of the operation of safety–critical systems 
used in a NPP (Bel et al., 2018). According to this definition, safety 
demonstration is a set of information items stored in a database or a 
specific document (Valkonen et al., 2016). We propose that the SUC 
approach we are advocating is an example of this kind of safety 
demonstration document. 

There are also some concrete applications of the safety case approach 
to the structuring and management of validation evidence. For example, 
the Generic Methodology for V&V (GM-VV) developed under the 
Simulation Interoperability Standards Organization (SISO) (Roza et al., 
2013) is based on argumentation theories, and its structure of argu-
mentation is similar to the SUC with its goal and claim structure. Based 
on our reading of Roza et al., (Roza et al., 2013) the GM-VV does not 
differentiate different forms of requirements, but deals with accept-
ability criteria at a general level. Neither does it address different forms 
of claims, but talks generally about acceptability claims. However, since 
the argumentation process is similar in both cases, their differences are 
less important than similarities (Table 1). It is encouraging that even 
though these two approaches for V&V which concern very different 
central questions, that is, the usability of systems and the correctness of 
models and simulations, have led to similar ways of organizing and 
structuring empirical data for use in V&V, and specifically when seeking 
answer to the acceptability of the system. 

Table 1 
A comparison of the Systems Usability Case (SUC) and the Generic Methodology 
for V&V (GM-VV) (Roza et al., 2013).  

Compared 
aspect 

SUC GM-VV 

Theoretical 
background 

Practice theory, 
Safety Case 

Systems engineering, 
Argumentation theories 

Aim/ Central 
question 

Usability (design feedback) and 
appropriateness of CR solution 
for use 

Correctness of the model and 
simulation products 

Scope V&V (operational activities) V&V (technical, project and 
enterprise level activities) 

Structure Hierarchical network Hierarchical network 
Life-cycle 

phase 
Can be applied to validation 
needs throughout the life-cycle 

Can be applied to validation 
needs throughout the life- 
cycle  
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5.4. Open issues 

The SUC approach is still under development. We have applied it and 
demonstrated its use in this paper with two real-life validation projects 
concerning the modernization of a nuclear power plant CR. By following 
the SUC structure, we were able to take the design requirements as a 
base for the validation and form a set of criteria and test scenarios that 
truly test the system from the usability point of view. The customer 
found the SUC approach to be systematic and informative, supporting 
the collaboration in dealing with the HEDs, as well. Yet, it is necessary to 
gain more use experiences of SUC in order to better understand its 
suitability for different types of validations (e.g., SSVs in different phases 
of the design process and the final ISV) and how it works over the system 
life cycle. 

There are some open issues that need to be considered and resolved: 
First, since the project-specific requirements can be of several types (e. 
g., general CR level requirements or HSI specific requirements such as 
safety HSI), it would be useful to classify them according to their type in 
order to facilitate the construction of the goal structure. However, this 
kind of classification has not been done in the depiction shown in Fig. 5. 
Second, neither have we prioritized the requirements nor the acceptance 
criteria derived from these requirements, even though it would be 
important to grade them, for example, according to their safety impor-
tance. The classification of the requirements and acceptance criteria 
would also be helpful in guiding the prioritization and weighing of HEDs 
and HECs identified during the validation process. Third, one important 
question we have not yet properly touched upon is how the positive 
evidence (i.e., HECs) are considered and taken into account in deriving 
the final conclusion of the validity of the design solution: If the positive 
and negative evidence are pitted against each other, how to do that? 

Fourth, it still remains somewhat open what is meant by “final 
conclusion” that is drawn based on the ISV. From the more traditional 
point of view the final conclusion of an ISV is an estimation of whether 
all HEDs have been resolved, and there is no signs of new undetected 
design deficiencies. However, in reality, there are always some HEDs 
that cannot be completely resolved, and which we have to learn to live 
with. In addition, it is possible that some emerging HECs manifest the 
potentials of the new design. In the latter case, that also the SUC rep-
resents, the final conclusion could, in a positive case, be that, despite 
some remaining deficiencies, the system has a lot of potential that 
provides a reasonable confidence of its suitability for use. This kind of 
conclusion provides grounded reasons for considering the system’s 
validity, and we see that it offers a reasonable solution to express a 
system’s validity in case of continuous engineering of complex systems. 
In fact, the conclusion is well in accordance with a life-cycle approach 
and the idea of continuous improvement, according to which the design 
has the potential to mature and evolve through its lifecycle, and specific 
phases can be identified in this process. Human performance monitoring 
is one central HFE activity that in a way continues from what was 
learned about the operation of the system in an ISV. It provides an op-
portunity to carefully follow the development of the issues identified in 
the ISV but also a way to register new emergent HF issues. Thus, ISV may 
not be even expected to provide what is called a “final conclusion”. 

Finally, we have not yet fully addressed how and in which form most 
efficiently to store and document the SUC. Several software programs 
are available for the management and documentation of a SUC. We 
especially intend to find a documenting format for SUC allowing us 
better recording all the phases of constructing SUC (i.e., goal structure 
and claim structure). Ideally the software program should also aid in 
making illustrative summaries from the data base that would help 
comprehending the results and making the assessments. In validations 
that we have conducted so far, a software tool developed by Bishop and 
Bloomfield (1998) was considered suitable starting point for construct-
ing SUC. 

6. Conclusions 

Because a huge amount of human factors related data regarding the 
CR HSI systems is collected throughout the life-cycle of a NPP, system-
atic methods are needed for the accumulation and systematization of 
validation evidence and drawing conclusions from that evidence. During 
the development of the SSV approach, it was reasoned that a case-based 
approach (i.e., SUC) is particularly suitable when the system to be 
evaluated is unique and comparison to other systems is difficult. SUC 
also supports formative evaluation, in which the interest is to steer the 
development of the system by successive evaluations, and nevertheless 
remain independent of the design process itself. We have established a 
SUC for real life CR and HSI design cases, however, more experience 
needs to be gained and the approach tested throughout the design 
process (i.e., in number of SSVs and a final ISV). Based on the lessons 
learnt so far, we believe SUC promotes continuous engineering and 
maturation of a design solution to improve system safety. 
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