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Topics today

1. Implications of Complexity

2. Human Error

3. Task Analysis



Learning objectives today

29.4.2021
6

1. Complex systems 
and failures

What makes systems 
fail

Typical causes and 
consequences of 

failure

2. Causes of human 
error

Overview: Theories of 
human error in 

complex system use

3. Task analysis
Decomposition of 

complex activities into 
simple constituents

Rasmussen’s SRK Hierarchical Task 
Analysis

Skills, Rules, Knowledge



Assignment 4: Preview

A4-1: Task analysis [5p, recommended]
A4-2: Root cause analysis of an accident [5p, optional]
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1. Complexity and 
System Reliability
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In this section

Complex systems in general
What makes them brittle: Human factors
Understanding failure



Complex systems
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Q: Name a very complex system

Q: Name a very complex system that 
does NOT involve a human 
operator/user

Q: What is a complex system?



What is a system?
• A system is a set of elements 

and their interactions that form a 
whole

• It is defined by means of a 
boundary which determines 
entities that are not part of the 
system

• A system can exhibit system-
level behaviors that do not 
reduce to its elements
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Complex system

• A complex system is a system 
composed of many components 
which interact with each other. 

• Intrinsically hard to model due to 
large number of inter-dependencies. 

• Complex systems have emergent 
properties, such as nonlinearity, 
spontaneous order, adaptation, 
feedback loops, stability, ...
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Example: A climate model



Q: What is a system here?

Control room of the Lausward Power Plant
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Humans and 
complex systems
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Complex systems have multi-
dimensional operating envelopes
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To control complex behavior, a matching level of 
complexity in the controller is needed
Example: Thermostat
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Law of Requisite Variety
A successful control system 
(e.g., user) must be capable of 
entering at least as many 
states as the system being 
controlled: “only variety can 
force down variety” 
(W. Ross Ashby 1956).

Roger Conant: “Every good 
regulator of a system must be 
a model of that system”
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Law of Requisite Variety in practice
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To set a desirable level 
of temperature, the user 
needs to predict how 
“Set temperature”, 
“Fan”, and “System” 
affect the experienced  
temperature together 
with the room climate



Why do people fail to match 
requisite variety?

Lack of skill
Lack of knowledge
Lack of awareness
Poor judgment
Unsafe acts, errors, mistake
Overreliance on automation
Automation surprises
....
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Understanding 
failure
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Good to 
Know



Richard I. Cook

How Complex Systems Fail (2002)
The Complexity of Human Error (1994)
Behind Human Error (2010)
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1. Complex systems are intrinsically 
risky
The presence of risk drives the creation of defenses against it. 
Think: Healthcare, power plants, banking, aeroplanes, ...
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2. Successful systems have multiple
defenses against failure
Technical (testing, backup systems), human factors (UI design, 
training), and legal defenses
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3. Catastrophes involve multiple 
failures
There are more failure opportunities than actual failures
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Accident & Injury

Latent Conditions

Latent Conditions

Latent Conditions

Active Conditions

Failed or
Absent Defenses

Organizational
Influences

Unsafe
Supervision

Preconditions
for

Unsafe Acts

Unsafe
Acts “The Swiss cheese model”



4. Complex systems always involve 
multiple latent potentials for failure
All failures impossible to remove. The failures change 
constantly due to technology, human practices, and R&D
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5. Complex systems often operate 
close to failure point
Complex systems are often run as broken systems, which is 
possible due to multiple redundancies. 
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6. Post-accident attribution to a “root 
cause” is challenging / misleading
Isolated causes for accidents are often politically motivated 
attempts at “blaming”
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7. Hindsight biases post-accident 
assessment 
Knowledge of the outcome makes it seem that events leading to 
the outcome should have appeared more salient to practitioners 
at the time than was actually the case.
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8. Human operators both produce and 
defend against failures
An outsider may misapprehend the operator’s constant, 
simultaneous engagement with both roles.
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9. All practitioner actions are gambles
Practitioner actions take place in the face of uncertain 
outcomes. The degree of uncertainty may change.
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10. Humans are the most adaptable 
element of complex systems
These adaptations include: 
(1) Restructuring the system in order to reduce exposure of 
vulnerable parts to failure. 
(2) Concentrating critical resources in areas of expected high 
demand. 
(3) Providing pathways for retreat or recovery from expected 
and unexpected faults. 
(4) Establishing means for early detection of changed system 
performance in order to allow graceful cutbacks in production 
or other means of increasing resiliency.
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11. Change introduces new forms of 
failure

When new 
technologies are used 
to eliminate well 
understood system 
failures or to gain high 
precision performance 
they often introduce 
new pathways to large 
scale, catastrophic 
failures. 
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12. “Safety” is characteristic of joint 
human-system performance

Safety is an emergent 
property of systems; it 
does not reside in a 
person, device 
ordepartment of an 
organization or system
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13. Failure-free operations require 
experience with failure

More robust system 
performance arises in 
systems where 
operators discern the 
“edge of the envelope”. 
This is where system 
performance begins to 
deteriorate, becomes 
difficult to predict, or 
cannot be readily 
recovered.
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“Normal accidents”

System accidents are normal 
and inevitable in extremely 
complex systems. 
Multiple failures interact with 
each other and errors will 
occur, despite efforts to avoid 
them. 
Many failures are rooted in 
organization culture and have 
very small beginnings.
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Risk and accident 
analysis methods
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Risk vs. accident analysis
Pre vs. post risk analysis



Sharp end vs. blunt end
Visible errors only part of the causal chain. The goal of analysis 
is to identify the LATENT factors
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“The Swiss Cheese model”
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Figure 2. HFACS taxonomies overlaid on Reason’s Swiss cheese model. 

 

Leveson’s STAMP 

STAMP (Leveson, 2004) is a constraints-based model which focuses on the interactions 

between system components and the control mechanisms used throughout the work system. 

STAMP views systems as hierarchical levels of controls and constraints, with each level in 

the hierarchy imposing constraints on the level below. Conversely, information at the lower 

levels about the appropriateness and condition of the controls and constraints is 

communicated upwards in the hierarchy to inform the upper levels controls and constraints. . 

Similar to Rasmussen’s framework, STAMP emphasises how complex systems are dynamic 

and migrate towards accidents due to physical, social and economic pressures, rather than 

sudden loss of control capacity.   
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1932 First Scientific Approach to 
Accident/Prevention - H.W. Heinrich
“Industrial Accident Prevention”

Social, Task 
Environment

Fault of the
Person 

(Carelessness)
Unsafe Act 

or 
Condition

Accident Injury

MISTAKES OF PEOPLE

Domino theory



Accimap method for risk management 
and accident analysis (Rasmussen)
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so called ‘vertical integration’, systems can lose control of the processes that they are 

designed to control (Cassano-Piche et al., 2009). According to Rasmussen (1997), accidents 

are typically ‘waiting for release’; the stage being set by the routine work practices of various 

actors working within the system. Normal variation in behaviour then serves to release 

accidents.  

 

Rasmussen (1997) outlined the Accimap method, which is used to graphically represent the 

system wide failures, decisions and actions involved in accidents. Accimap analyses typically 

focus on failures across the following six organisational levels: government policy and 

budgeting; regulatory bodies and associations; local area government planning & budgeting 

(including company management, technical and operational management; physical processes 

and actor activities; and equipment and surroundings. Notably, Accimap is a generic 

approach and does not use taxonomies of failures across the different levels considered. 

Rasmussen’s risk management framework and Accimap method are presented in Figure 1. 

 

Figure 1. Rasmussen’s risk management framework and Accimap method. 
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Root Cause Analysis (RCA)

A tool in the systems approach to prevention, not punishment, 
of adverse events
A tool in the effort to build a “culture of safety”
A process for identifying basic or contributing causes
A process for identifying what can be done to prevent 
recurrence
A process for measuring and tracking outcomes
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RCA: Tree diagram
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Result Cause/Result Cause/Result Cause

Result Primary 
Causes

Secondary 
Causes

Tertiary 
Causes



Dynamic systems modeling
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Example: 
Columbia Space 
Shuttle Accident
[Leveson 2007]



2. Human Error
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• An inappropriate or undesirable human decision or 
behavior that reduces or has the potential to reduce 
effectiveness, safety, or system performance

• A human action/decision that exceeds system tolerances

• ”An action is taken that was ‘not intended by the actor; 
not desired by a set of rules or an external observer; or 
that led the task or system outside its acceptable limits”

(Senders & Moray, 1991, p. 25 as cited in Proctor & van Zandt, 1994, p. 43).

Definition: Human error



Several decades of research



Mode Error – user thought system was in one mode when it 
was actually in another.
Getting Lost – Users get lost in display architectures.  
Difficulty in finding the right screen or data set.
Not Coordinating Data Entries – poor coordination between 
multiple users inputing data into the same system.
Overload – system use drains attention resources from other 
equally important tasks.
Data Overload –users forced to sort through a large amount 
of data produced by the system in order to determine the true 
nature of the situation.
Not Noticing Changes – digital displays used to 
communicate system changes or trends.
Automation Surprises – system automation did something 
user did not expect or anticipate.

Errors observed with new technology



1. Activation/detection of system state signal

2. Observation and data collection

3. Identification of system state

4. Interpretation of situation

5. Definition of objectives

6. Evaluation of alternative strategies

7. Procedure selection

8. Procedure execution

Taxonomy 1/3: 
Stages of human error



• Intrusion – entering a dangerous area / location

• Commission – performing an act incorrectly 

• Omission – failure to due something

• Reversal – trying to stop or undo a task already 
initiated

• Misordering – task or set of task performed in the 
wrong sequence

• Mistiming – person fails to perform the action within 
theltime allotted

Taxonomy 2/3: Action errors



Losing ones place
Forgetting intentions
Application of a bad rule
“I’m in a public space in view of many people, 
therefore I won’t be robbed.”

Misapplication of a good rule
“A patient on chronic medication became concerned 
about addiction and therefore deliberately stop taking 
the drug for a period each year even though the drug in 
question was not addictive.”

Taxonomy 3/3: 
Memory failures



James Reason’s taxonomy
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Rasmussen’s SRK
Skills, Rules, Knowledge
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Example from power plant operation
Rasmussen’s SRK: Skills, Rules, Knowledge



Task: What SRK components might be 
related to login dialogues? 
Skill
Rules
Knowledge

Skills, Rules, Knowledge (SRK)
Q: What are the skills, rules, and knowledge you need to log in?



Accident 
prevention by 
standards
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Good to 
know



“
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Excerpt from 
requirements for 
infusion pump UIs
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3. Task Analysis
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Warm up: Describe (verbally) how to 
turn on the television

What are necessary 
requirements posed to the 

user to get this done?

Which aspects might differ 
across users?

Which aspects are invariant
and which are variant?





What do users EXPECT 
from the technology?

How may they TRY to use 
it?

What is REQUIRED of the 
user?

What types of errors or 
mistakes may they do?



HTA: Learning objectives

The idea: Decomposition of tasks 
- Sequential, hierarchical, probabilistic aspects

Know that empirical methods are used to obtain task 
descriptions

Hierarchical task analysis (HTA)



Task analysis decomposes
user behavior to recover the 
variant and invariant aspects 
of interaction



Even the most mundane of our 
activities involve tasks
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Claim: Everything we do with 
technology entails some “task”
Goal-orientedness is a defining feature of technology use
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Design may succeed or fail in 
guiding the user through the 

task



Task performance as a sequence
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Hierarchical task analysis (HTA)

An analytical method developed in human factors but adopted 
widely in human-computer interaction and interaction design
• Over 20 different TA methods used in human factors for decades

A powerful, unifying decomposition of human activities:
• Hierarchy (task B is a subtask of task A)
• Sequence (task A follows task B)
• Choice (tasks A and B are alternative)
• Parallelism (task A is done at the same time as task B)
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Many formalisms
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Hierarchy (task B is a subtask of task A)
Sequence (task A follows task B)
Choice (tasks A and B are alternative)
Parallelism (task A is done at the same time as task B)



make cups
of tea

boil water empty pot makepot wait 4 or 5
minutes pour tea

fill kettle put kettle
on stove

turnon and
light gas

wait for kettle
to boil turnoff gas

warm pot put tealeaves
in pot

pour in
boiling water

putmilk
in cup

fill cup
with tea dosugar

ask guest
aboutsugar

add sugar
to taste

do1
at the sametime, if the pot is full 2
then3 - 4
after4/5 minutesdo 5

1.1 - 1.2 - 1.3 - 1.4
whenkettle boils 1.5

3.1 - 3.2 - 3.3

5.1 5.2 empty
cups ?

for each
guest 5.3

NO

YES

5.3.1 - if wanted5.3.2

0.

plan 0.

1. 2. 3. 4. 5.

plan 1.

plan 3.

plan 5.

1.1. 1.2. 1.3. 1.4. 1.5.

3.1. 3.2. 3.3.

5.1. 5.2. 5.3.

plan 5.3.

5.3.1. 5.3.2.



Empirical method 
for obtaining HTAs
Iteration and validation 
with stakeholders

Annett 2004
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26 human–computer interaction: modeling and design

"no", then drag-and-drop more items (operate) and test again. If
"yes", stop.

Task analysis requires observational data of unconstrained, real-
world human behavior, which sets it apart from many of the other
modeling approaches discussed in this book that are based on data
collected in controlled experiments. Typical data collection methods
include interviews, analysis of systems and their documentations like
manuals, and observations in the field recorded with video cameras
and field notes. Task analysis is modeling activity that depends on
the human analysts, presently it cannot be fully automated.

Goals Operations Feedback Conditions Structure
This section presents Hierarchical Task Analysis, a variant of task

analysis that is purely descriptive, third-person view. It is devoid
of psychological or other latent factors that some other variants
suggest. Top-down approach Goal-directed action: makes it functional
rather than behavioral description Active and latent goals Operations:
actions that contribute to goal attainment and indications (feedback)
for it Plans:1) fixed sequence or routine procedure: "do this, then
this, then this..."; 2) if-then rules (if condition X, do this), 3) parallel
requirement (dual-tasking) Stop rules: p x c (probability of failure
times cost of failure); e.g., error identfied Steps in Hierachical Task Analysis

according to Annett 2004:

1. Decide the purpose(s) of the analy-
sis

2. Get agreement between stakeholders
on the definition of task goals and
criterion measures

3. Identify sources of task information
and select means of data acquisition

4. Acquire data and draft decomposi-
tion table/diagram

5. Re-check validity of decomposition
with stakeholders

6. Identify significant operations in
light of purpose of analysis

7. Generate and, if possible, test
hypotheses concerning factors
affecting learning and performance.

12

12 Functional task analysis begins by
defining goals before considering actions
by which the task may be accomplished.
Complex tasks are defined in terms of a
hierarchy of goals and subgoals nested
within higher order goals, each goal, and
the means of achieving it being represented
as an operation. The key features of an
operation are the conditions under which
the goal is activated and the conditions
which satisfy the goal together with the
various actions which may be deployed
to attain the goal. These actions may
themselves be defined in terms of subgoals.
-Annett, ibid., p.68.

Identification of criteria for goal states (e.g., train has arrived)
Decomposition of goal states into subgoals Unpacking a hierarhcy of
nested subgoals

Notation: every box is numbered
Let us consider the task of calling a friend using a smartphone.

Figure 10 shows a diagram with four subtasks ordered sequentially.
In order to complete a sub-task, more operations need to be carried
out. For example, sub-task 1.3. "Locate friend" can be further split
into Figure 11.

HTA diagrams follow notation to indicate the possible orderings of
sub-tasks:

• Sequences are marked with ">"

• Choices (either/or) are marked with "/"

• Parallel operations are marked with "+"

• Optional operations where timing nor order are critical are
marked with ":".

These are written to the supernode of the subtasks they refer to. In
the diagram of Figure 11, users of a mobile device can follow either
of the two strategies of scrolling down.



Basic concepts

Each subtask is specified by 
• a goal, 
• conditions for the goal to be activated, 
• actions required to attain the goal, and 
• feedback (optionally) indicating success.

Plans tie together subtasks and superordinate tasks
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Draw an HTA diagram for 
measuring fever. Raise hand 
when ready



Why bother “analyzing” tasks?
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Predicting and minimizing errors
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Expose and minimize complexity
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Expose needs for training
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Even very “small” tasks have structure



Even “waiting” is a task
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Tasks are the basis of user-centered 
design
Tasks define measurable 
objectives for design and 
evaluation. 



Sketching and prototyping often 
centers on users’ tasks

Axure



User data is meaningless unless you 
understand what people do
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Google Analytics



Automation and 
Human Error
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Q: What should a machine vs. 
human do?

The 1960s understanding: The MABA-MABA list of Paul Fitts
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Allocation by substitution
(replacement) trivializes 
the effects of automation!



Levels of automation



Q: Automation levels: Setting the 
temperature of an industrial freezer?



Case: Self-driving cars



Studies of autopilot

Boeing 727
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Ironies of automation

”Even highly automated systems, such as electric 
power networks, need human beings… one can draw
the paradoxical conclusion that automated systems
still are man-machine systems, for which both
technical and human factors are important”

Lisa Bainbridge 1984
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Known consequences of bad automation

Bainbridge’s ”Ironies of automation”
1. misunderstanding or missing feedback
2. misunderstanding operating logic
3. overreliance
4. lack of trust
5. mixed-initiative conflict
6. alienation
7. deskilling
8. denying responsibility



Immediate causes of human-
automation failures
Brittle automation: Only responds to a narrow set of situations
Combination with information outside the system
Unavailable warning about reaching the limits of automation
Insufficient feedback about the state of the automation
Inadequate interpretation of device state by operator
Mode confusion: Inability to keep track of and predict device state
Overreliance on automation, habit-formation
Deskilling
Loss of vigilance
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Learned carelessness
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SA = situation awareness



Asiana Flight 2013
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Overreliance on automation caused fatigue



Air France Flight 447 2009
“The official cause of the accident was the freezing of the pitot tubes which caused the autopilot 
to disconnect. The aircraft switched from normal law to alternate law with no stall protection on 
control inputs. The misdiagnosis of the situation led to the pilot demanding full nose up.”
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Therac-25 Medical Accelerator - 1985-7
“An operator involved in an 
overdose accident testified 
that she had become 
insensitive to machine 
malfunctions. Malfunction 
messages were 
commonplace, most did not 
involve patient safety. Service 
technicians would fix the 
problems or the hospital 
physicist would realign the 
machine and make it operable 
again.”

http://courses.cs.vt.edu/professionalism/Therac_25/Therac_1.html



Grounding of Royal Majesty - 1995

“The watch officers may have 
believed that, because the GPS had 
demonstrated sufficient reliability over 
3 years, the traditional practice of 
using at least two independent 
sources of position information was 
not necessary. All the watch standing 
officers were overly reliant on the 
automated position display of the 
NACOS 25 and were, for all intents 
and purposes, sailing the map display 
instead of using navigation aids or 
lookout information.”
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102 • Asaf Degani

Figure 8.2.   The chart table and the bridge. The left arrow points to the GPS unit, the right arrow points 
to the LORAN-C unit. Source: National Transportation Safety Board (the photo has been enhanced).

waves. The roof above the bridge of a vessel is called the ‘‘flying bridge.’’
Passengers were never allowed to walk on the roof, and the officers hardly
ever used it during a passage, but electricians and technicians would climb
up there on a fairly routine basis to check the cables and maintain the GPS
and LORAN-C antennas. The Majesty’s flying bridge was just like any
other—a low railing all around, antennas of all sorts, satellite receiving
domes, and bundles of connecting wires—except that the gray coaxial cable
coming out from the closed bridge and leading to the antenna of the global
positioning system was hanging loose; it wasn’t sufficiently secured or
strapped to the flying bridge’s roof.

The departure from Bermuda was normal. On the bridge, the officers were
busy bringing all the necessary systems on line, checking their critical
functions and alarms, reading the weather charts, setting the watches, and
examining the sailing plans and nautical charts. Just before noon, while the
buffet lunch was being served in the dining halls, the ship departed the
Ordnance Island terminal. The bridge was busy with the captain, harbor
pilot, and officers conning the ship, taking orders, and maneuvering the ship
in the small harbor. Outside, lookouts on both sides of the bridge were
guarding her flanks for any unforeseen or unusual circumstances. Com-
mands and directions were given with authority, and she began to move and
turn smoothly with her bow thrusters and main engines. Now, with her stern
to the terminal and her bow to the northeast, she slowly glided on her own

The Grounding of the Royal Majesty • 119

Figure 8.7.  The Royal Majesty, grounded on Rose and Crown Shoal and surrounded by two tugs and
a Coast Guard cutter (source: National Transportation Safety Board).

shoal, resting on her right side, showing her dark red bottom, like a matronly
aunt caught with her pants down (figure 8.7).

End of Story

All attempts to pull back from the hold of the shoal failed. By midnight, the
captain gave up on his efforts to free the ship by using the engines’ forward and
reverse thrust. Ironically enough, it was a passenger with a cell phone that
alerted the United States Coast Guard to the Royal Majesty’s grounding. Upon
the Coast Guard’s radio call, the captain confirmed his situation and requested
assistance. At noon the next day, two ferryboats that were chartered by the
shipping company arrived on the scene. But the plan to off-load the passengers
into the ferries was canceled because the sea conditions were too hazardous. In
the late afternoon, five large tugboats arrived. At 10 P.M., 24 hours after the
grounding, the Royal Majesty was finally pulled out. Her double bottom hull
saved her. She did not take on any water, did not leak fuel, and fortunately,
nobody was hurt. After a thorough inspection she was permitted to travel to
Boston Harbor to disembark the passengers and undergo a more thorough
examination and Coast Guard inquiry. Several days later she left for a shipyard
in Baltimore, Maryland, where she was dry-docked and repaired. Total
structural damage was estimated at $2 million. On June 24, the vessel was
declared safe and resumed regular passenger service.

But something else was definitely not safe—and it was not just the failure of
the GPS antenna, the internal checks inside the autopilot and radar map, or the



Checklists and SOPs
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Tesla autopilot fails (no warnings)
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https://www.youtube.com/watch?v=VVJSjeHDvfY







Expertise and adaptability as the rule

Assign roles based on information processing requirements 
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Cummings 2014



Calibration of trust
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Levels of automation theory: Revisited



A temporal breakdown of LoA
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Q: Roomba: Which level at which 
stage?



Q: Pick one system you use and 
draw LoA diagram
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Automation allocation in human-robot 
interaction
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Q: What are the levels of automation 
used by Facebook?
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Reminders



Assignment 4
29.4.2021

113



Assignment 4 overview

A4-1: Task analysis [5p, recommended]
A4-2: Root cause analysis of an accident [5p, optional]
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