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ABSTRACT
Visual search modelling provides an excellent opportunity to
predict the usability of a user interface design before even
testing it. Furthermore, it provides a better understanding of
user behaviour which can help UI researchers and designers
to make better decisions while designing the UI. This paper
presents a deep learning approach for visual search modelling
which helps predict the scanability of a graphical layout. The
idea behind using a deep learning approach is to make use of
raw pixels for predicting scanability of a target element. The
model provides a classification output where the targets have
been labelled on the level of difficulty that a user might face
in searching them in the UI.
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INTRODUCTION
Visual search modelling is a topic of interest in the domain of
Human-Computer Interaction [4, 39]. Modelling visual search
will allow us to explore many avenues in User Interface Design
and User Experience. A model that can predict the usability
of a User Interface can save a huge amount of time and cost
for UI Researchers and Designers. Furthermore, it will also
provide insights on selecting the various aspects in the design
like alignment, positioning, size etc which in general present a
better design idea for the UI of their application. Traditionally
UI testing is done by showing various samples of a design to
a human tester and recording their reaction, this approach is
not only time consuming but also offers little (and sometimes
zero) insights on a design for a general audience. Hence, a
model that can automate this process will not only save a large
amount of time consumed in testing but will also present a
generalized understanding of a design.

Many previous works have been done in the field of visual
search that have formed a primitive basis for the understanding
of visual search [38]. Visual Search can be classified into two
categories: feature search and conjunction search, Treisman
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and Gelade gave the basis of feature search in their work,
where they proposed that features like color, shape, size etc,
help differentiate between targets and distractors. On the con-
trary conjunction search is described as separating a previously
known target from distractors that share some visual features
with the target [34, 24]. Studies have shown [31] that the num-
ber of distractors do not affect the efficiency i.e. reaction time
and accuracy in the case of feature search while in the case
of conjunction search if we increase the number of distractors
then reaction time and accuracy will decrease. Studies [42]
have shown that previous knowledge about the target greatly
influences the visual search and the top-down search process
is highly efficient rather than a bottom-up process. Treisman
and Gelade [34] also introduced a Feature Integration Theory
that discusses how some feature has a greater influence and
are registered much earlier in the brain. Chan and Hayward
[5] conducted different experiments demonstrating how vi-
sual searches performed in a single dimension are much more
efficient and apparent while adding dimensions will lead to
complexity.

The early methods perform well under laboratory or controlled
conditions and thus they are not practical in realistic scenar-
ios. An example of it can be understood from the works [6,
22] that have used straightforward features like geometrical
shapes, the distractors are separable from the target element
and hence these early findings provide little understanding of
visual search modelling in real life.

Studies [18, 33] have modelled the visual search with the help
of features like shape, size, color etc of the elements. This
technique is very sound, however, there are a lot of inputs
that are required to be fed to the model to learn. Moreover,
this raises a problem where a new element or an interface is
tried to be modelled. The difficulty of using these models on
the unseen and the new dataset and providing inputs for new
dataset has made it difficult to use these models on a wide
range of User Interfaces.

However, the deep learning techniques have shown many
promising results in diverse areas. Deep learning has been
used in medical imaging [3, 37], image classification [2, 9, 10]
and many other fields. An advantage of using a deep learning
model is that it provides the learner the ability to capture the
features and relations between different objects that may not
be understood by humans easily. Hence, using deep learning
based approaches could save a lot of time and resources used
in feature engineering, this has made deep learning an excel-
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Figure 1. A schematic diagram of the architecture

lent tool in the domain of Human-Computer Interaction(HCI).
Several latest researches have used deep learning [23, 29, 21]
for solving various interaction problems as well as advancing
performance modelling. This work presents the use of deep
learning technique for modelling visual search. This work
shows how can we input raw pixels from the image of the
user interface to predict the visual search time of the element
present in it.

The domain of user interfaces is being profoundly explored
with deep learning. A lot of approaches have been proposed to
fast track the development of design to the User Interface, [14,
30, 25] proposes using deep learning to transform sketches to
the User Interface for quick mock-ups and to test implemen-
tations, but these are again based on design generations and
hence may not be suitable for a wide audience.

The following are contributions of the paper:

• A deep learning model that can predict visual search time
on realistic Graphical User Interfaces. This allows a lot
of possibilities for modelling and encompass a wider set
of conditions. A schematic diagram of the same has been
given in Figure 1.

• The model inputs are raw pixels which not only provide a
faster way for data ingestion but also save a lot of time in
feature engineering for machine learning models. Figures 2
and 3 present an example of user interfaces used as input.

• An analysis and understanding of the behaviour of deep
learning model that describes how the model behaves for a
given set of inputs, how the attention map is computed and
how it helps in the prediction.

The following sections of the paper are organized in the fol-
lowing manner:

• The Related Work section [Section 2] presents a survey of
literature that have put a strong foothold in this area.

• The Methodology section [Section 3] presents the method-
ology followed in the course of research. The subsections
present elaborated explanations on data collection, data aug-
mentation and how the deep learning model was built and
trained.

• The Results section [Section 4] presents results that were ex-
tracted during the experimentation and how can we analyse
the result we got from the deep learning world

• The Conclusions and Discussions section [section 5] pro-
vides conclusions for our current model and techniques and
what do we plan for any possible future research.

RELATED WORKS
Visual Search modelling is quite useful because it gives us
the ability to predict the usability of the interfaces before
their release. It also helps to develop an understanding of the
human behaviour which could improve the user experience
in all. However, modelling a visual search process has been
a progressing investigation in the field of Human-Computer
Interaction (HCI) [19, 8].

Itti and Koch models [16, 15] have proposed that attention is
chiefly designated to the most salient visual zone i.e. the region
that is distinguishable from its surrounding. The work [15]
also incorporates the short-term memory component which
prevents attention to the most salient regions.

Yuan and Li in their work [40] proposed a deep learning ap-
proach to predict human visual search time on large-scale
realistic web pages. They claim that this approach can easily
accommodate both structured and unstructured data which
provides a good generalisation. Jokinen et al [18] presented a
model on visual search modelling on graphical layouts. The
model uses the fact that the perception is guided by long
term memory. Hence, it assumes that the users gain more
experience after repeatedly using the interface and this knowl-
edge can be used to improve the user interface. Heinke and



Figure 2. Sample of User Interfaces used

Humphreys [12] proposed a model which they call SAIM that
mimics a human ability to identify an object in multi-object
scenario. However, they assume the object to be translation-
invariant. The authors then extend this to use this model for
visual search experiments [11]. They provide the results for
some asymmetric and symmetric searches.

Elazary and Itti in their work [7] have proposed a bayesian
technique for visual search. The statistical inference was
used to perform visual search for the target object and give a
probability of whether an object is a target or a distractor (an
object that is not useful or may distract the user from finding
the target). As this was a probabilistic method, this approach
was quite simplistic but the results were good. The approach
performed better and faster than its predecessor.

Nyamsuren and Taatgen[27] proposed a computational model
which they termed as PAAV (Pre-attentive and Attentive Vi-
sion module) that uses bottom-up and top-down processing in
visual search. The pre-attentive part derives the information
about the stimuli from the visual automatically, the informa-
tion includes the sizes, locations, colors and orientations of
the target elements. The module also has a top-down attentive
stage that is used to guide attention towards the elements that
have similar visual features with the desired targets.

Jimenez et. al. in their work [17] has explored the use of
Class Activation Maps (CAMs) that improves the fixed region
sampling strategy of R-MAC. CAMs can generate spatial maps
that highlight the contribution of the areas in an image that
are crucial for classifying the image with a particular label.
Lanskar and Kannala [20] made use of saliency measures to
identify the contribution of the R-MAC regions to aggregation.
Mohedano et. al. introduced a novel saliency prior [26] for
aggregating local CNN features. They claim that the training
can be done in an unsupervised fashion and sometimes it is
not required at all.

Unlike the traditional approaches, the model proposed in this
paper is not limited to specific visual tasks. This work aims
to incorporate a large number of visual task concerning User
Interfaces and not just one particular type of them. Moreover,
the model is not dependent on any kind of structured input
which has to be manually collected from an image which is
extremely troublesome in some cases but uses raw pixels to
model the visual search task.

The proposed model follows an approach similar to the atten-
tion mechanism [35], here attention is being focused on the
target element which is to be modelled. Attention map helps
to build a human-like intuition where the focus is made on
the area which has the element. Analysing the attention map
can also help us predict the areas where the primary focus
lies hence it can offer more insight into the UI, but the scope
of this work is limited to modelling the visual search time of
elements in the UI.

METHODOLOGY

Dataset

Figure 3. A sample of Windows 10 Desktop

The dataset to train and test the deep learning model is used
from one used by Jokinen et. al. in their work[18]. The dataset
contains various User Interface images in which different po-
sitioning of different elements are used as inputs. Figures 2
provides an example of different types of user interfaces that
are fed to the model as input while Figure 3 showcases a user
interface of the windows 10 operating system that has been
used for input of the model.

Here, if we check Figure 3, we can see there are many varia-
tions of a single screen that will exist. Hence, to generalize
the result the user interfaces have been shown to different peo-
ple and their result has been annotated to achieve a common
consensus of the elements that are deemed Hard or Easy.



Figure 4. Data Augmentation Techniques Used

Upon exploration, the elements in a single UI may be divided
into five categories namely Very Easy, Easy, Neutral, Hard,
Very Hard.

The following is the meaning of the categorization:

• Very Easy, These are those elements that are very easy
to identify in the user interface. The example includes
the icons or text that are quite big in the UI or are very
differentiable from others. They are instantly identified.

• Easy, These elements take a little time to be identified.
These elements share characteristics with the previous cate-
gory, however, these elements might not be common so as
to be instantaneously identified.

• Neutral, In this category, the elements are not easily identi-
fied but not much stress is put on the user to identify them.
They take more time than those categorized as easy but are
still not stressful to detect.

• Hard, These elements are not very easily identified. At
times the search had to be performed multiple times by
the people to identify the elements. However, they are
ultimately identified by the user.

• Very Hard, These elements are missed by a majority of
users or either the users spent a huge amount of time or may
require many different gazes to spot the elements.

However, a very important requirement of a deep learning
model is to train the model on a huge set of data and to gain
confidence a considerable amount of test set is required. Due
to resource constraint, a Data Augmentation approach has
been used to augment the data to expand the training set of the
model.

In this paper, we define two elements, a source image which
is the complete image of UI as shown in Figure 3 and a target
image which is a snapshot of various elements of the same
image.

Data Augmentation
Data augmentation has proven to be a very efficient way to
incorporate more data for testing and training. Various re-
searches have applied various data augmentation techniques
to improve the dataset for training and to get more confidence
in their model. Taylor and Nitschke [32] have shown various
data augmentation techniques in their work. Along with the
approaches they have shown the effectiveness of these meth-
ods on different algorithms. Wang and Perez in their work

[28] have also performed a similar study to observe the effect
of data augmentation on various algorithms.

The basic idea behind applying transformations to an image is
that the structural integrity is maintained. The various relation-
ships between different elements are not hindered and hence
deep learning model can establish more correlations between
images. To avoid overfitting of the model, the transformations
are just 4 and they are applied to all the source input images
as well as the target image.

Figure 4 shows the different types of transformations applied
to the images in the dataset. The same transformation is also
applied to the target elements to get the corresponding target.
It has been made sure that there is no data loss in the input, so
the target elements exist in the image i.e. the target elements
that do not appear in the final image after transformation have
been removed from the transformation data points.

Input Data Pipeline
The input of the deep learning model is simple, a raw image
is provided as input along with a raw image of the target.
However, storing images in memory are costly as they require
a lot of storage in the memory. Also, we don’t want to supply
a variable resolution of the images as this might create an
imbalance. Hence, it is important to design an Input data
pipeline for efficient ingestion.

The ingestion starts with reading a source image from the
directory and then reading the target images associated with
them and finally reading the label. After the source image is
read, it is re-scaled to 512×512 dimension to maintain con-
sistency along with all the inputs. The target images are then
resized to the dimension 64×64 to maintain consistency. The
labels are encoded with one-hot encoding scheme represented
in Table 1.

Label Encoding
Very Easy [1,0,0,0,0]
Easy [0,1,0,0,0]
Neutral [0,0,1,0,0]
Hard [0,0,0,1,0]
Very Hard [0,0,0,0,1]

Table 1. Encoding schemes for Labels.

With one hot encoding, we can train the model and the model
will give predictions for different classes, this will not only
ensure that the highest prediction might be the actual answer
but can also help us approximate. For eg., if we receive output



for predictions saying the probability of Easy label is 0.4 and
probability of Very Easy label is 0.42, we can use this result
to model that the element is easy to search.

Model Hyperparameters
Figure 1 shows the representation of the model. The web-
page_cnn consists of 3 convolutional layers each of kernel size
3×3 and output channels are 4. A batch normalization layer to
stabilize and accelerate training along with a ReLU activation
function and a max-pooling layer of size 2×2 exists between
each convolutional layer. The final embedding computed by
this network is of dimensions 64×64×4.

The target_cnn has the same architecture but instead of 3 con-
volutional layers it has 6. The final embedding computed by
this network is of dimensions 1× 1× 4. After we receive
embeddings from both networks we apply a cosine similarity
between the target embedding and each super-pixel representa-
tion in the webpage embedding. The final saliency map is then
64×64 which is flattened to yield size of 4096 dimensions.

Deep Learning Model
The previous section has discussed the parameters used to
build the model. The model has been implemented in the
TensorFlow library [1]. To obtain the output the softmax
activation function is applied on the output of the flatten layer
to obtain the final result on a dense layer of 5 units. The output
will be a probability score for each class. An adam optimizer
with a learning rate 0.0001 and categorical crossentropy loss
function [41] is used as the loss function. There are 10 epochs
used for training.

Figure 5. Training Loss in different Epochs

Figure 5 shows the efficiency of training i.e. how does the
loss decrease with the epochs. The 10 epochs provide decent
learning with no overfitting.

RESULTS
For the scope of this paper, a test set is defined, the test set
includes similar source and target elements. However, the
target elements are completely new to the model i.e. model
has no prior information on them as they are not involved

Figure 6. Accuracy for different classes

during training process. This gives us an opportunity to test
the model with certain elements and to verify the result.

Overall, the model can correctly predict labels for 25.3% of
cases, which is not very promising to implement this model
in the real-life scenario. However, the train and test sets does
not a contain good amount of images. Increasing images will
actually provide better training and hence the model will be
able to better predict the labels.

Figure 6 provides an overview of the performance of the model
on the test data. The softmax activation function outputs to
five nodes which correspond to the label we intend to predict.
The model doesn’t just gives us prediction for a label as such,
but it gives a probability score for each label. So unlike the
input label, the model doesn’t gives 1 at the place but provides
the probability score for each label. So the position with the
highest score is taken to be as the label for the pair of test
images. The actual accuracy from the model is reported to be
25.3% with the help of categorical crossentropy loss. However,
interestingly for 46.1% of cases the output from the model is
the adjacent label, this hence can be interpreted as the near
approximation of the label, which signifies that for 71.5% of
cases the labels are either correct or approximate. Figure 7
shows a bar plot for classes where the adjacent labels were
predicted.

From the results (Figure 6 and Figure 7), it can be seen that the
model performs well for all labels except for the label "Very
Hard". One fact is that the quantity of data is not appropriate
for the class. Moreover, the correct prediction of adjacent
classes is also useful, because visual search will vary from
person to person and hence even if we can approximate a class
it can provide a rich insight for the UI.

CONCLUSIONS AND DISCUSSIONS
The paper has presented a deep learning approach to predict
the visual search time on the graphical user interfaces. The
convolutional neural network along with the attention mecha-
nism has performed good, a lot of time that might have been
spent on feature engineering or feature extraction has been
saved and the new dataset could be easily incorporated into



Figure 7. Accuracy for different classes when adjacent classes are pre-
dicted instead of correct class

this approach. However, the accuracy is far from good. To
achieve better accuracy some of the following steps can be
taken:

• Convolutional Neural Networks are known to have various
limitations [13], datasets should have a large number of data
points.

• Recurrent Neural Networks can be tried to check whether
it provides better results than CNNs [36]. They can also
incorporate the attention mechanism which is not possible
in CNNs.

• The model has only made use of raw pixel data, to improve
the results a large number of training samples should be
included.

• The annotations are performed on a less number of people,
hence the number of trials could be improved to generalize
the viewpoint more.
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