
what is a language model?
what is a neural network language model?
what is GPT-3?
what is few-shot learning?
how to work with GPT-3 and few-shot learning?

brainstorm the topics



what is a language model?

1. Probability of a sentence P("oops i did it again")

2. Probability of an upcoming word P( "again"| "oops i did it") 



what is a language model?
n-gram LMs

P( i | oops) = ?

how many times “oops" was followed by “i" out of all times we've used 
“oops"?

P( did | oops i) = ?

how many times “oops i" was followed by “did" out of all times we've used 
“oops i”?



what is a language model?
n-gram LMs

P( i | oops) = 3/5

P( did | oops i) = 2/3

oops i 
oops you 
oops we did it 
oops i did it 
oops i did it again



what is a language model?
n-gram LMs

Markov assumption: 

P(blah | my next word in this long sentence will be) 
= 

P(blah | sentence will be)
=

P(blah | will be ) 



what is a language model?
n-gram LMs

P(my next word in this long sentence will be blah) 
= 

P(my|START) * P(next|my) * P(word|next) * P(in|word) * P(this|in) * P(long| this) *
P(sentence|long) * P(will|sentence) * P(be|will) * P(blah|be) * P(END|blah)



what is a neural network language model?



what is a neural network language model?



what is a neural network language model?



what is GPT-3?



what is GPT-3?



what is few-shot learning?



what is few-shot learning?



what is few-shot learning?



what is few-shot learning?



how to work with GPT-3 and few-shot learning?



topics

generate names for emo bands
finish limericks

generate movie titles based on movie descriptions


