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ABSTRACT: The ethics of warfare and military leadership must pay attention to the 
rapidly increasing use of artificial intelligence and machines. Who is responsible for the 
decisions made by a machine? Do machines make decisions? May they make them? These 
issues are of particular interest in the context of Lethal Autonomous Weapon Systems 
(LAWS). Are they autonomous or just automated? Do they violate the international 
humanitarian law which requires that humans must always be responsible for the use 
of lethal force and for the assessment that civilian casualties are proportionate to the 
military goals? The article analyses relevant documents, opinions, government positions, 
and commentaries using the methods of applied ethics. The main conceptual finding 
is that the definition of autonomy depends on what the one presenting it seeks to sup-
port. Those who want to use lethal autonomous weapons systems call them by another 
name, say, automated instead of autonomous. They impose standards on autonomy that 
machines do not meet, such as moral agency. Those who wish to ban the use of lethal 
autonomous weapon systems define them much less broadly and do not require them to 
do much more than to be a self-standing part of the causal chain.The article’s argument 
is that the question of responsibility is most naturally perceived by abandoning the most 
controversial philosophical considerations and simply stating that an individual or a group 
of people is always responsible for the creation of the equipment they produce and use. 
This does not mean that those who press the button, or their immediate superiors, are to 
blame. They are doing their jobs in a system. The ones responsible can probably be found 
in higher military leadership, in political decision-makers who dictate their goals, and, 
at least in democracies, in the citizens who have chosen their political decision-makers.

THE TASK

M ilitary leadership already relies, to an extent, on machines and autonomous 
systems, some based on artificial intelligence (AI), that appear to make 
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decisions for human beings. In the future, the use of such devices can increase 
considerably. Some of the devices and systems employing them are involved 
in decisions that do not belong exclusively to the military, or to military leader-
ship. Lethal Autonomous Weapon Systems (LAWS) provide a major instance of 
an almost exclusively military application (although at least law enforcement 
could use them, too). The task here is to examine what ethical issues we should 
account for in the use of AI-assisted LAWS and other relevantly similar systems.

THE GENERAL BACKGROUND ETHICS AND POPULAR EXTENSIONS

Isaac Asimov’s three “laws of robotics” provide, despite their fictional origin in 
the short story I, Robot (1950), a good starting point for defining the ethics of robots 
and AI. The intuitively appealing laws presented by Asimov were:

1. A robot may not injure a human being or, through inaction, allow a hu-
man being to come to harm.

2. A robot must obey the orders given to it by human beings, except where 
such orders would conflict with the First Law.

3. A robot must protect its own existence as long as such protection does not 
conflict with the First or Second Law.

The British Engineering and Physical Sciences Research Council (EPSRC) and 
Arts and Humanities Research Council (AHRC) principles of robotics1 and Satya 
Nadella’s laws2 give accounts that are more detailed. They include elements such 
as the prohibition of killing; a requirement of traceable human responsibility; an 
emphasis on safety and security; a call against making robots too humanlike or 
otherwise too likeable to humans; a demand for transparency and understand-
ability; and respect for human autonomy, dignity, privacy, and equality. The 
application of these general rules is not, of course, limited to the military use of 
AI or AI-assisted machines. These, too, fall, however, under their domain.

HOW DO LAWS FARE WITH GENERAL ETHICS?

Whichever set of principles we choose, LAWS appear to stumble on the first 
hurdle. They foreseeably, in their normal and intended use, injure or kill human 
beings. This is probably the main reason for attempts to ban them in the United 
Nations (UN),3 in the European Parliament (EP), and among AI developers. It also 
lies behind rejections by concerned academics and the Roman Catholic Church. 
(More on this shortly.)

Since warfare in general, however, involves injuring and killing human beings, 
traditional just-war theories can salvage LAWS, albeit with major caveats. As long 
as an activity is primarily intended for a good purpose (e.g., the defence of a na-
tion’s citizens against aggressors), it is, according to the Doctrine of Double Effect 
and its allies, sometimes justified even if it also has a bad effect.4 5 The conditions 
for this include that the bad effect (injury and death especially among civilians) 
is not actively intended (if citizens could be protected by other means, injury and 
death would not be caused) and that the bad effect is proportionate to the good.
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When we apply these jus ad bellum considerations to the jus in bellum legitima-
tion of LAWS, two specifications emerge:

• LAWS must be able to distinguish, as reliably as possible, combatants 
from non-combatants.

• The damage caused by LAWS to non-combatants must be proportional 
to the military achievement.

These are also required by International Humanitarian Law (IHL). The Ottawa 
Treaty’s ban of anti-personnel landmines is based on such considerations, although 
mines and mine fields not involving the use of AI are not as such classified as 
LAWS.

FROM AN EXTENDED CONCERN TO SPECIFIC QUESTIONS

The Roman Catholic Church opposes the use of LAWS due to their feared impact 
on the humanity of warfare. In a presentation of the Church views, Alice de la 
Rochefoucauld introduced the unethical nature of LAWS by a series of questions:

Are machines capable of replacing the human person in decisions over life and 
death and is this compatible with International Humanitarian Law? Can machines 
be responsible for the violations of international law? Ethically, can a machine 
replace the human capacity of moral reasoning?6

The unequivocal answer to all these is “No,” and the corollary is that accepting 
machine involvement in the form of LAWS would depersonalise and dehumanise 
warfare. Stripping this of its metaphysical baggage (the romanticised “humanity” 
of traditional warfare), the concrete concern remaining is that even more innocent 
civilians will suffer, and nobody can be held responsible.

Put like this, the cure is obvious, at least theoretically. The humans respon-
sible for producing and deploying LAWS are responsible for the machine-made 
decisions over life and death and the possible violations of international law. It 
does not matter where the human is relative to the loop—in, on, or out of it. Ma-
chines are not capable of moral reasoning. Humans are. The last human making 
the meaningful, autonomous decision is responsible. Or can it be that simple? Do 
we need to take a closer look at de la Rochefoucauld’s questions and treat them 
as literal instead of rhetoric?

HUMAN AUTONOMY AND AUTHORITY

Moral philosophy recognises two main forms of human autonomy. According to 
an individualistic account, decisions are autonomous if and only if agents make 
them based on their own deliberations, convictions, and values, unencumbered by 
external social or cultural forces. According to more relational accounts, decisions 
are autonomous if and only if agents make them based on their own deliberations 
and convictions, observing the right social and communal norms and values.7 
Whether or not autonomous decisions must also be well-informed is debatable. 
At least valid consent procedures in healthcare and scientific research separate 
the requirements, and individuals make valid decisions only when they make 
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them freely (they are not forced or coerced) and informedly and autonomously. 
This suggests that autonomy does not always imply extensive knowledge.

Military leadership decisions typically involve two kinds of authority.8 The 
first is expertise authority, based on knowledge. On bigger-unit levels, the officers 
in charge of artillery, engineering, signals and communication, and so on provide 
the exact information and knowledge needed for an operative decision. The Com-
manding Officer (CO) then combines (with the help of the staff) the information 
from different sources and makes (autonomously) a choice that becomes binding 
by the CO’s organisational position authority. The picture is slightly different on 
smaller-unit levels, and changes radically with the Strategic Corporal making 
split-second choices that may have global consequences.9 10 The expertise aspect 
is still there, but in a considerably smaller role than in the higher-level cabinet 
resolutions.

MACHINE AUTONOMY—INCLUSIVE

The autonomy of weapons and weapon systems has different interpretations, 
which are dictated by the normative views and practical needs of the ones formu-
lating the definitions. Those who want bans and restrictions go for inclusiveness 
(assign autonomy to as many weapon systems as possible), while those who op-
pose strict constraints rely on exclusiveness (limit autonomy to fewer systems).

Mark Gubrud, a peace researcher, provides an example of inclusiveness.11 
As a descriptive starting point, he uses the United States Department of Defense 
definition, according to which an autonomous weapon system (AWS) is:

A weapon system that, once activated, can select and engage targets without 
further intervention by a human operator.12

Weapon system autonomy here means that after the human decision has been 
made, the machine “takes over” and makes new “selecting” and “engaging” 
decisions over which human operators have no control. We could say, as I sug-
gested above, that the last human in the chain is responsible. Gubrud does not 
take this view. Instead, he seems to think that human responsibility evaporates 
when the machine makes choices on its own. Since he also believes that “Weapons 
and conflict must always be under human control,” his normative conclusion is 
clear. There should be a general ban on AWS, and anyone who intends to develop 
and use weapon systems resembling them must find separate justifications for 
their choice.

Gubrud goes on to argue that the attempts by the Department of Defense to 
distinguish between (acceptable) Semi-Autonomous Weapon Systems (SAWS) 
and (unacceptable) Fully Autonomous Weapon Systems (FAWS or AWS) fails. In 
some SAWS, humans only have to make the final “engage” decision. Gubrud notes 
that such SAWS could be converted into FAWS far too easily for the distinction 
to be safe. In “fire and forget” systems, even that minimal human involvement 
has been removed, as after launching the machine selects and engages the target 
by itself. The Department of Defense’s view is that the calculations leading to the 
launch constitute the critical human decision, Gubrud disagrees, and from this 
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point on the controversy becomes semantic. Are the SAWS “select” and “engage” 
functions autonomous machine decisions or not? One possibility is that they are, 
in a sense, autonomous (machine working without external controls) but not re-
ally decisions (in the sense that incurs responsibility).

MACHINE AUTONOMY—EXCLUSIVE

The United Kingdom Ministry of Defence sets the standard higher in its definition 
of weapons system autonomy:

An autonomous system is capable of understanding higher-level intent and 
direction. From this understanding and its perception of its environment, such 
a system is able to take appropriate action to bring about a desired state. It is 
capable of deciding a course of action, from a number of alternatives, without 
depending on human oversight and control, although these may still be pres-
ent. Although the overall activity of an autonomous unmanned aircraft will be 
predictable, individual actions may not be.13

The last sentence about predictability contrasts autonomous systems with auto-
mated ones. The latter produce only outcomes that we know if we know what 
rules the system is programmed to follow. Autonomous systems would go beyond 
this and produce unpredictable outcomes, which would then have to be attrib-
uted to machine intelligence. If we hold on to the tenet that machines should not 
make choices that involve moral and legal responsibility, genuine AWS would 
have to be banned. By defining AWS-looking systems as remote automated ones, 
however, the ban can be averted. This is what the Ministry of Defence seems to be 
doing by its classification of unmanned aircraft systems as “remote automated,” 
recognising that this is their interpretation of international law yet holding on to 
the reading as legitimate.

The opening sentence of the definition supports the idea by requiring that 
truly autonomous systems are “capable of understanding higher-level intent and 
direction.” Much depends on what “understanding” ja “higher-level intent and 
direction” are supposed to mean, but they sound ominously demanding, requir-
ing qualities approaching human autonomy. This sets the threshold so high that 
no machine without a soul or a mind or some equivalent can reach it.

SELECT, ENGAGE, AND MACHINE AUTHORITY

Both critics and advocates seem to credit LAWS, at least in theory, with both 
kinds of authority that are involved in the CO’s decision. After the machines have 
left human control, they select their targets independently, thereby exercising 
expertise authority. Once the system has concluded its selection, it then appears to 
make a further decision to engage with the target. This second step, the machine 
exercising position authority, is the ethically alarming one, but probably also an 
anthropomorphic misinterpretation that needs to be debugged.

Expertise authority in the first step, “select,” is something that we should 
gladly delegate to well-functioning machines. Which one would we prefer—an 
explosive artillery projectile sent responsibly by a human operator or a choice-
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making out-of-human-control unmanned aircraft with equivalent firepower? 
When the artillery shot reaches me, a non-combatant, it explodes and kills or 
maims me. The drone, properly programmed, will independently of its human 
masters make one last check, identify my status correctly, and go away. The letter 
(if not the spirit) of IHL could be better served by good machines than by humans.

Position authority in the second step, “engage,” is what ethicists seem to be 
wary about. Can machines replace human persons in decisions over life and death, 
as de la Rochefoucauld puts the matter. She does not, apparently, mean the kind 
of assessment that the drone in my example makes, but something more. What 
more is there, though? Human emotion, perhaps. A person might pity the people 
about to be harmed and decide to abort the mission. Then again, a person might 
be outraged about something and engage. Whatever the case, ethicists appear to 
want a human act of will incurring moral responsibility to be present, and that 
makes the matter metaphysically muddled.

UTILITARIAN ELECTRIC FENCE ETHICS AS AN ALTERNATIVE

The need for the moral-responsibility-incurring act of will arises from the Aris-
totelian, Kantian, natural law, and human rights ethics that form the ideological 
background of IHL.14 An alternative exists, a utilitarian or pragmatic alternative 
that focuses on consequences instead of motives and intentions.15 If we take IHL 
to aim at reducing non-combatant damage caused by LAWS (among other warfare 
technologies and practices), responsibility could be defined in terms of deterrence. 
Legal rights and duties (according to this view) are fictions designed for a purpose, 
so the question is, how should we assign responsibility to optimise the deterrence 
against using LAWS on non-combatants? Punish the last humans in the chain? 
Possible, but probably unfair, because their positions in the organisation more 
than likely coerce them to push the button. Punish their superior officers? Possible, 
but the same consideration partly applies. Punish the high command? Possible, 
but the same consideration may apply. Punish political leaders? Possible, but 
who is in a position to punish them? International law is not perfectly enforced.

Outside the chain of command—from going to war to launching the lethal ma-
chine—we find yet other alternatives. The engineers who devised the algorithm? 
The voters who put the political leaders into their position? The foreign aggressors 
who necessitated the war? The global capitalists whose actions and inactions cre-
ated the circumstances in which war was inevitable? The consumers who by their 
choices promoted global capitalism? The possibilities are myriad, but if we keep 
the aim in mind, the identification of the optimal deterrence should be reachable 
by empirical investigation. Note that this (utilitarian) theory of punishment is not 
necessarily concerned about guilty minds, deeper moral responsibilities, or even 
innocence. Legal sanctions simply should be defined so that they are enforceable 
and effective and deter non-combatant damage. Perhaps that would encourage 
the development of AWS that select discriminately. We could then see engage-
ment simply as the last stage of selection as far as the machine is concerned and 
ignore philosophical conundrums about that phase.
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NON-COMBATANTS, COMBATANTS, PROPORTIONALITY, AND THE NECESSITY 
OF KILLING

Some outside-the-box questions remain. Why concentrate exclusively on the 
protection of non-combatants? They are vulnerable and, in many cases, relatively 
innocent, but so are many combatants. In addition, non-combatants can be a part 
of the war effort, sometimes willingly. Why should they, then, be exempt from 
the damage (apart from the IHL say-so)?16 17

This re-raises the question of proportionality, the second IHL requirement. 
When is non-combatant damage proportional to the military achievement? When 
is combatant damage proportional to it? What is military achievement? When 
and how is it commensurable with the death and injury inflicted?

Again, this is a concern that could be addressed by down-to-earth pragmatic 
thinking. One line of thought could then be to challenge the killing aspect. Why is 
the arms industry, with the support of governments, developing LAWS when they 
could be developing INLAWS, PINLAWS, or TINLAWS? By these abbreviations 
I mean Incapacitating Non-Lethal Autonomous Weapon Systems, Permanently 
Incapacitating Non-Lethal Autonomous Weapon Systems, and Temporarily Inca-
pacitating Non-Lethal Autonomous Weapon Systems. The last category sounds 
particularly appealing, despite the challenges posed to it by existing regulations 
against biological and chemical warfare.18 If the aim of international legislation 
is to minimise death and permanent damage to non-combatants and combatants 
alike, and if warfare is still deemed to be necessary, these regulations should 
perhaps be reconsidered.

SUMMARY AND CONCLUSIONS

To summarise, some ethicists have been worried that AI-assisted LAWS and other 
AWS make decisions that only human beings ought to make. By using such tech-
nology not only are we playing God19 ourselves but also enabling machines to do 
the same. The view emerging in the analysis above is, however, that this may be 
an exaggerated metaphysical concern. Machines make selection decisions and in 
some sense exercise expertise authority independently of humans, but this is not 
necessarily alarming. The engage “decisions” that machines make are probably 
best seen as final selection decisions, not as expressions of position authority, and 
they do not contain mysterious displays of intention or acts of will. These can 
only be attributed to human choices, and they are what make humans morally 
responsible for their actions and inactions. This means that the machine is never 
responsible for the damage it causes, human beings somewhere in the chain are.

With this philosophical problem solved, we are still left with the legal issue. 
IHL requires LAWS to distinguish between combatants and non-combatants 
and engage only if the damage to non-combatants is proportional to the military 
achievement. If we assume the utilitarian model of punishment as deterrence, 
whom should we punish and for what crime? The spirit of IHL is clearly that 
two types of crime are possible, both in the decisions to develop specific kinds of 
LAWS. First, LAWS must identify non-combatants, perhaps especially innocent 
ones.* Secondly, LAWS must not engage without a completed and accepted 
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proportionality assessment. To develop and employ LAWS that fail to do one of 
these is a crime.

Not all countries recognise these crimes, because they use their own definitions 
and choose to interpret IHL in a way that supports their own use of autonomous 
or automated weapon systems. Not much can be done about this, as there is, in 
the absence of UN decisions, no international power that could correct them. If 
an agreement is eventually forged, IHL could dictate that the political, policy, and 
business decision makers who order, design, manufacture, and use insufficiently 
discriminating LAWS should be held liable.

NOTES

* Interestingly, an evaluation of innocence, far-fetched as it may sound, could 
now or soon be completed by using information about the potential target’s net 
presence and activities. We can be categorised for commercial purposes already, 
so it should not be difficult to categorise us for military/humanitarian ones.
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