
Notes - Theoretical exercises 1

November 3, 2021

Notice that deadlines for homework are on Sunday 22:00!

Exercise 1.1

a)

• (AB)T = BTAT and (AT )T = A. Thus

xTA = ((xTA)T )T = (ATx)T .

• Remember that (AB)C = A(BC). Thus (xTA)x = xT (Ax).

Exercise 1.2

a)

f(β) = εT ε = (y −Xβ)T (y −Xβ) = (yT − βTXT )(y −Xβ)
= yTy − yTXβ − βTXTy + βTXTXβ.

Remember that xTy = yTx. Then yTXβ = (Xβ)Ty = βTXTy and thus

f(β) = yTy − 2βTXTy + βTXTXβ.

Now

∂yTy

∂β
= 0,

∂(−2βTXTy)

∂β
= −2∂β

T (XTy)

∂β

1.1b)
= −2(XTy)T = −2yTX and

∂βT (XTX)β

∂β

1.1f)
= βT (XTX + (XTX)T︸ ︷︷ ︸

=XTX

) = 2βTXTX.
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Then we get
f ′(β) = −2yTX + 2βTXTX.

By setting f ′(β) = 0 we get

βTXTX = yTX

⇒ XTXβ = XTy

⇒ β = (XTX)−1XTy.

In order to prove that b = (XTX)−1XTy is minimum we have to prove that
f ′′(β) = XTX is symmetric positive definite. Let a ∈ Rk+1 \ {0}. Denote

a = (a1 . . . ak+1)
T and

X = (x1 . . . xk+1),

where xi ∈ Rk+1 are the column vectors ofX . We have that vector
∑k+1

i=1 aixi
is always not equal to zero since vectors xi are linearly independent. Then

aT (XTX)a = (Xa)TXa = ‖Xa‖2 =
∥∥∥∥ k+1∑

i=1

aixi

∥∥∥∥2 > 0.

Thus XTX is positive definite.

b)

b = (XTX)−1XT (Xβ + ε) = (XTX)−1XTX︸ ︷︷ ︸
=I

β + (XTX)−1XT ε = β + (XTX)−1XT ε

Thus
E(b) = E(β) + (XTX)−1XT E(ε) = β.

c) By part b),

b− E(b) = b− β = β + (XTX)−1XT ε− β = (XTX)−1XT ε

Also, notice that

E(εεT ) = E

(
(ε− E ε︸︷︷︸

=0

)(ε− E ε︸︷︷︸
=0

)T

)
= cov(ε) = σ2I,
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and remember that (A−1)T = (AT )−1. Then

cov(b) = E
(
(b− E b)(b− E b)T

)
= E(((XTX)−1XT ε)((XTX)−1XT ε)T )

= E((XTX)−1XT εεTX(XTX)−1) = (XTX)−1XT E(εεT )X(XTX)−1

= (XTX)−1XT (σ2I)X(XTX)−1 = σ2(XTX)−1 (XTX)(XTX)−1︸ ︷︷ ︸
=I

= σ2(XTX)−1

Exercise 1.3 (Homework)

a)

• Use properties of projection matrices. That is,

MT =M and M2 =M.

• Use linearity of expectation.

• Write e in terms of matrix M .

• First calculate cov(y). It will be useful in calculating cov(e).

b)

• First compute E(e). Then find relation between trace(cov(e)) and
E(
∑n

i=1 e
2
i ).

• Let A ∈ Rn×n. Then trace is defined as trace(A) =
∑n

i=1 aii

• trace(cA) = c trace(A), c ∈ R.

• For square matrices, Rank is equal to the number of nonzero eigen-
values.
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