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Preface

This book is composed by the papers written in English and accepted for presen-
tation and discussion at The 2020 International Conference on Marketing and
Technologies (ICMarkTech’20). This conference had the support of the ISCTE-
University Institute of Lisbon and Iberian Association for Information Systems and
Technologies (AISTI). It took place at Lisbon, Portugal, during October 8-10,
2020.

The 2020 International Conference on Marketing and Technologies
(ICMarkTech’20) is an international forum for researchers and professionals to
present and discuss the latest innovations, trends, results, experiences and concerns
in the various fields of marketing and technologies related to it.

The Program Committee of ICMarkTech’20 was composed of a multidisci-
plinary group of 225 experts and those who are intimately concerned with mar-
keting and technologies. They have had the responsibility for evaluating, in a
“double-blind review” process, the papers received for each of the main themes
proposed for the conference: (A) Artificial Intelligence Applied in Marketing;
(B) Virtual and Augmented Reality in Marketing; (C) Business Intelligence
Databases and Marketing; (D) Data Mining and Big Data-Marketing Data Science;
(E) Web Marketing, E-commerce and V-commerce; (F) Social Media and
Networking; (G) Omnichannel and Marketing Communication; H) Marketing,
Geomarketing and IoT; (I) Marketing Automation and Marketing Inbound;
(J) Machine Learning Applied to Marketing; (K) Customer Data Management and
CRM; (L) Neuromarketing Technologies; (M) Mobile Marketing and Wearable
Technologies; and (N) Gamification Technologies to Marketing.

ICMarkTech’20 received about 200 contributions from 22 countries around the
world. The papers accepted for presentation and discussion at the conference are
published by Springer (this book) and by AISTI and will be submitted for indexing
by ISI, EI-Compendex, Scopus, and Google Scholar, among others.
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(authors, committees, workshop organizers and sponsors). We deeply appreciate
their involvement and support that was crucial for the success of ICMarkTech’20.

Lisbon, Portugal Alvaro Rocha
October 2020 José Luis Reis
Marc K. Peter

Ricardo Cayolla
Sandra Loureiro
Zorica Bogdanovié
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Part I
Artificial Intelligence Applied in Marketing



Chapter 1 ®)
How Committed I Am Cecte
with Tourist-Intelligent Virtual

Assistants?

Sandra Maria Correia Loureiro and Ricardo Godinho Bilro

Abstract This study analyzes drivers and outcomes of commitment with tourist-
intelligent virtual assistants. A convenience sample of 124 usable questionnaires was
used. Findings reveal that attachment and emotional values influence commitment
with tourist-intelligent virtual assistants. Commitment, in turn, influences loyalty
intentions. This study is a first attempt on analyzing the attachment process between
tourists (as users) and intelligent virtual assistants

1.1 Introduction

Artificial intelligence (AI) (representing algorithms and machines that exhibit aspects
of human intelligence) may be regarded as having four possible types of intelligence:
mechanical, analytical, intuitive, and empathetic [1]. Mechanical Al is the ability
to perform routines and tasks automatically. These mechanical processes are not
associated with creativity and are operationalized without any extensive thoughts
e.g., [2-4].

Analytical intelligence (AI) represents the ability to process information for
problem-solving and learn from that process [5]. Jobs associated with this ability
are, for instance, data scientists, accountants, or financial analysts. Thus, machine
learning and data analytics are the major analytical Al applications [6]. However,
these machines do not have a mind, conscious states, or subjective awareness [7].
The tasks are complex but systematic, and creativity is not needed.

Intuitive Al aggregates self-awareness, sentience, and consciousness [7]. For
instance, Google’s DeepMind AlphaGo can simulate instinct [3], the poker player
Libratus can do strategic thinking with incomplete information [4] and Watson from
IBM can understand, learn, and interact into the business-to-business context.

S. M. C. Loureiro (X)) - R. G. Bilro

Instituto Universitdrio de Lisboa (ISCTE-IUL), Business Research Unit (BRU-IUL), Lisboa,
Portugal

e-mail: sandramloureiro @netcabo.pt

R. G. Bilro
e-mail: bilro.ricardo@gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021 3
A.Rochaetal. (eds.), Marketing and Smart Technologies, Smart Innovation, Systems and
Technologies 205, https://doi.org/10.1007/978-981-33-4183-8_1


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-4183-8_1&domain=pdf
mailto:sandramloureiro@netcabo.pt
mailto:bilro.ricardo@gmail.com
https://doi.org/10.1007/978-981-33-4183-8_1

4 S. M. C. Loureiro and R. G. Bilro

Empathetic intelligence means the ability to understand other humans’ emotions
and respond emotionally [8]. Empathetic skill considers communication, leadership,
advocating, teamwork, charisma, or the ability to negotiate [9]. Jobs related to these
abilities are politicians, psychiatrists, or negotiators. Nevertheless, a lengthy ongoing
discussion has been done about whether AI machines can actually feel in the same
way as humans do [10].

Keeping this in mind, the present research intends to explore how tourists and intel-
ligent virtual assistants may relate each other in order to create commitment. There-
fore, the current study (i) explores attachment and emotional value as antecedents of
commitment to the intelligent virtual assistants, (ii) understands loyalty intentions
as outcomes of commitment to the intelligent virtual assistants.

1.2 Literature Review

Attachment means that an individual or tourist will feel close to an intelligent
virtual assistant when the virtual assistant is perceived as a means for self-expansion
[11]. Attachment involves a bond, cognitive and emotional connection between the
intelligent virtual assistant and the self [12].

Tourists may develop a sense of oneness with the virtual assistant [13] and develop
an anxiety from brand—self-separation or comfort from brand—self-proximity. Indeed,
the connection between virtual assistant and the self is a core aspect of attachment.
Positive feelings and memories about the virtual assistant combined with the virtual
assistant-related thoughts aggregate the prominence of the intelligent virtual assistant
in the tourist life [14].

Be attached may lead to develop commitment. Commitment may occur when “an
exchange partner believing that an ongoing relationship with another is so important
as to warrant maximum efforts at maintaining it” [15, p. 23]. In this case, the partners
are the tourist and the virtual assistant. Hence, the emotional ties developed between
these partners may enhance their commitment [16]. The cognitive and emotional
connection between the virtual assistant and the tourist self (self-connection) [12, 17]
together with positive feelings and memories about the virtual assistant (prominence)
[14, 16, 18] will contribute to develop a continuous relationship, that is commitment.
We proposed the following hypothesis (see Fig. 1.1)):

HI1: Attachment is positively associated with the commitment to the virtual
assistant.

Diverse definitions of perceived emerge in the literature [19, 20]. One of the most
common is proposed by Zeithaml [19, p. 14] as “...the consumer’s overall assessment
of the utility of a product based on perceptions of what is received and what is given”.
Values may be regarded as believes. As Solomon [21, p. 113] argue, “a value can be
defined as a belief about some desirable end-state that transcends specific situations
and guides selection of behaviour”. Beliefs are considered as drivers of attitudes and
behaviors [22, 23]. Thus, we may infer that values may influence the commitment
[24] with the intelligent virtual assistant. Particularly, we consider that emotional
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H1

Fig. 1.1 Proposed model

values will enhance the intentions to maintain the relationship between an individual
and the virtual assistant. In this vein, we propose the following hypothesis:

H2: Emotional value is positively associated with the commitment toward the
virtual assistant.

Attachment has been demonstrated that influence behavior intentions [25] and
commitment can also be considered as a driver to loyalty [17]. In the current study,
we explore the path flow that regards attachment as influencing commitment and
this last, in turn, leads to loyalty intentions. When an individual desires to continue
the relationship with the virtual assistant and have faith with it, the relationship is
expected to create such a tie that leads the user to recommend the virtual assistant
to others and keep choosing and using the virtual assistant (loyalty intentions) [26].
Thus, we suggest the following hypothesis:

H3: Commitment to the virtual assistant is positively associated with loyalty
intentions.

1.3 Methodology

Data was collected through an online survey using Qualtrics, and we collected 124
answers from participants who frequently use intelligent virtual assistant for the
purpose of tourism issues. Scales are adapted from previous studies (see Fig. 1.1).
All items are measured using a liker-type scale of seven points, except for attachment
where the scale of evaluation is from 0 = Not at all to 10 = completely. The last part
of the questionnaire concerns socio-demographic data. Then, the questionnaire was
pilot tested with the help of 12 experts regarding users of virtual assistants to ensure
that the questions were understood by the respondents and there were no problems
with the wording or measurement. Only a few adjustments were made.

Although the questionnaire was developed based on instruments used in previous
studies, the structure was created in order to avoid common method bias: The items
were prepared to avoid ambiguity, and the physical distance between measures of
the same construct was also taken into consideration. Participants are 44% female,
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Table 1.1 Constructs C
onstruct Source
employed
Attachment Park et al. [14]
Emotional value Sweeneya and Soutarb [20]
Commitment Itani et al. [24]
Loyalty intentions Johnson et al. [26]

the average age belongs to the range between 20 and 40 yr, and most of them have
graduate education (Table 1.1).

1.4 Results

Partial least squares approach is employed to treat data. First the measurement model
is analyzed with all composite reliability scores above 0.7 and AVE above 0.5 [27].
Atasecond-order level, the weights are also significant, having a positive beta weight
above 0.2. There are also no multicollinearity effects [28] (Table 1.2).

The discriminant validity is also verified for both the Fornell-Larcker crite-
rion and through heterotrait—-monotrait ratio (HTMT) (see Table 1.3). The corre-
lations between each first-order construct and the second-order construct are > 0.71
(7 A- prominence = 0.964 and (¥ 4.self-connection = 0.930), revealing that they have more
than half of their variance in common, as expected [29].

In the current study, a non-parametric approach, known as Bootstrap (5000 re-
sampling), is used to estimate the precision of the PLS estimates and support the
hypotheses (Hair et al. [27]). All path coefficients are found to be significant at the
0.001 or 0.05 levels, revealing that the three hypotheses are confirmed (see Fig. 1.2).

Table 1.2 Measurement results

Cronbach’s rho_A Composite Average variance
Alpha reliability extracted (AVE)
Prominence 0.916 0.927 0.938 0.754
Self-connection 0.868 0.898 0.920 0.796
Commitment 0.888 0.889 0.947 0.900
Emotional value 0.933 0.966 0.949 0.791
Loyalty intentions | 0.781 0.782 0.873 0.697
Second-order formative construct First-order Weight VIF
construct
Attachment Prominence 0.612%%%* 2.760
Self-connection 0.441%%* 2.760

Note “p < 0.001



1 How Committed I Am with Tourist-Intelligent Virtual Assistants? 7

Table 1.3 Discriminant validity

Fornell-Larcker Commitment | Emotional | Loyalty Prominence | Self-connection
Criterion value intentions

Commitment 0.950

Emotional value 0.752 0.889

Loyalty intentions 0.430 0.402 0.835

Prominence 0.117 0.008 0.475 0.892

Self-connection 0.045 0.191 0.566 0.799 0.948
Heterotrait-monotrait | Commitment | Emotional | Loyalty Prominence | Self-connection
ratio (HTMT) value intentions

Commitment

Emotional value 0.790

Loyalty intentions 0.511 0.452

Prominence 0.136 0.111 0.569

Self-connection 0.055 0.215 0.667 0.897

Attachment H1=0.112*

—_ H3=0.430%**
Loyalty

Intentions
R2=18.5%
Q2=0.185

Commitment
R2=57.8%
2=-0.761*** Q270.493

Emotional

Value **%0<0.001; *p<0.05

Fig. 1.2 Structural results

1.5 Conclusions and Implications

The findings seem to highlight that the attachment process is effective in devel-
oping commitment with the intelligent virtual assistant. Yet, the emotional values
and beliefs of tourists are even more strengh to generate a desire to continue to have
the relationship with the intelligent virtual assistant. The loyalty toward a certain
intelligent virtual assistant will be possible when tourists develop a commitment
with it.

In what concerns the second-order construct—attachment—prominence (weight =
0.612) is the dimension that emerges as the most relevant in shaping the overall
attachment. Prominence demonstrates the salience of the affective and cognitive
ties connecting the tourist and the intelligent virtual assistant. As Park et al. [14]
claim, this salience is shown by the ease and frequency with which the individual



8 S. M. C. Loureiro and R. G. Bilro

has thoughts and feelings about the virtual assistant. When concerns to the self-
connection, this reflects the cognitive and emotional connection between the two
partners. Tourist may develop complex feelings about the virtual assistant, which
include anxiety and sadness when they are not using or in connection with the virtual
assistant. When such situation occurs, we may claim that individuals connect with
the virtual assistant through the self. This attachment process is developed over time
leading to a commitment, and consequently, the tourist will create a strong interest
in keeping using the virtual assistant and proactively recommend it to others.

Emotional values are beliefs [ 16, 22] that a tourist may have about using the virtual
assistant, which are willingness to generate pleasure when using it. Therefore, these
beliefs are very effective (8 = 0.761) drivers to become committed to the relationship
with the virtual assistant.

The research on Al is still in very early stage, and the Al algorithms will be deeper
developed over time, then are even able to improve themselves and becoming closer
to human beings. In this vein, the attachment process will become an important
mechanism to be further analyzed and discussed.

The technological advancements will lead to an increase in users, not only from
the firm’s side but mostly from the users’ side. This situation will lead inevitably to
a new set of organizations, suppliers, and technologies that will try to offer products
in this specific environment with the highest quality as possible. Using artificial
intelligence demands a large sum of knowledge, which can be achieved through
already existing environments, or by emerging developed forms of technology.

In the future, other concept and construct may be explored to analyze the inter-
action between users and virtual assistants. We recommend exploring concepts such
as willingness to sacrifice, brand love, or brand experience.
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Chapter 2 ®)
Human Intelligence Versus Artificial Gzt
Intelligence: A Comparison

of Traditional and AI-Based Methods

for Prospect Generation

Christian Stadlmann @ and Andreas Zehetner

Abstract This contribution deals with a comparison of two traditional approaches
and one Al-based data mining tool to collect and interpret data for prospect gener-
ation. Traditional prospect generation methods like manual web search or using
purchased data from external providers may create high costs and efforts and are
subject to failures and waste coverage through outdated and untargeted data. In
contrast, Al-based methods claim to provide better results at lower costs. Based on
a real case, the authors compare effects of these three prospect generation methods.
Al-based data mining tools compensate for some weaknesses of other methods,
especially because they do not need pre-defined selection criteria which might bias
the results. In addition, they involve less effort from the researcher. However, the
results in generating concrete prospects may be still weaker than with traditional
methods if web crawling activities are influenced by underlying databases. For
academic research in the field of prospect generation, this study provides a fact-
based comparison of approaches. Implications for businesses include the advice to
combine methods rather than to rely on a single approach. The time available for
research and the complexity of the target market have an influence on the selection
of the prospect generation approach.

2.1 Introduction

Discovering new potential customers is a fundamental task in sales and marketing
for entering new geographic markets, exploring novel segments or exploiting new
product applications [1]. The process of detecting and assessing new potential clients
is called sales prospecting [11]. It is the starting point of the customer acquisition
process [1]. Identifying prospects, however, is a difficult exercise especially in the
B2B context [23]. Different approaches exist to tackle this issue, among them manu-
ally working with a list of suspects which are then further selected into a list of
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prospects [6]. Another approach is to use commercial data acquired from specialized
suppliers to cut down to a limited list of firms [7]. However, the enormous quantities
of information in those datasets tend to crush B2B marketers, often resulting in the
usage of arbitrary rules to qualify prospects [6].

The high complexity of prospecting activities, poor data quality and the difficulties
and efforts in the gathering process represents common difficulties in the prospecting
process [17]. Apart from that, prospecting is time consuming for salespeople, as all
collected information needs to be worked through [8]. If prospects are discovered
by using web data, the search for potential firms itself may be more challenging and
consumes a lot of time [25]. The purchasing of commercial data from third parties,
though, is often expensive and characterized by poorer quality [7].

Newer approaches build on a structured, data-driven approach for prospecting [1]
and the use of data mining or other forms of artificial intelligence to close the market
knowledge gap [21] and automatize prospecting processes [8]. In order to increase
predictive performance, D’Haen and Van den Poel [6] propose a combination of web
data mining and available commercial data sources.

Using a B2B case study, this paper compares three approaches of discovering
prospects, i.e. a systematic manual web search, the use of commercial databases and
an Al-based web data mining approach. Aspects of efficiency and effectiveness of
the three methods are investigated as they have an effect on sales performance [30].
Prospecting is considered efficient, when it is done in a timely manner [27]. The
quality of the prospects directly influences the conversion rate [7] and is therefore
examined in this research. This paper contributes to the existing prospecting research
in three dimensions: by providing evidence which of the three methods provides
higher quantities of prospects, the highest quality of prospects, and employs the
lowest resources. The remainder of this work is structured in the following way.
First, the three prospecting approaches are discussed. Second, the methodology of the
case study approach and three methods are explained. Next, the results are elaborated.
Finally, the paper ends with a section about contributions and limitations.

2.2 Methods for Generating Prospects

Sales funnel concepts are a common approach used to define prospects and under-
stand their position in the customer acquisition process [13]. This study is based on
the concept of D’Haen and Van den Poel [6], who distinguish between the following
sales funnel stages: suspects, prospects, leads and customers. The beginning of the
acquisition process is usually a list of suspects. These are all the available potential
new customers and theoretically include all possible companies in a B2B context that
a seller becomes aware of. However, the number of suspects is usually limited by the
resources available, such as time and investment in cold call lists [29]. Jarvinen and
Taiminen [13] point out that an excessive pool of suspects can be counterproductive,
as the subsequent step of screening and preselection would become too complicated.
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In the next selection step, the interesting candidates are selected according to pre-
defined criteria. The results are the prospects. The selection of prospects is seen
as one of the most difficult tasks in the customer acquisition process demanding
considerable resources [19, 26]. The quality of prospects should be placed before the
number of prospects, as B2B sellers can benefit from it in the following steps [13].
Therefore, the major aim of this study is to compare different methods of gaining
prospects which fulfil all pre-defined criteria. The next step of the customer acquisi-
tion process is to sift through prospects to acquire leads. This selection concerns the
likelihood of the evaluated companies to respond to consecutive contact by the sales
force. Since a generalizable consensus on the characteristics of a highly qualified
lead is rather problematic [13] as different firms use diverse factors of qualification
[18], the focus of this study is solely on prospects that meet all pre-defined selection
criteria. Finally, when leads become clients of the firm, they are called customers
[7].

A list of quality prospects, meeting the pre-defined criteria, can be retrieved
through various methods [14]. One of the sources is the Internet [25], i.e. through a
manual web search. As manual web searching is considered boring and exhausting
[19], it is, therefore, often handed over to lower-cost employees [5]. Intuition and
simple rules help to validate the qualification of prospects [17]. This method is seen
as the most time consuming [24] and most intuitive one despite having access to
more accurate insights into Internet resources [7].

Specialized vendors are a second common source for acquiring lists of prospects
[17]. As model-based support systems make the prospecting process less intuitive,
standardized commercial data from specialized suppliers lead to an automation of the
search activities. A serious weakness with these data sources, however, is the tendency
to being costly and of unclear quality due to absent information or questionable
sources [8]. The advantage of quickly generating prospecting lists may later hamper
productivity when pursuing the gathered low-quality prospects in the sales process
[6]. Hence, this approach is seen as a fast start, but expensive with possibly limited
added value [7].

Automating prospecting activities by the use of data mining in B2B settings may
offer unique advantages, which other technologies cannot [24]. Data mining tech-
niques are methods for uncovering and extracting veiled knowledge in enormous
databases executed by employing artificial intelligence without human intervention
[24]. Particularly through intelligent web crawling techniques, higher quality can be
retrieved. Researchers recommend combining data mining techniques with commer-
cial datasets and web data for better prospecting results [7]. This combination of Al
enabled and supported data source and data mining techniques is the third approach
investigated in this study.
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2.3 Methodology

A comparative study of three prospecting methods has been conducted. First, the
traditional method of a systematic web analysis is presented. Secondly, the use of
commercial data is investigated. Thirdly, the characteristics and framework of Al
supported data mining and web crawling solutions are outlined. The outcomes of the
three approaches are compared with respect to their effect on prospect generation.

This research applies the above-mentioned methods in a real-life case study in a
software sales context. As sales force automation tools, like data mining applications,
often work best in saturated industries in which market permeation is strategically
decisive [6], the B2B environment with this particular industry has been chosen. Long
et al. [16] have emphasized that in settings in which clients are large corporations,
a few in number and well-known, automated prospect discovery tools are of low
significance as the selection itself is limited. Hence, a target market with a huge pool
of potential customers and undergoing a major upheaval has been chosen for this
experiment as it can be expected that the selection process is costly and overloaded
with information [6].

2.3.1 Empirical Context

A mid-sized company developing and marketing software applications for the waste
management sector was selected as the subject of the study. Mid-sized and large
companies whose business model is recycling (sector 1), waste-to-energy (sector
2), operating landfill sites (sector 3) or waste collection and transfer (sector 4) are
the primary customer groups where prospects should be generated using different
approaches as discussed above. The USA was chosen as target country for discov-
ering prospective customers. The US waste management sector is characterized by
small- and medium-sized enterprises which account for approximately 20% of total
turnover. A few large companies represent about 1% of the private sector, but generate
46% of the total turnover. There are more than 20,000 companies in the US waste
management market and 70% of these are privately owned [2]. Due to increasingly
strict environmental laws, the waste industry is currently undergoing a strong consol-
idation process as many smaller companies cannot keep up with the necessary invest-
ments to comply with these laws [2]. According to the software company, the classic
sales cycle takes approximately 28 months, which is a result of the complex buying
process of the customers [28]. Hence, the overall target was to get a list of around
200 potential companies, which could later be continuously monitored. This defined
number of prospects represents a still manageable size for acquisition activities of
the case firm. Therefore, firmographic data were selected as qualification criteria for
the prospects. This is in line with typical approaches in B2B [8]. The country (USA),
industry (waste management industry), sectors (1—4), minimum annual revenue (>
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$40 M) and number of employees (> 500) were therefore the key business demo-
graphics for discovering the prospects of the software company. The analysis was
conducted from October 2019 until January 2020. Finally, three distinct approaches
for discovering potential customers were benchmarked according to quantity, quality
and resources needed.

2.3.2 Systematic Web Search

The opening method for searching prospects that fulfilled the defined qualification
criteria was done through a systematic web search by a team of seven researchers.
Here, the research was split up into three approaches: First, companies were searched
on three of the largest search engines, i.e. Google, Bing and DuckDuckGo [9].
As a preparatory step, keywords were identified in advance. Three globally well-
known waste management companies which were named by the software company
and the four sectors served as starting points. Then, more keywords were identified
through Google Trends, establishing connections between the different companies.
After collecting the first prospects, more keywords were discovered using the same
procedure. The resulting key words were among others recycling, landfill, waste
transportation, waste solution and environmental management. These key words
were then combined with Boolean operators (AND and OR). Next, the discovered
companies were included if they fulfilled the following criteria: (1) business in at
least one of the four sectors, (2) offering waste management activities as a busi-
ness (i.e. sorting out consulting or non-profit organizations) and (3) operation in
the USA. Finally, more publicly available information about these suspects, such as
the number of employees or yearly turnover, was searched through the professional
business research Web sites, namely Bloomberg.com and LinkedIn.com and through
Wikipedia.org.

Second, associations and platforms were scanned in parallel. The previously used
key words were combined with the words “association”, “community” and “clus-
ter”. Then an investigation of journals, case studies and events published on the Web
sites of the resulting associations and platforms followed. The aim was to get addi-
tional potential companies through the lists of members or of participants, placed
ads, authorships, sponsors or mentioned best practices. At the end, eight industry
associations and platforms were examined.

The third approach was through professional magazines and trade fairs in the
US waste management field. Therefore, the key words of the first approach were
combined with further key words such as “magazine” or “trade fair”. The resulting
magazines were scanned in the same way as in the second approach. Additionally,
the exhibitors list of the trade fairs served as a source for identifying additional
prospects. At the end, six professional magazines and two industry related trade fairs
were explored. After having reached a result of about 35 prospects from each of the
three approaches, the search was stopped in order to analyse the data.
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2.3.3 Database Research

The use of commercial data is a common way to generate prospects. However, the
main challenges with this approach are that these databases are either of poor quality
or often expensive [7]. On the other hand, sales people often rely on intuition and
simple rules [17] which can easily be used with commercial datasets. Professional
business research companies design the datasets, compile and consistently update
the data in order to sell the data to their customers [29]. One of the most reliable
databases is the Hoovers of the company Dun & Bradstreet [ 12] which was chosen for
this research. A representative of the Austrian Trade Commission in Chicago (US),
an expert in US industry classification systems, conducted the database research.
Searching for different industries requires a principle understanding of the American
Industry Classification Systems and needs access to the fee-based database. Hence,
the researcher identified the industry codes of the interesting sectors in the Standard
Industrial Classification (SIC) system and the North American Industry Classification
System [10] as NAICS 562212 (Solid Waste Landfill), NAICS 562920 (Materials
Recovery Facilities), SIC 49539905 (Recycling, Waste Materials), etc. In order to
meet the sector-specific characteristics and to get more accurate results, codes of both
classification systems were put into the commercial database at a fine-graded level
(at least six-digit codes). The result was still a list of several thousand companies
as alone the search code “Solid Waste Landfill” (NAICS 562212) resulted in 7,634
companies or “Recycling, Waste Materials” (SIC 49539905) in 16,128 entries. Thus,
the list had to be narrowed down to the requirements of the company. Therefore, the
minimum annual revenue of $40 million and the minimum number of employees of
50 were set as selection criteria. These criteria are in accordance with the firmographic
framework and led finally to a manually processable list of companies for further
checking of the quality of the results.

2.3.4 Data Mining Instrument

Following D’Haen et al. [7], a data mining technique combined with web crawling
and a commercial database was applied to generate prospects in this comparative
study. As such solutions should be easily accessible (i.e. web based), fully auto-
mated, fast, usable for any industry or business and particularly not expensive [6],
a prototypic tool of the University of Szeged was used which is publicly available
(http://www.inf.u-szeged.hu/~berendg/nlp_demos//demo).

This tool uses the fasttext Python package [15] to forecast the most suitable SIC
code of a target company based upon its Web site. The reasonably priced commer-
cial US database (https://www.uscompanieslist.com/; 299 USD for version 2020)
which encompasses tens of millions of company entries and characteristics (such
as contact details, website address and SIC) was purchased, then cleaned up with
various heuristics and further used for training by the developers [4]. After the SIC
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code prediction of the focus company, the tool automatically retrieves and ranks
comparable enterprises of the same database according to their textual similarities
and overlaps in companies’ Web sites [4]. Pierre [22] showed that best classifier
accuracy may be reached by using Web site keywords, metatags and body text as a
source of text features. These Web site elements, particularly from the opening page,
were processed to get an adequate coverage of the Web sites and identify inferences
in unseen URLs within the model [4]. A multi-word expression detector was devel-
oped and trained, for which a fast conditional random field (CRF)-based sequence
classification architecture was used [3] and then implemented with a highly efficient
CRFsuite package [20].

In order to discover similar companies, the three globally well-known waste
management companies used in the first approach of the systematic web search
served as entry data for the tool. This way represents a type of expert knowledge
infusion aiming at developing higher-quality results [8]. The discovery of potential
companies was executed in the following way. First, the URL of each of the three
waste management companies was inserted into the tool (step 1). As a result, the
tool proposed ten similar companies for each of the three initial waste management
enterprises. The resulting companies were then checked according to their fit to the
firmographic criteria. The appropriate prospects were used as new input data, i.e. in
the best case, 30 new inputs (step 2). This new input data were entered again in the
tool with the outcome of a theoretical maximum of 300 potential companies. As the
tool proposes the companies due to their similarity, multiple nominations occurred.
Hence, multiple suggestions of identical companies were eliminated leading to a final
list of 108 enterprises. In order to evaluate the quality, all companies were checked
according to their firmographic characteristics and appropriateness. This research
was conducted by the same research team as the one which carried out the system-
atic web search. However, it was executed at the very end of the entire benchmark
to limit the influence on the first research approach.

2.4 Results and Discussion

Table 2.1 shows the results of various prospecting methods. In general, the inappro-
priateness of companies for being selected as high-quality prospects was assessed
solely on the basis of their compliance with all pre-defined selection criteria. The

Table 1 Retrieved results of

. Method Number of potential | Number of quality
the three prospect searching companies prospects
methods

Systematic web | 94 94
search

Database search | 134 103
Data mining tool | 108 45
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systematic web search was stopped after the available time quota of 110 h had been
exceeded. At this point, the retrieved results were already quite redundant and the
target of reaching 200 potential companies was foreseeable.

As the systematic web search was based on an individual evaluation of the compa-
nies selected by the researchers, the number of potential companies (94) equals the
number of quality prospects. Inappropriate companies or Web sites were not further
investigated as soon as this was detected. The results of the commercial database (134
potential companies) were the highest of all approaches. One hundred and three of
those could be classified as quality prospects, which was owed to the high quality of
the used database. Thirty-one entries were found with identical domain names repre-
senting affiliated companies. The prototypic data mining tool delivered the lowest
number of results. 42% of the proposed companies fulfilled the requirements of
a quality prospect. Sixty-three inappropriate firms either have their main business
activities in a related but different field (e.g. plumbers, excavator rentals or boulder
hauling) also offering some waste management services, or operating in a different
sector with a market focus on the waste management industry (as tech-companies,
agencies, etc.). One reason for this noise may be the training and modelling approach
of the tool as only the opening page and no deeper Web site levels were processed for
training and for identifying inferences in unseen URLSs within the model [4]. Another
explanation may be the applied step-by-step procedure combined with the character-
istics of the underlying database. After the first step (i.e. the entry of the three starting
waste management firms), still 55% of the 29 discovered companies were of good
quality (one multiple nomination was excluded). However, as the outcome of step 2,
an additional 50 inappropriate firms (= 63%) and 29 fitting prospects (= 37%) were
proposed. Hence, this step-by-step approach leads to an increasing deviation from
the initially retrieved companies.

When comparing the three approaches with each other, the rate of overlaps was
analysed. Small overlaps would mean that the three methods could be complemen-
tarily used. Table 2.2 highlights overlaps between the used approaches. Multiple
nominations of the same companies through the three methods are very rare. Only
14% of the prospects of the systematic web search were identical to the database
search results. The overlaps between the results of the data mining tool and the

Table 2 Overlaps among the quality prospects of the three searching methods

Prospects of high | Are proposed also by: are also registered in
quality from:

Database search | Data mining tool | Hoovers (D&B) | Data mining tool
(%) search (%) (%) database (%)
Systematic web 14 11 86 18
search
Database search 2 23
Data mining tool |2 6
search
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systematic web search were 11% and between the discovered database firms and
the data mining tool were even lower at 2%. There were no overlaps of all three
methods. Next, it was analysed whether companies are registered in the databases
although they are not shown in the results. All companies proposed by systematic
web search and the data mining tool method were checked if they are included in
the Hoovers (D&B) database. The same procedure was done for the tool’s database
with the results of the other two methods. As Table 2.2 illustrates, the Hoovers
(D&B) database covers most of the results of the systematic web search (86%), but
only 64% of the tools’ results. Concerning the size of the unregistered companies,
it was realized that predominantly small to mid-sized firms are not included in the
Hoovers (D&B) database. Registered but not proposed firms are either assigned to
other industry codes (as SIC code 49530000—Refuse systems) or excluded because
of the delimiting selection criteria in the research procedure. The examination of
these registered but not suggested units revealed that errors in the database, such as
incorrect (e.g. too small) number of employees, prevented potential candidates from
being proposed by the system. The coverage rate of the data mining tool’s under-
lying database is even lower. Only 18% of the detected companies through the web
search method and 23% of the database search method are registered in the tool’s
database which may be explained by the relatively small size of the tool’s database.
The cleaning procedure, which encompassed the deletion of companies without or
wrong URLs, led from an initial huge dataset (with more than 20 million registra-
tions) to a final collection of 400 K registered corporations of all possible industries
and sectors, i.e. around 2% of the original registered companies [4]. Many of these
discovered companies are small—to mid-sized. This indicates that the characteristics
of the 400 K registered corporations may differ compared to other database.

Finally, the time required for the three research methods to yield results was
examined. As for the first method, the researchers monitored the time spent for
identifying quality prospects. The systematic web search required 115 h (30 h for
search engines research, 45 h for web search via magazines, journals and trade
fairs and 40 h for web search linked to associations and platform approach). This is
about 55 times more resource intensive than the search executed via the high-quality
database (approach 2), which took 2 h. The search through the data mining tool took
2 h as well. However, the validation of the retrieved results from the tool encompassed
25 h, which is mainly due to the step-by-step procedure and the prototype character
of the data mining instrument.

Comparing all results, no clear best method has been identified as all methods
have their advantages and disadvantages. Despite the weaknesses of manual web
search—simplistic rules, limited comprehension of complexity, being exhausting for
the researchers or high expenditures in form of personnel costs [17, 19], this form
of search produces good results—both in quantity and quality, if it is carried out in a
structured and systematic way. The quality of these prospects, i.e. the fulfilment of
all pre-defined selection criteria, could be determined relatively easily, as the number
and complexity of the selection criteria were not too excessive. However, in many
business areas where speed counts, the time involved is not conducive to achieving
results. Furthermore, the comparison shows that with this method, there is always the
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risk of omitting potential candidates, especially if the search is conducted under time
constraints. The uncovered prospects, which were retrieved with the other methods,
indicate this limitation.

Searches using high-quality commercial databases can lead to excellent results in
terms of quantity and quality. Nevertheless, a search using commercial databases still
has limitations. The definition of selection criteria remains with the researcher and
as such induces a potential bias leading to too few or too many results. This bias is
not present in the case of Al-based data mining solutions. However, the data mining
solutions often need initial databases which enable further web crawling activities
[8].

To sum up, a combination of data mining approaches that use freely accessible
and high-quality commercial databases yields the best results in terms of quantity,
quality and minimum resources used. If fee-based databases are not affordable, the
use of several free databases in the web crawling process seems to be expedient [8].
However, the quality of the additional databases should be the focus, not the number
of supplementary databases.

2.5 Contributions and Limitations

This contribution adds to the research stream of prospecting management. As D’Haen
et al. [8] point out, the number of studies which test data mining methods for prospect
qualification is limited in the academic literature. A real-life example allowed a
comparison of the effectiveness and efficiency of different methods of prospect gener-
ation. Automated prospecting methods were found to be superior with regard to time
efficiency and quantity of results compared with a manual approach, which is still
very common in SMEs.

For managers, this comparison implies that systematic web search as well as the
usage of commercial databases can lead to useful prospects with good quality. The
decisive factor here remains a stringent and wise choice of selection criteria as well
as a solid control for researcher bias. Since B2B sellers are often responsible for the
definition and selection of these criteria and often rely on their intuition or simple
rules [17], this can lead to an excessive number of results that cannot be processed
further, especially when using databases. Conversely, it should be taken into consid-
eration that databases never show a complete picture of the potential, since missing
or incorrect datasets may be present. Al-based methods of data mining solutions help
to alleviate the deficiencies of poor selection criteria or errors in the datasets since
data of individual company web sites and their similarities are considered. Finally,
this practical application shows how the prototype of the University of Szeged could
be further developed.

Limitations of this study include the company-specific limiting approach of the
search, the selection criteria used, the distortions caused by the search activities of
the researchers and the prototype character of the data mining tool. At the same
time, this study exemplifies prospecting approaches in B2B areas and the difficulties
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associated with it. Although very limited in its generalization, this comparison also
contributes to the quantification of the results of the methods as a practical example.
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Chapter 3 ®)
A Trademark Image Retrieval Tool e
Based on Deep Learning Features

Rubén Manrique and David Duque-Arias

Abstract In this work, we present the advances in the construction of a trademark
image retrieval system using machine learning techniques. This application will be
used as a tool by a government entity to identify potential similar trademark images.
The similarity is computed via two different types of features: color-based and deep-
based features. Furthermore, we included the Pantone color scale as a proxy to
identify relevant colors in the image. The algorithm was evaluated using a subset of
5000 images from LLD—Large Logo Dataset (Sage et al., LLD - large logo dataset
- version 0.1 [1]), and a ground truth obtained from two surveys applied to users.
Based on the NDCG metric, promising results were obtained that validate the set of
proposed features.

3.1 Introduction

The implementation of effective marketing strategies is the means that allows the
valorization of a brand in the market. Each step in the consolidation of this goal is
achieved, among other things, with the control and surveillance of industrial prop-
erty assets, both its own and those of third parties. In the first instance, Decision
486 of the Andean Community of Nations, establishes in its article 136, literal a:
“The impossibility of registering as a trademark those signs whose use in commerce
unduly affects a third party’s right, particularly when they are identical or resem-
ble a trademark previously requested for registration or registered by a third party.”
Assessing compliance with this condition implies the implementation of trademark
validation processes. The purpose of this exercise is to analyze the similarities of
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the signs to be registered, considering the written, conceptual, phonetic, and graphic
dimensions, thus avoiding mistaken associations regarding the origin or provenance
of the products or services that they are offered in the market. Government managers
and examiners, even the applicants themselves, have the responsibility to analyze the
strict compliance with the industrial property regulations.

A key step in trademark validation processes is the search process to identify
potentially “similar”” marks to those previously registered. This search is carried out
in the so-called trademark databases that usually contain hundreds of thousands of
registered trademarks [2]. The growing demand for intellectual property titles and
trademark registration requests becomes a challenge for examiners in charge of these
processes. According to WIPO, for example, in 2016 more than 7 million trademark
validation applications were made [3]. In Colombia, the Superintendency of Indus-
try and Commerce reported more than 187,000 trademark registration applications
between January 2014 and January 2020. With the constant increase in trademarks
and trademark registration requests, it is increasingly complex—if not impossible—
for an examiner without the help of intelligent search tools to determine whether or
not third-party rights are being violated [2]. The volume of information to be exam-
ined is one of the challenges in the trademark validation processes of the future.
Although there are trademark search tools that allow a narrower and more precise
group of potentially similar brands to be reduced, these tools are in most cases rudi-
mentary [4].

Most trademarks can be broken down into nominative (i.e., text) and figurative
(i.e., images) elements. Existing trademark search engines point to one of these
types of elements individually, in a limited way, and without considering the inter-
relationships between them. At the nominal level, trademark search engines carry
out a merely lexical analysis; that is, they are based on the coincidence between the
terms that make up the text. As a result, multiple queries are made by examiners
looking for each of the brand terms and their possible combinations. More impor-
tantly, the semantics and phonetics associated with the terms are not considered
in the similarity analysis. The problem is exacerbated when the search objects are
images. Trademark images do not follow standard typologies, and their diversity is so
high that traditional methods (i.e., without machine learning) often fail. Verification
processes require analyzing colors, shapes, and semantics at reasonable times.

In this work, we focus on figurative trademarks and present a Trademark Image
Retrieval (TIR) system that employs machine learning techniques. It is expected
to be used as a tool by a government entity to evaluate if the copyright of already
registered trademark images is respected by a new candidate image. The problem we
are addressing here is, therefore, finding images potentially similar to an input query
image. Our proposal to calculated image similarity is based on two different types of
features: color-based and deep-based features. We reported results using a database
composed of 5.000 logos from LLD—Large Logo Dataset [1] and a ground truth of
human similarity perceptions constructed through user surveys. The structure of the
paper is described as follows: in Section 3.2, some related works with IR and CBIR
are presented; in Sect. 3.3 is described the proposed application; in Section 3.4 is
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detailed the experimental setup; Section 3.5 presents the results of image similarity
in a public dataset; Section 3.6 describes the analysis of obtained results. Finally, in
Sect. 3.7, the conclusions are presented.

3.2 Related Works

Image retrieval (IR) and content-based image retrieval (CBIR) [5] are challenging
tasks that are an active research domain in image processing. The main objective is
to identify most similar images according to several criteria such as color, texture,
shape, spatial layout, and faces [6]. As stated by [7], the most important part in IR
is to build a robust image representation with relevant and discriminant features.
Initially, most of the algorithms with the highest performance in CBIR and IR were
based on hand crafted features [8, 9] such as eigenvectors [10], color and texture
[11], gradients and wavelets [12]. Even though, this approaches rely on “low level
features” that are far away from high human-level perceptions. After the boom of
deep learning (DL) in 2010s decade, it has demonstrated to be an useful approach that
outperform already existing techniques in a vast domain of areas including image
processing, speech recognition, and natural language processing [13]. One of the
keys of its success is related to the capability to learn hierarchical and nonlinear
representations of the data.

In image processing, a well-known strategy is to take advantage of already learned
DL models to perform a new task. This approach is known as transfer learning and
have obtained impressive results in several types of machine learning applications
[14, 15]. In the case of IR tasks, several works have demonstrated that using an
already trained model allows to extract features of new data and build a reliable image
representation [16, 17]. This occurs thanks to the use of enormous datasets such as
ImageNet, composed by thousands of millions of images. Even though, as stated by
[7], it may be required to perform domain adaptation [18] to accomplish a new task.
One of the works that have demonstrated to be robust enough to extract features from
images at different scales is Regional Maximum Activation Convolutions (R-MAC)
[19]. The main idea is to use an already trained model and build a compact descriptor
for each image. The construction of a low-dimensional features vector implies that
selected features will represent only the most relevant characteristics of the image,
in the same spirit of DL autoencoders.

3.3 Methodology

We developed a tool to evaluate image similarity between a new trademark image
and a set of already registered images. In Fig. 3.1 is presented a simplified diagram
of our application, that computes a score of similarity between a new image and a
set of images. The proposed application is mainly divided in two steps: (1) feature
extraction and (2) similarity metric.
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Fig. 3.1 Simplified diagram of proposed trademark image retrieval tool

3.3.1 Feature Extraction

The proposed application was developed as a tool to compute similarities in trade-
mark images. In order to identify them from different perspectives, we propose to
extract features of images following two independent paths: using color information
and a deep learning-based approach.

Color Features In TIR, color is one of the most relevant components of an image
that must be evaluated. In our case, we are interested in identifying if a new trademark
image is composed by colors that have already been registered by other trademarks.
In order to identify them, we decided to work with RGB color space and compute a
set of features based on histograms. The representation of a color image as a set of
three single histograms allows to estimate the probabilistic distribution of gray levels
by channel. Additionally, this kind of features is characterized by being invariant to
rotation and scale.

In Fig. 3.2 is presented an example of color histograms of a single color image.
The x-axis of each histogram indicates the intensity of the color, and the y-axis
indicates how many pixels (frequency) in the image have the same intensity. One
may note how the trademark image is mainly composed by two colors: yellow and
black. In RGB color space, every color can be represented as the combination of
red, green, and blue. For example, yellow is represented as a combination of high
intensity values of red and green, and black is obtained with low intensity values in
the three channels.

We computed three features by channel: mean, standard deviation and skewness
[20] (9 in total by image). We remark that even if the features from histograms can
be extended, we identified that our main interest of evaluating color similarity was
to preserve the comprehension and understanding of computed values. In the section
“Deep features,” we present a set of more robust and hierarchical features that are
the core of our application.

Pantone Color Scale One of the design requirements of the developed tool was
to identify the presence of colors from Pantone scale [21] in the images. We highlight
that this color scale is used as a largely standardized system for printing. Additionally,
itis mainly used in a variety of industries such as graphic design and product design. In
our application, we evaluate the presence of solid coated Pantone colors composed by
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1.761 elements in trademark images. We performed several experiments to represent
RGB images based on Pantone color scale, but spectral diversity was dramatically
reduced. As a manner of example, we present in Fig. 3.3 a conversion of a synthetic
RGB image to the Pantone color scale. In this case, we mapped every RGB color
using “most similar”’ Pantone color by Euclidean distance. It can be seen that in some
of the regions of Fig. 3.3b such as 6, 8, 12, 13, and 15, there are visually identifiable
differences with respect to the original Fig. 3.3a.
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We experimentally found that reducing spectral diversity would lead to undesired
similarities specially in bright colors. While the RGB color space is composed by
256% combinations, solid-coated Pantone is composed only by 1761. From the above,
we decided to identify the Pantone colors in the image and return them as a list to
the final user.

Deep Features In this work, we performed feature extraction using the proposed
approach by R-MAC [19]. This technique is mainly divided in two steps:

e Extract features from images with a backbone network such as VGG16 [22], using
the weights from an already trained model.

e Compute most relevant features by region using a max pooling approach. This
step builds a concrete and low-dimensional image representation: typically 256 or
512.

In our case, we worked with the weights of the model trained with ImageNet.
We computed features at 14 scales by image, and we experimentally found that
using a vector composed by 512 elements by image allows to build a robust image
representation.

3.3.2 Similarity Metric

After the calculation of color features and deep features, it was required to compute
a metric to evaluate the similarity between the images in feature space. At this point
of the workflow, each color image is represented by two feature vectors: 9 color
features and 512 deep features.

Several approaches have been proposed to evaluate the similarity of vectors. In
particular, in CBIR, some of the metrics that have demonstrated better performance
are Cosine angle distance (CAD) and Euclidean distance (EUD) [23]. Results of both
measures in high-dimensional vectors are very similar. In this work, we implemented
and we vectorized them in order to reduce computational cost of the algorithm.

3.4 Experimental Setup

We randomly selected 5.000 logos from LLD—Large Logo Dataset [1] composed
by almost 130.000 trademark images. First, we extracted features offline. Then, we
stored them in two matrix: color features (M Coxs5000) and deep features (M Cs12x5000)-
The feature extraction stage was performed in a local station with an Intel Xeon E-
2186G processor and 32 GB of RAM without graphics card. It took around 0.6
s the feature extraction by image. We used Keras 2.2.4 and Tensorflow 1.12.0. In
order to perform a quantitative analysis of the application, we applied two surveys
to evaluate image similarity using color features and deep features. We followed the
same strategy in both surveys: we took 20 images and for each image, we computed
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the five most similar logos from the dataset composed by 5.000 elements. Then, the
five closest samples are randomly ordered and presented to the user. For each image,
the user gave a score with an integer between 1 and 4 (1: not similar at all and 4:
very similar) to evaluate the similarity against the query image.! We highlight that
the surveys allow us to evaluate the pertinence of the most similar images obtained
using our algorithm with respect to human similarity criteria.

3.5 Results

We performed two different experiments to evaluate the robustness of the algorithm:
The first was carried out to evaluate the similarity of images using color and deep
features independently. And the second one, to visualize some cases of manually
modified images (we call them “corrupted samples”) and their similarity with original
images.

3.5.1 Similarity

The evaluation of similarity and its correctness is a subjective problem that strongly
depends of the selected criteria to compare them. In order to evaluate multiple sce-
narios and several types of images, we randomly chose 100 images of the database
and computed the 5 closest images using CAD.?

We applied the surveys to 75 users, (43 for color features and 32 for deep features)
in order to quantitatively evaluate the similarity of the five most similar images in
20 different cases. We computed the average similarity given by the users by query
image in order to compare what features were able to find most similar images. In
Table 3.1 are presented obtained results. One can observe that in 14 of 20 query
images, users gave a higher similarity score to retrieved images with deep features.

Furthermore, from the survey responses, we evaluated the pertinence of fop-5
results using Normalized Discounted Cumulative Gains (NDCG) [24] and computed
independently by survey. We calculated the average similarity by image from the
score by the users. Then, we computed NDCG for each of 20 images. In Table 3.2,
we present the average NDCG and standard deviation by survey. We highlight that
in order to have comparable results between all images, we fixed the “ground truth”
relevance vector for all images as follows: V = [4, 3, 3, 3, 2]

! Applied surveys are available to be consulted https:/cutt.ly/guNWVKke.
ZResults are available to be consulted https:/cutt.ly/ AuBGXXb.
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Table 3.1 Average survey responses comparison for first 10 query images
Query | O 0> 03 04 0s Qs 07 Qs Q9 Q1o
Color |1.590 |1.646 |1.576 |1.893 |1.446 |2.372 |1.665 |1.288 |1.525 |2.441
Deep |1.443 |1.787 |1.456 |2.237 |1.512 |2.806 |1.693 |1.312 |1.731 |1.706
Query | Oy On2 013 O14 O1s O 017 018 O 020
Color |1.530 |1.730 |1.762 |1.697 |1.734 |1.632 |1.316 |2.144 |1.790 |2.004
Deep |1.987 [2.012 |1.650 |[1.700 |1.643 |1.750 |1.562 |1.825 |2.675 |2.568

Table 3.2 Average NDCG by feature type

Features NDCG
Color 0.5612 4+ 0.0961
Deep 0.5965 + 0.1298

3.5.2 Corrupted Samples

As second experiment, we performed some modifications in existing logos and eval-
uated the similarity of these “corrupted samples” using deep features. The main goal
was to identify if the proposed model is robust enough to detect some malicious
variations of already registered trademark logos. In Table 3.3, we present the results
with three logos manually modified four times changing colors and/or including
shapes and/or text. The row “position” indicates the index of the original image after
computing similarity between corrupted sample and all the images in the dataset.

Table 3.3 Image similarity of corrupted logos
Corrupted 1|Corrupted 2|Corrupted 3|Corrupted 4

o
O o Jl_o

Original image Corrupted 5

Position 1 1 1885

7
s

Position 1

120 53 1
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3.6 Analysis

From obtained results, we identified that the proposed algorithm allows to measure
similarity between images based on two different approaches: color features and
deep features. The first is able to extract relevant information based on the spectrum
of the images, and it will be useful for final users that are interested in identify if a
new candidate image contains some already registered colors. The second seeks to
represent more abstract patterns of images such as shapes and component distribu-
tions. This set of features are even able to identify a partial presence of an already
registered trademark in a new candidate image, as shown in Sect. 3.5.2.

We remark that the evaluation of trademarks similarity is a complex and highly
subjective task. This was evident in the results of the surveys. We observed that in
most of the cases, there was not a consensus to determine the grade similarity of
images. It demonstrates that the development of this kind of application may be an
useful tool for unify and quantify the similarity at different levels.

In relation to calculated NDCG, we find out that deep features slightly allows
to retrieve images that are visually more similar than color features. It is explained
because these features are a hierarchical representation of the image that take into
account shape and components distribution. Even though, we notice that the selected
metric evaluates the performance based only in the n-fop similar images and not
in the whole dataset. In our case, we arbitrary selected n = 5 to show a reduced
number of samples in the surveys, and the whole dataset was composed by 5.000
images. We remark that the evaluation of this kind of algorithms working with fully
non-annotated data is a challenging task. This is an active domain of research in
information retrieval tasks.

3.7 Conclusions

Trademark database search systems that employ Al have been effective in reducing
the space of registered trademarks only to those in which there could be a potential
conflict of interest either due to the similarity of their figurative or nominal elements.
With fewer results to analyze, time of the trademark evaluation process required by
specialists can be reduced.

In this paper, we focus on the retrieval of similar figurative (i.e., images) trade-
marks. Our strategy to measure image similarity was using color features and deep
features. Obtained qualitative results demonstrate that the proposed method allows
us to find visually similar images. Additionally, as it is presented in Sect. 3.5.2, the
proposed tool is robust enough to compute similarity even if the original image is
corrupted by color and text variations.

In future work, we will include an additional step to the workflow presented in
Fig. 1 to automatically find regions of interest before feature extraction. Furthermore,
we will include additional invariant to rotation descriptors of the image. Although
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in this work we focus on images, a trademark also contains nominative aspects that
are subject to validation. Combining the figurative and nominative aspects of a mark
into a unified similarity metric is also in our future work.
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Chapter 4 ®
The Impact of TikTok on Digital i
Marketing

Teresa Guarda(®, Maria Fernanda Augusto®, José Avelino Victor ®,
Luis Miguel Mazén @), Isabel Lopes®, and Pedro Oliveira

Abstract Social media currently has a high number of users, resulting in changes in
behavior and relationships between companies, consumers and followers. With this,
the number of companies adhering to digital marketing strategies grows significantly,
resulting in greater attention from brands for this medium, as it is through it that the
company and its positioning can be presented, or even develop a relationship with
consumer. The latest revolution in social media is called TikTok. Its success is due
to the fact that the application has a touch of creativity and self-expression and also a
touch of digital marketing. Not only does it offer you to upload your own videos and
then edit it with a variety of themes, but possibly create a collaboration with another
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user. The purpose of this work is to analyze the rapid growth of TikTok, to find out
what factors have given rise to this growth and the impact in digital marketing.

4.1 Introduction

Social networks have changed the way in which people communicate and conse-
quently, the communication of brands. The great growth that this medium is experi-
encing is due to its effectiveness, since it allows you to interact with the public and
empathize with them.

Currently, the number of brands advertising on these platforms is increasing,
with Instagram being the favorite. But the environment of the advertising sector is
constantly changing and evolving. What is trending today may not be tomorrow and
brands must be aware of it.

TikTok was launched in 2016, and it is an absolute success on the Internet; in
2019, it exceeded 1.5 billion downloads, surpassing Instagram and joining the list of
the most downloaded applications of the decade [1].

TikTok is the fastest growing today social network, and the application is the
fourth most downloaded in the world and has about 500 million daily active users,
behind only more consolidated social networks, such as Facebook, YouTube and
Instagram. The app has a main objective the sharing of short videos by its users
[2, 3].

The apps are currently the one with the highest number of downloads in the world
[4] and that generated a red alert on other social networks, leading some of them to
bring updates with the same functionality provided by TikTok.

The objective of this research will be to analyze the growth of the three media that
present the best characteristics to invest in digital marketing: Facebook, Instagram
and TikTok, to find out what factors have given rise to this growth and the impact in
digital marketing.

The social media currently have a high number of users resulting in changes in
behavior and relationships between companies, consumers and followers. As is the
case, or number of companies that are adept at digital marketing strategies, it grows
expressively, resulting in the greatest attention to brands for this purpose, through
which it can be presented to a company with positioning, or at least how to develop
a relationship with consumers.

4.2 Social Media Marketing

Currently, social media marketing (SMM) is one of the fastest growing segments in
the world. This is a path with no return in terms of online marketing trends; then,
companies must to adapt their strategy to this new scenario.
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Social media marketing is the strategy by which is possible to use the main social
networks as tools for promoting a brand, products, or services. Certainly, it’s possible
to use this channel for several other actions, such as creating a customer service
channel; but in this case, the main objective is to promote products and services.

SMM is classified in the display marketing category, which works very differently
from other channels, such as search marketing category. Companies must adapt to
these conceptual differences in order not to fall into the trap of turning their profiles
into simple promo murals, without interactivity and targeted message [5]. Another
characteristic of social media marketing is the fact that it also works as relationship
marketing [6], where the main objective is to create a point of contact with your
potential customers, and it is only after the creation of these relationship bonds that
one starts to take more incisive actions.

Social networks are another channel of dissemination to be used, and therefore,
it must be properly evaluated and contextualized in the general panorama of the
digital marketing strategy of companies. The great advantage of this channel is that
it provides a chance to get closer to the target audience, in a more personal, directed
and segmented way, allowing companies to get closer to consumers more effectively
and get to know their needs and desires more directly and facilitating the creation of
more efficient strategies for brand promotion.

The trend of bringing consumers closer and creating relationship bonds in modern
digital marketing found social networks as the ideal channel for creating these points
of contact [7]. For this reason, the number of companies that seek social media to
promote their products and services is increasing.

The objective of marketing is to develop strategies that make the company generate
profits. This ensures the company health. The objective of marketing is to develop
strategies that make the company generate profits, that will ensure the company’s
health. For that, it is necessary to learn how to make an appropriate strategy, and
SMM strategy cannot be based only on promotional messages, but also on creating
relationship bonds and trust, to move to the dissemination phase. The great advantage
of promoting on the Internet is that it gives a chance to get closer to the target audience,
in a more personal, directed, and segmented way.

One point to keep in mind is that a marketing strategy on social networks requires
a maturation period, and for this reason, it is considered a medium- and long-term
action, since relationships are not created overnight [8]. Thus, it is necessary to have
a detailed planning of the strategy to be adopted and be prepared for a lot of work,
because the production of relevant content and interaction is an essential requirement
in this area. When creating a strategy or campaign, in which customers or the target
audience can misinterpret it, the possibility of having a negative impact on business
is high.
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4.3 TikTok

TikTok is a social network born in China in 2016. At first, it was baptized Duoyin and
its purpose was to allow to practice languages. Since its users were mainly teenagers,
they began to change its use, and entertainment became their goal. From then, this
rapid growth led to a new worldwide re-launch under the name TikTok [2].

TikTok app is based on the concept of short format video, offering users a wide
selection of sounds and pieces of music, as well as the option to add special effects
and filters. It also provides an option to directly add videos created on your phone;
a reaction feature, which allows users to record their reactions to other videos and
share; and also a digital wellness feature that sends an alert when users spend more
than two hours on the app.

Since its launch, the application’s popularity has grown a lot. In October 2018,
TikTok was the most downloaded photo and video app in the Apple store worldwide.
The application has accumulated more than 500 million active users, with the USA
being the most popular country in which it was downloaded, with more than 80
million downloads [1].

There are several factors that have led to the increase in the popularity of Apps,
particularly: easy use; sponsoring celebrities; and focus on localized content. TikTok
simplified the creation and sharing of videos [9]. All that users need to do is to record
everything they want in their daily routines and publish them instantly. Due to the
short format, neither the video creation nor the viewing process takes much time or
effort. In addition, this short video content is played as soon as the user opens the
apps. The videos start playing one by one, and the viewer gets lost in a sea of content
with funny and addictive videos. Due to the addictive nature of the content type, it
is very easy for watching random videos for hours.

The apps also use hashtags from local trends to suggest topics for creating content
for its users, helping to capitalize on local trends and generate viral content for the
platform. TikTok sends personalized recommendations to each of its users. This
ensures that users are always up to date on the latest videos and never stop having ideas
for creating videos. Using these techniques, TikTok was able to obtain localization
on a global scale.

Partnerships with celebrities have been an essential tactic in the strategy of
geographic expansion of TikTok. The apps use celebrities and influencers to move the
platform and generate viral content [10]. These celebrities not only publish content
on TikTok, but also promote TikTok on other social media channels. Another deter-
mining factor in the popularity of TikTok is the fact that, despite being a global
application, it has a strong focus on localized content. The app usually runs local
contests and challenges and captures local trends through the use of localized hash-
tags. TikTok is running “1 million auditions” competition separately in several coun-
tries. For each, participants are given themes to create videos, and then, the top video
creators are awarded. This contest not only leads to the creation of thousands of local
videos for each country where it takes place, but it also helps TikTok creators to gain
recognition and followers.



4 The Impact of TikTok on Digital Marketing 39

The current popularity of TikTok is surprising, but it still does not guarantee
that the app will reach the levels reached by other social networks like Instagram
and YouTube. To maintain its current popularity, TikTok will need to innovate and
find new ways to engage its user base. It will also have to make the platform more
favorable to marketing for brands in order to establish the application as a social
network that will remain.

4.3.1 The Audience

TikTok has become a social phenomenon, and it is the sixth social network in the
world, with more than double active Twitter users, and the third, if we remove
WhatsApp, Facebook Messenger, and Weixin/WaChat chats [3] (Fig. 4.1).

The popularity of TikTok is largely driven by young generation Z, since 41% of
users are between 16 and 24 years old. The platform also makes room for actions
with influencers since 72% of its users follow some influencer in the app, and 38%
of users trust in celebrity recommendations [4, 3, 11].

TikTok was the worldwide most popular social networks at April 2020. According
to Apptrace, the TikTok app is currently available in 154 countries and available in
75 different languages, being in the top 25 in 135 of those countries (Fig. 4.2).

TikTok has about 800 million monthly active users. The apps have been down-
loaded more than 2 billion times worldwide, as reported by SensorTower on March,
2020 [4]. Of these, 32% comes from Asia Pacific region, 12% from North America,
11% from Middle East and Africa, 10% from Latin America and 10% from Europe,
being 55% female users and 45% male users [12].
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Fig. 4.1 Most popular social networks worldwide at April 2020, ranked by number of active users
(in millions) (adapted from Statista [3])
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Fig. 4.2 Most popular social networks worldwide at April 2020, ranked by number of active users
in millions (adapted from Apptrace [11])

4.3.2 Influencers

Generally, companies adopt different strategies to get closer to their target audience;
one of which is the partnership with digital influencers or influencers.

As on Instagram, there is also the possibility of hiring influencers. The way of
advertising is different since you cannot carry out direct sales campaigns. The brands
are shown within the videos in a more creative way and without making it explicit
that it is an ad [13].

Do Brands need Influencers, or the reverse? New opinions and reliable voices
are essential for consumers to make their purchasing decisions. This created a great
opportunity for influencers and companies to come together and create authentic
connections with the public [14].

TikToker is the name given to the digital influencers of TikTok, who are already
a profession in the social media market [15]. With paid posts, users of the short
video app are able to make money from advertising and encourage purchases among
potential consumers who follow them.

Influencer campaigns carried out on this social network tend to be highly
successful. For example, the movie “The House with a Clock in Its Wall” ran a
campaign that went viral, and all this due to the great popularity of several users of
the platform that shared videos of the film with reviews included.

The influencers have thousands or thousands of followers, and these celebrities
on the platform are only sought by major brands to publicize their products. But,
for that, they must have an identification with the company’s target audience and
product.
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4.3.3 Ad Campaigns

Within the TikTok social network, several objectives and payment models can be
established when launching advertising, such as cost per click; cost per thousand
impressions; and cost per view. TikTok offers age, gender and geographic targeting.
Soon, interest and behavior targeting will be available too.

There are many ad opportunities for brands that want to get in front of users before
in-app ads get too productive, and the user base gets tired. TikTok offers some ad
campaigns [16]:

e Biddable ads is the most traditional and consists of native ads published in the
user’s feed, just as it is done with other social networks. They are the ads of a
lifetime (of a lifetime in social networks to be more precise), those that appear
in the user’s feed. These videos take you to a URL or an app. They are called
“biddable” because they can be configured by dynamic bids and according to
advertising spaces: CPC (cost per click) CPM (cost per thousand impressions);
and CPV (cost per view). For now, the segmentation of this type of campaign
is quite limited and allows targeting advertising by location, age and gender.
The metrics used are impressions, clicks, view time and interactions. It is more
accessible than the campaigns we have seen so far due to its relatively low cost.

¢ Brand Takeover is a format released in 2019 and appears at the time of using
advertising for the first time, and creativity takes up all the device’s display. This
creativity can be static or animated, and it can promote an app profile or contain
an external link to a Web application. The metric applied to these advertisements
is for impressions, clicks and visualizations. The coast of this type of impactful
tan bells, according to Adweek, could reach prices between 50 thousand and 100
thousand dollars.

e Hashtag Challenge is an advertising option that could be promoted organically
by the brand or through influencers. It is very simple and dynamic, and it consists
in challenging users to create and upload content with the use of the label. If
sponsored by any company, the advertising will enjoy a banner with instructions
for the challenge. The metrics used are: display and clicks of the banner, number
of videos generated and their interaction with users. Sponsoring a hashtag can
cost between $ 100,000 and $ 200,000.

e Branded Lenses is the publication of sponsored filters, similar to those existing
on Snapchat and Instagram. For the time being, we do not have exact information
about the price and its operation, but not seeing the prices of the rest of the
campaigns, it must be very economical. So, it has a very important potential for
engagement and virality.
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4.4 TikTok and Competition

One of the most important attributes of TikTok is the use of artificial intelligence.
The application uses it in two ways. From the perspective of the viewer user, the tech-
nology analyzes individual preferences taking into account the likes, comments and
content display time [17]. This information offers personalized video suggestions.
And, from the perspective of the content creator user, artificial intelligence helps
shared videos get thousands of views. The algorithm makes video editing easier and
suggests music, filters and hashtags based on posts that are trending at the time.

With the arrival of TikTok, the main social networks were aware of what this
platform could present at risk. The main social networks, Facebook, Instagram and
YouTube have different models for sharing content. We will analyze the way in which
TikTok differs from these social networks.

4.4.1 TikTok Versus Intagram

Instagram is still a favorite for many brands and influencers. But TikTok offers its
users something that Instagram does not. As the focus of the network is to create
short videos to be shared with followers and other users, the platform allows the
person to use all their creativity. Whether through filters or challenges, TikTok also
manages to hold the attention of its community, which spends the day searching and
watching the most different types of content.

4.4.2 TikTok Versus Facebook

Facebook is regarded as the grandfather of social networks, Facebook remains present
in much of the world. Despite being constantly evolving, the network feels threatened
by TikTok. That is because the network has a simplicity and is able to make videos
go viral in minutes. In addition, the short video platform is able to reach an audience
that Facebook cannot attract interest in, which is the generation

4.4.3 TikTok Versus Youtube

YouTube emerged in 2005 with the main purpose of sharing content in video format.
Currently, the platform allows videos of up to 30 min, in addition to lives. The purpose
of TikTok is for videos to be up to 15 s long and for users to be able to engage with
them. That way it is possible to consume content more quickly.
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4.4.4 The Impact in Digital Marketing

Marketing specialists see the app as a gold mine because it is in a phase of expansion
that makes it very accessible and because it has higher engagement rates with its
users than we have seen so far.

Corporations like CNN and the Washington Post occupy large spaces to promote
TikTok videos as viral products. Brands like Nike and Apple Music have TikTok
accounts and are creating content. Consolidated brands like Guess have already
experienced campaign development on TikTok. Such is the case of #InMyDenim,
which went viral. Chipotle, the fast food chain, employed influencers to promote the
#ChipotleLidFlip challenge. The challenge was a sensation, and it consisted of the
user trying to turn the Chipotle lid. Universal Pictures used the network to promote
“The House with a Clock in its Walls” film that premiered in September 2019.

Another example of how the social network serves various brands is that of
the BBC television channel that together with 14-year-old twins Max and Harvey
Mills with 6 million followers on TikTok, launched the CBBC children’s space.
McDonald’s also used TikTok for the #BigMacTikTok Challenge in Malaysia. Super
Bowl is announced with animated stickers from the National Football League (NFL).
MTYV had the app to broadcast the MTV European Music Awards.

4.5 Conclusions

Marketing campaigns on social networks make use of the tools offered by networks
such as Facebook, Instagram, Twitter, TikTok and others, depending on the case and
the company’s operating segment.

TikTok is the social network of the moment. Even not having an account on the
platform, we can still be reached by your videos. Many influencers use the network
to produce certain content and then share it on other platforms.

With more and more brands looking for TikTok to further expand their reach
of social media marketing, the app is on the right pathway, and if it can capitalize
on brand activities in the app, TikTok will certainly grow even more and may even
compete with the most popular social media platforms.

The app also has the potential to become the next big platform for marketing and
social networking. However, it remains to be seen how the app’s creators tap into
this potential and maintain the app’s current popularity.

TikTok uses artificial intelligence from the perspective of the viewer, analyzing
individual preferences, and from the perspective of the content creator, predicting
individual needs and wants.

No one can say whether or not TikTok will become permanent in the world of
social media, and there is no doubt that it is currently prominent.
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No other social media app has seen such wide and rapid growth, and the others

competing social media platforms are losing out on their potential audience or
audience, which is gravitating toward TikTok, as are big brands and big organizations.
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Chapter 5 )
Sentiment Analysis Using Web-Based ez
Platforms on Virtual Education During

the 2020 Lockdown

Alexandre Ruco(®, Khatia Vakhtanguri®), Elina Ghazaryan®,
and Isabel Pedrosa

Abstract Three significant features of digital transformation are present in the
evolution of sentiment analysis: the massive production of content by users; advances
in machine learning; and the development of analytical techniques that allow decision
making to be increasingly driven by data. Content produced on a large scale, mainly in
social media, provides samples for the understanding of behavior, preferences, inten-
tions, and opinions; the classification algorithms execute data processing quickly
and accurately; interrelated and contextualized information favors the insights that
support decision making. This work uses as an example the analysis of the impacts
of the lockdown occurred in 2020 on feelings related to virtual education, to present
a scheme for sentiment analysis based on Web platforms, configurable from graph-
ical interfaces, which makes the application of the methodology accessible even
to medium-sized organizations, which can use it to increase their positions in the
competitive market.

5.1 Introduction

As an effect of digital transformation, the growing variety of digital services [1],
people’s perceptions, influences, and motivations, and the way they behave in the
virtual environment, cannot even be fully understood throw the traditional surveys.
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The adoption of computational techniques such sentiment analysis (SA) can produce
significant benefits [2].

In this paper, we present an SA model that can be applied by students and
professionals, to understand the impact of specific events, reactions, or effects of
marketing efforts, through a data-cycle created to provide information about senti-
ments expressed by target groups. This analysis can be made just milliseconds after
the content being published on social media, supporting real-time decisions.

After a fast growth of academic interest in the early 2010s, sentiment analysis
faced some challenges that make the technique limited to information and technology
researchers, despite its potential as a marketing tool. At least two of these challenges
are today more likely to be overcome: the expensiveness and time consumption of
development processes, and the difficulty of analyzing text from Internet posts, given
that they are often short versions of words and phrases [3].

Thanks to the online platforms, SA is now a technique affordable and easy to
use. With the advance of hybrid machine learning models, with algorithms being
“trained” by humans, the machine is no more supposed to find a connection between
aregular word and its short version. The difference between actual words and its short
versions that usually appear on social media posts became less relevant. Real people
classify different texts, and then train algorithms to analyze extracted lexical features
from the text and tag each word with the sentiment associated with the whole text.
This training step allows the algorithm to classify entire texts based on the sentiment
associated with its lexical features, considering its relevance to the text structure [4].

This research work aims to bring SA to the domain of management, as a tool for
decision making, a technique planned, implemented, and used by marketers. As a
topic to experiment, we have chosen a subject of extreme importance in the days
when this article is being written: the impact of the 2020s lockdown over sentiments
related to virtual education. The emergence of social distancing has accelerated the
virtualization of studying. A better understanding of people’s reactions within this
new scenario, through the application of SA, is the goal of the experiment.

This paper is structured as follows; it begins with this introduction, and Sect. 2
presents background and related work. Section 3 contains more information about
the context of the two periods analyzed, the software used, the data collected, and the
structure of our SA model. Section 4 describes the use of the model to the selected
subject. Section 5 brings discussions on the experience, insights about sentiment and
social media, and suggested topics for future research.

5.2 Background and Related Work

Scientific studies frequently defend the value of SA to generate insights for decision
making. SA is defined as a process of “quantifying the emotional value in a series
of words or text, to gain an understanding of the attitudes, opinions, and emotions
expressed” [4] mainly for marketing processes, and describes the steps to performing
SA, by the use of programming languages like Python. The advancement of data
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processing and in machine learning (ML) research is creating new possibilities for
SA, including the use of classifier models from application programming interface
(API)—without the necessity of software development. An API is “a set of generic
function calls that enables system implementations to a common interface” [5]. In
other words, an API enables the transmission of data from one application to one
another.

The analysis of verbal content, these days mostly enhanced by computational
linguistics and text analysis based on natural language processing [6], has its origins in
medicine, as a tool for the investigation of verbal behavior. During psychophysiolog-
ical studies on epilepsy, Doctor Gottschalk from Psychiatric Research and Training
Center of Chicago, Illinois has created a method to analyze and measure commu-
nication processes, as a way to find relations between verbal recorded content and
epileptic convulsions triggers [7]. Classified by Dr. Marsden as “pragmatic” [8] that
method consists of the classification of statements in content categories, empirically
adjusted according to patient s reactions, using lexical features (e.g., the comparative
adverbs “like” and “too much”) to provide additional weight.

In the marketing field, thanks to the advance of machine learning, SA is applied
to a range of goals, like rating services as “recommended” or “not recommended”
[9], based on algorithms that take written reviews and produce classification outputs;
or to measure brand reputation [10]. SA is used further to perform predictions, such
as a political election on Germany [11], or the fluctuations of stock prices [12]; and
to measure the impact of social media communication, like in the comparative study
of sentiments related to pro-vaccination versus against-vaccination campaigns [13].

From Nike Inc, we have an illustration of how useful SA can be for marketing
planning and brand management. Advertising launched by Nike in 2018 generated
a big wave of adverse reactions [14]. SA shows that negative sentiments grew once
the campaign was published [15]; positive sentiments were growing in parallel with
negative ones, reflecting the variation in Nike’s volume of sales, which increased by
several tens of % [16].

Social media networks, especially Twitter, provide spaces for the free expression
and discussion over several topics, for example, events, services, personalities, and
brands, which makes Twitter a valuable source of data on the opinions [17] toward
the subjects of interest for research, government, or business.

Another application case of text mining techniques is the classification of hotel
services, based on the content of online reviews published by guests, which allows
the classification of reactions to be associated with different attributes of the services
(cleaning, friendliness). Extracting information from content in the form of user-
produced text appears to be one of the high-potential uses of Al that specific case
[18] was a source of inspiration for the project described in this article.
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5.3 Case Study

For this research, we used data collected from the social network Twitter to study
the reactions of people about online learning, during the COVID-19 pandemics, in
two different periods: 600 microblog posts (“tweets”) at April 25, 2020, and other
600 tweets at May 26, 2020. The periods were selected considering the evolution of
the lockdown.

The first period was close to the peak of interest in virtual education, and the
second period was at the beginning of reopening, as illustrated in Fig. 5.1.

The be classified as positive, negative, or neutral, and the content is sent via API to
the Web-based platform MonkeyLearn, which provides SA as an ML service. Other
ML services provided by that platform are the extraction of features, keyword, and
entities from a text; topic labeling; and intent detection. The software used in the
model is listed in Table 5.1, and its structure follows the five steps described below,
represented in Fig. 5.4.

5.3.1 Trigger-Action API Integration

The data process is automated by a sequence of programmatic actions in three steps
on Zapier—a trigger-action platform that provides an interface for end-users, to
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Fig. 5.3 Incidence of positive, negative, and neutral tweets

Table 5.1 Tools used in the Software Description Use in the model
model
Zapier Trigger-action Automated integration
platform of APIs
Twitter Social network Data source
MonkeyLearn | Machine learning Text analysis
API
Google Sheets | Web-based Data storage
spreadsheet
Tableau Business intelligence | Data visualization
tool
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Fig. 5.4 Most frequent and relevant words in the tweets

bridge different APIs [19]. The first step was to import content from Twitter: once
a user posts a new tweet with one of the pre-select terms within the text. Between
Zapier and IFTTT—the most popular trigger-action platforms at the time this paper
was being written—we made our option for Zapier, due to the possibility of creating
multiple trigger sequences [20].
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Table 5.2 Data collected from Twitter

Field Data type | Description and use

Created at | Date/time | The time when the tweet is created

Text Text The content of the tweet. Is sent to MonkeyLearn for SA
URL Text Direct link to the tweet. Used to access the original posts
Location Text This field brings the continent each tweet is from. Field discarded, to

consider tweets worldwide

Language | Text In this model, we consider only tweets in English

5.3.2 Data Collection

The trigger that starts the process is a new tweet, which contains one of the selected
terms, study online or virtual education. As a response to this trigger, our Zapier
program collects the data from the tweet. These two periods were set to allow the
comparative analysis of the impact of the lockdown experience over the sentiments
related to virtual education. The data collected from Twitter are described in Table 5.2.

5.3.3 Text Mining

Next, the content of the tweet is submitted by our Zapier program to the MonkeyLearn
API, which performs the text analysis to classify the sentiments expressed in the text.
Differently to the SA systems based on a list of polarized words classified by humans,
MonkeyLearn uses a hybrid approach that combines elements of rule-based systems
and ML techniques [21]. The data produced by text mining is described in Table 5.3.

In the hybrid approach, entire texts pre-classified by humans as positive, negative,
or neutral have their lexical features analyzed separately by the algorithm, which
learns the correlation between lexical features and tags. Once the classifier model is
trained, the text sent via API has its features extracted and classified according to the

Table 5.3 Data generated from text analysis API

Field Data type | Description and use

First tag Text The main sentiment detected by the text analysis
algorithm: negative, positive, or neutral

First tag Num A confidence interval of the main sentiment

confidence classification. Not used in the model to keep the

uniformity of the sample’s sizes

Second tag Text Secondary sentiment. These fields can be useful for the
analysis of longer texts, where more than one class of
sentiment can be identified

Second tag confidence | Num
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related sentiments and the relevance to the text structure, as represented in Fig. 5.2.
The result is a prediction of the predominant sentiment of the text.

5.3.4 Data Storage

The third step of the sequence in Zapier is storing the data of the tweet, plus the
sentiment tags, into the cloud-based spreadsheet platform Google sheets, that allows
real-time update and access, and data-sharing among different users.

5.3.5 Data Visualization

Due to the complexity of the object of this study, plain numbers could be insufficient
to understand the changes in people’s perceptions. To summarize data and present
it in an easy and comprehensible form, we have created a data visualization dash-
board in Tableau. Data visualization is an effective method to analyze data based on
visual means, with different perspectives encompassed simultaneously [22]. Some
examples are the bubble charts (Fig. 5.3) and word clouds (Figs. 5.5 and 5.6).
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Fig. 5.5 Model’s structure
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Fig. 5.6 Examples of
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5.4 The Experiment

The experiment consisted of the analysis of sentiments related to the terms study
online and virtual education. These terms were selected based on the hypothesis
developed for this study: The perception related to online learning was affected by
the contingent virtualization of education, which occurred in response to the COVID-
19 lockdown, in 2020. The bubble charts (Fig. 5.3) illustrate the incidence of tweets
associated with each sentiment classification. Each bubble represents a tweet, the
color, and the sentiment.

The size represents the dissemination of the content: the larger the bubble, the
more “retweeted” (forwarded) was each tweet. The charts show a distinct decrease
in the incidence of positive sentiments, from the first period to the second one.

To better understand the origin of the sentiments, we used word clouds, a form
of visual presentation of words or tags, where size, weight, or color and represents
frequency (and thanks to ML, relevance) of the associated terms [23]. The most
frequent and relevant words differ from the first period to the second one, indicating
diverse problems faced by society along with the crisis, and the reactions of people
expressed on the content of tweets (Figs. 5.5 and 5.6). Objections and fitness on
practical learning are revealed in both sessions, with a dominance of social questions
over personal ones.

The structure of the model is illustrated in Fig. 5.5, and some of the tweets are
exemplified in Fig. 5.6.

5.5 Discussion and Future Research

Social media rearranges the boundaries between public and private spheres [24].
Our expectation with the present study was better understanding the influences of
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personal experiences over the sentiments related to a specific topic; personal ques-
tions becoming public, allowing the analysis of sentiments expressed in the network.
By analyzing the results, still, what we found was a two-way influence of senti-
ments between private and public issues. In the first direction, issues like the need
for help on using meeting tools, lack of contact with teachers and other students, or
poor Internet connections have affected sentiments about virtual education. Online
studying was mostly an idea, full of uncertainty, in the first period, and a real chal-
lenge, with actual issues, in the second one; the contrast between expectation and
reality is possibly a factor for the decreasing of the positiveness of sentiments. On
the second direction, public questions also affected sentiments, reaching even more
people (being more retweeted) than posts about individual problems: special educa-
tion groups striking the State of New Jersey, due to accessibility questions, in Period
1 [25]; alerts about girls charged for household, instead of going online for studying,
in Uganda, in Period 2 [26].

By approximating people of any classes and origins, electronic media allows
former distinct groups, now connected, to share information about their situation.
This sharing creates tension so that rights, opportunities, and experiences are shared
by the entire population: “the loss of our old sense of place” [27]. As a manifestation
of this tension, social issues seem to influence the sentiments on topics that undermine
or reinforce inequality, in this case study, the prominent necessity of study online,
against all the difficulties.

Further researches can be focused on confirming and describing this mutual influ-
ence between public and private spheres in the electronic media: personal experi-
ences and associated sentiments spreading to the network; social issues influencing
individual perceptions on sensitive topics.

A better understanding of this network of sentiments influence of sentiments,
as well as the democratization of SA, provided by the use of models like the one
described in this paper, can be useful to support decisions by mapping and predicting
the impacts of facts, conditions, and decisions over sentiments related to topics, ideas,
and brands.
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Chapter 6 ®)
The Post-COVID-19 Shopping ez
Experience: Thoughts on the Role

of Emerging Retail Technologies

Ana Maria Diaz-Martin, Myriam Quinones, and Ignacio Cruz-Roche

Abstract Prior to the COVID-19 outbreak, the retail sector was already undergoing
an unprecedented level of disruption largely driven by the impact of technology on
both consumer behavior and retailers’ operating procedures. The aim of this article
is to reflect on the technological advancements that retail companies could leverage
to deliver superior value to customers, while supporting their long-term economic
goals as the economic and health implications of the coronavirus crisis unfold. The
Kahn Retailing Success Matrix provides the theoretical framework for the study. Our
work extends previous research by analyzing how different technological solutions
that facilitate a touch-free and highly automated shopping experience support Kahn’s
four basic competitive strategies. This article offers practitioners a reference point
for creating a technology-enabled competitive positioning to survive and thrive in
the post-COVID-19 retail marketplace.

6.1 Introduction

In the early months of 2020, retailers from all over the world witnessed the first
adverse consequences of the COVID-19 outbreak. Thousands of companies had to
stop their operations while others experienced unprecedented supply chain disrup-
tions caused by increased demand coupled with the emergence of new shopping
behaviors. In the midst of an economic downturn and strong turbulence in consump-
tion, the pandemic appears to be an opportunity to hasten the speed of change in
the retail industry. In 2003, the SARS outbreak was considered a turning point for
e-commerce giants such as Alibaba and JD.com. Similarly, during the global finan-
cial crisis of 2008, American Express and Starbucks pivoted to digital operating
models. Thus, the 2020 health emergency is likely to accelerate the shifts that the
retail industry was already experiencing before the pandemic emerged [1].
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A so-called shopping revolution [2] was already well underway prior to the coron-
avirus outbreak. Building on prior academic studies [3—-6], we note several forces that
are converging to change the retail industry since the beginning of the twenty-first
century:

(1) New shopping habits. Customers are no longer compliant clients but rather savvy
shoppers. They compare prices and purchase merchandise through multiple
platforms. They use personalized recommendations streamed via social media
to gather and curate pre-purchase information and are frequent online shoppers.
Digitally native consumers are achieving greater relevance and power. For them,
price comes with comfort, pleasure, and sustainability when choosing a retailer.

(2) Harmonized retail. The customer journey is no longer a linear experience [7].
Customers are always connected and use all channels interchangeably or even
simultaneously, expecting a seamless experience regardless of whether they
shop at the physical store, online, or through social media. This implies that the
client is the channel. In addition, increasing popularity of virtual retailers forces
traditional retail companies to develop and improve their online presence.

(3) Vertical integration. Many brands sell directly to consumers through their own
physical and online stores. Showrooms, flagship, and pop-up stores managed
by direct-to-consumer brands or digital native brands coexist with multibrand
retailers, increasing the level of competition [8].

(4) Over-storing. Up until very recently, retail offer was on the rise in terms of
number of stores and selling area in square meters. Some retailers opened
new shops to attract proximity customers. Others inaugurated flagship stores in
commercial streets to strengthen the brand and generate loyalty through better
shopping experiences [9].

(5) New technology. Advancements in technology bring tremendous changes in
terms of shopping behavior and retail management [10, 11]. Customers seek
for information through conversational platforms, digital catalogues powered
by augmented reality, and social media. Retailers digitize their stores and incor-
porate advancements like in-shop navigation, geo-fencing, facial recognition,
smart dressing rooms, mobile payments, and automated check-out solutions
[12—15]. Data mining techniques, together with advances in artificial intelli-
gence (Al) and machine learning, enable retailers to gather and utilize and enor-
mous amount of information, and blockchain-based processes increase retailers’
productivity and transparency.

The novel coronavirus has transformed the way services are designed and deliv-
ered [16]. The operating procedures in retail have changed and will continue to
change as economic and health implications of COVID-19 unfold. In the recovery
period, technology will be one of the most significant game changers for retailers
[17].

Given the vast array of technological advancements available, it can be asked what
are the retail technologies that are substantial enough to support retailers’ long-term
economic goals. The purpose of this article is to analyze how emerging technologies
can help retailers improve their competitive positioning, while ensuring employee
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and customer safety. This study builds on the Kahn Retailing Success Matrix [2] to
classify retailing technologies. By doing so, we contribute to current knowledge on
the role of technology in the transformation of the retail landscape.

The rest of this paper is organized as follows. The first section reviews the expected
effect of the coronavirus outbreak on the retail industry. In the next two sections, we
analyze the role of technology as an enabler of Kahn’s basic retail strategies and reflect
on how technology can create value while protecting people amid the COVID-19
pandemic. Finally, we present the main conclusions of the paper and future lines of
research.

6.2 A New Retail Setting

When the COVID-19 crisis emerged, shoppers and retailers were already witnessing
a fast-paced digital revolution. The health crisis only boosted many of the forces
that were reshaping the retail marketplace, generating a new set of challenges for
retailers that need to be examined. Building on the trends identified by Kahn [2] and
Grewal et al. [3], this section analyzes the effect of the coronavirus health crisis on the
macrotrends that were already transforming the retail industry, and it describes how
the pandemic could accelerate major shifts in consumer behavior and the distribution
structure.

Although shopping habits are usually stable and slow to change, the COVID-19
crisis transformed everyone’s life at once and in a few days [18]. During the first
phase of the health crisis, consumers actively stockpiled emergency supplies such as
canned food, paper products, and cleaning supplies. With restaurants and bars across
the world shuttered for weeks, families ate more meals at home and consumers spent
more on food and beverages at grocery stores. To cope with the growing demand
of essential products, some retailers had to change their product mix and sought for
new local suppliers or increased store brands’ share of shelf [19]. With consumers
forced to stay at home, cocooning increased. Consumers were more connected than
ever through their phones, TV, watches, computers, voice assistants, and other smart
devices, providing real-time information about their needs, preferences, and habits.

During lockdown, many customers perceived e-commerce as the most convenient
and safest shopping channel [20]. The shift to online shopping, coupled with supply
shortages, generated unprecedented supply—chain challenges for retailers. Amazon,
for example, had to hire 175.000 new US workers to meet growing demand during
the COVID-19 pandemic. While officially mandated shutdowns made e-retailers best
players in the industry, delays in the delivery service during the outbreak opened
the door for new competitors, such as local retailers offering in-store pickup and
vertically integrated direct-to-consumer brands. As consumers increasingly become
multichannel customers, firms need to continuously challenge their approach to e-
commerce and invest to improve their digital capabilities [21]. Some firms look for
technology partners like Amazon, Alibaba, or the new Facebook Shops to provide a
seamless shopping experience across all channels. In this new competitive landscape,
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Al-powered data collection and data analytics become paramount in dealing with the
requirements of harmonized retail.

With consumers migrating online and foot traffic to the store lacking, additional
retail outlets are likely close. Inditex, owner of Zara, recently announced a plan to
close as many as 1,200 mainly smaller stores around the world. Certain larger stores
will act as distribution hubs for online sales, which rose by 50% year-on-year during
the first quarter of 2020, while other locations will be converted into “dark stores”
for fulfillment only.

Finally, when stores reopen, many customers will continue to buy online. Certain
shoppers are still reluctant to visit stores, and if they do, they look for transactions
that are as contactless as possible [22]. Therefore, retailers are implementing basic
health, hygiene, and safety solutions to meet governments’ requirements as well
as customers’ and employees’ needs for touch-free interactions. Rapid innovations
in technological solutions that are mobile and support physical-distancing expecta-
tions, coupled with low-touch service delivery protocols, will most likely transform
traditional operating models.

Technology has always been a key enabler of change in the evolution of retailing
[23], and it goes with and through all the above-mentioned trends (see Table 6.1).
With the online and physical environments becoming increasingly entangled, current
advancements in technology encourage and sustain strategies that drive efficiencies
and deliver reduced costs, while creating immediate and personal customer engage-
ment. To succeed after COVID-19, investing in the right technological solutions will
be pivotal for retailers. However, retailers should not invest in technology just for the
sake of it, nor should they wait too long to see which retailing solutions prove to be
better because by the time they have such information, it may be too late to be compet-
itive [24]. Investments in new technology, as in any other asset, should be based on
the value they contribute to generate. In this context, the Kahn Retailing Success

Table 6.1 Evolving retailing landscape

Pre-pandemic retail trends

Changes in retail triggered by the
COVID-19 outbreak

Post-pandemic challenges

New shopping habits

Surge in demand of essential
product categories and changes in
customer behavior

New safety and economic
concerns. Continued
cocooning

Harmonized retail

Consumers shift to e-commerce
and new delivery options

Full integration of online and
offline shopping. Data capture
and data analytics are crucial

Vertical integration

Many firms cannot adapt due to
lack of skills and budget needed

New competitors and
technology partnerships

Over-storing

Non-essential, physical stores
closed during lockdown

Many stores will never reopen
Bankruptcies

Emerging technologies

Technology plays a major role in
enabling efficiency and keeping
retail businesses running

Digitization accelerates.
In physical stores, contactless
operations are key
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Matrix [2] provides a good theoretical framework to classify emerging technological
solutions.

6.3 The Impact of Disruptive Technologies on Retailer’s
Competitive Advantage

Customers trust successful retailers because they provide the goods and services that
shoppers desire, while offering a better shopping experience than their competitors
do. Based on these two ideas, Kahn suggests that retailers excel when they either
provide more benefits to their customers or eliminate pain points from their shopping
experience, thereby creating a superior competitive advantage.

Her theoretical framework is articulated around a 2 x 2 matrix where the hori-
zontal axis represents the retail proposition (product benefit or customer experience)
and the vertical axis represents the superior competitive advantage (increase plea-
sure or eliminate pain points). The Kahn Retailing Success Matrix reveals four basic
retailing strategies: branded performance superiority, enhanced customer experience,
frictionless shopping experience, and operational excellence-cost efficiencies (low
price). Leadership depends on offering superior value in two quadrants and meeting
fair value in the other two [2, p. 13].

Given that retailer’s superiority is highly dependent on the technological advance-
ments that firms adopt, we recently carried out a study [25] to analyze the techno-
logical solutions that retail experts believe could have the greatest impact on each
of the quadrants of the Retailing Success Matrix. In order to determine the impact
of 20 game-changing technological solutions on retailer’s activity, we accomplished
a comprehensive literature review and a qualitative study comprising three in-depth
interviews and three focus groups. In addition, survey data was collected between
December 2018 and May 2019 from a sample of 168 managers of both national
and international consumer-good manufacturers, retailers, and technological service
providers. Participants had to assign each technology to the success strategy they
believed it had the greatest impact on. Figure 6.1 summarizes our results.

However, the challenges arising from the coronavirus crisis have added a new layer
of complexity to retailers’ ability to create a competitive strategy. As we described in
the next section, retail companies’ success in the next normal will depend, in part, on
their ability to prioritize technology investments. They need to rethink how to direct
their limited resources toward the business solutions that have the greatest pay-off
potential, while adhering to the new safety regulations and addressing emerging
health concerns.
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Product Brand

* Blockchain
* Information sharing
on Social Media

Experiential

*  Virtual/Augmented Reality
* 3D printing (in-store)
*  Personalized

Increase

; Pleasure
recommendations

* Voice and image search*

Frictionless
Mobile payment
Shelf check-out (Scan&Go)
Smart Lockers (Click&Collect)
Mobile devices front-line
employees
Virtual Voice Assistants &
Chatbots
Facial Recognition
Geolocalization
Individualized alerts
Smart tags and shelves

Low Price

*  Dynamic Pricing (Al)
*  Unified Commerce
+  New vehicles (last mile) Eliminate

Pain Points

Superior Competitive Advantage

Retail Proposition

Fig. 6.1 Impact of technology on Kahn’s Retail Success Matrix

6.4 Technologies that Create Value While Protecting People

The International Monetary Fund has warned that the coronavirus pandemic will
turn global economic growth “sharply negative” in 2020. As demand drops with
consumers tightening their belts, retailers will need to focus on managing short-
term costs, optimizing assortment and pricing, while continuing to deliver a reason
to shop with them. In addition, consumers looking to safeguard their health may
have greater motivations and fewer perceived barriers to seek technology-enabled
solutions to assist their shopping journeys [26]. These shifts in consumer behavior
will affect how retailers use technology as a driver of differentiation in the short and
longer term.

This section presents how the technological solutions that we identified as enablers
of Kahn’s four basic retail strategies could contribute to deliver a trustworthy
customer experience as stores reopen and retailers rebalance existing focus areas
with emerging health considerations.

6.4.1 Branded Performance Superiority

Retailers who lead on brand offer products that provide more differentiation, and
ultimately more confidence to customers, as compared to other goods and services
in the market [2].
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Presenting the firm with empathy and sharing information on social media in an
open way is a key determinant of trust in brands. To resonate with their internal and
external customers, retailers have used social media during the pandemic to connect
in an authentic manner. Those who were able to exhibit emotional intelligence and
communicate with care, honesty, and empathy generated brand trust and brand loyalty
as a result. Nike, for example, used its digital ecosystem to connect with its millions
of customers at home trying to maintain physical well-being with remote workouts
[27].

According to the results obtained in our study, one the most suitable innovations to
reinforce branded performance superiority is blockchain. Blockchain’s immutable
distributed ledger technology has the potential to improve collaboration between
parties in flexible supply networks, allowing retailers to ensure that essential products
are available in the right place at the right time. One example is IBM’s blockchain
Food Trust, which had 11 foundational members back in October 2018. By the end
of May 2020, it had about 300 suppliers and buyers on the network, with 6 million
packed-food products on store shelves [28].

Finally, flagship stores equipped with high-tech have a positive impact on brand
trust and, simultaneously, they contribute to offering a more exciting and amusing
customer experience. Although the lockdown has kept flagship stores closed for a
long time, the technology they deploy will provide valuable data for a safe reopening
and for a faster recovery.

6.4.2 Enhanced Customer Experience

Retailers that excel on customer experience work hard to add experiential components
to the shopping tasks. Thus, they provide more pleasure, more excitement, and more
fun than other retailers can provide [2].

The coronavirus outbreak and the subsequent lockdown altered consumers’ expec-
tations, activities, and motivations regarding the shopping experience. Health and
safety rapidly became one of the factors that mattered most to customers as they
planned their purchases. When visiting physical stores, shoppers had to wait in line
to comply with hygiene and social distance measures, and had to sacrifice many of
the hedonic benefits of shopping. As a result, retailers begun to adopt technological
solutions to satisfy those customers who wanted to spend less time in the store. One
example is the virtual queuing systems. The Italian Ufirst app allows customers to
skip queues and instead join a virtual system that sends them a message when they
can enter the shop or it is their turn for a personal one to one appointment [29].
Portuguese retailer Continente launched a self-scanning mobile app to scan and pay
for items without waiting in line. The app also creates and manages shopping lists
using voice, text, and barcode reading.

Virtual (VR) and augmented reality (AR) technologies can also play a key role in
either enhancing the in-store customer experience or in bringing the in-store experi-
ence to consumers’ homes, while limiting the need for physical interaction. Before
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the virus outbreak, many vertical brands (e.g., Nike, Adidas, Ikea, Gap, Sephora,
among others) were already using augmented reality to enable customers to virtu-
ally try on products or view how a product looks in their home [30, 31]. During
the COVID-19 crisis, Ikea’s online sales reached double what they were a year ago.
Experts credit innovations such as a recently launched advanced virtual showroom
with mobile and deep learning.'

When shops reopen, retailers will likely invest in AR and VR to replicate the in-
store experience at home, allowing customers to examine their intended purchases
in advance while protecting employees and enabling them to work remotely. In the
longer term, VR/AR could also help them navigate through the store from home,
displaying virtual endless shelfs with a curated selection of product and advertising
content based on their past purchase history [32].

6.4.3 Frictionless Shopping Experience

Retailers that choose to lead on frictionless shopping experiences prioritize offering
customers the easiest and most convenient way to shop [2]. Most of the technological
innovations that have emerged in the last decade contribute to eliminate pain points in
the shopping experience. Retail experts who participated in our study identified new
payment methods, facial recognition, virtual voice assistants, geolocalization, and
smart devices (lockers, tags, shelves, employee tablets) as technological solutions
aimed at making the shopping journey easier.

In a post-pandemic, fearful-of-touch world, automated activities, and processes,
which operate without active human input or control [33] can clearly contribute
to offer self-serve, contactless options for shoppers, and store operators. Before
the coronavirus outbreak, several leading retailers had already implemented auto-
mated solutions in order to improve convenience and eliminate pain points from
the customer journey (e.g., Scan & Go, self-check-outs, automated pickups, and
returns systems). During the pandemic, as cash-free stores became the new normal,
consumer grew more comfortable with contactless and mobile payment methods.
Technology-driven solutions that reduce in-store physical contact also include AiFi
technology, which enables payments to be automatically charged when the product is
scanned with a smartphone, becoming completely check-out free. In the short term,
these in-store solutions will be a key to meet emerging social-distancing norms. In
the future, biometric technology could enable more sophisticated touch-free payment
and check-out methods.

As retailers invest in low-touch solutions, they should consider expanding the
use of smart tags powered with QR codes as a solution to offer shoppers product
information without coming into contact with anything in the store. Retailers should
also consider radio-frequency identification (RFID) tags to manage their inventory
and optimize the store layout. RFID technology connected to smart mirrors and

Thttps://chainstoreage.com/top-performing-e-commerce-site-during-covid-19.
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associates’ tablets can be used to keep track of products that shoppers bring into the
fitting rooms. On the mirror, the shopper can request a different size or color of the
product without needing to talk to an associate. The mirror will ping an associate’s
tablet, allowing associates to checkout shoppers from anywhere in the store without
the inconvenience of having to wait in line. Sales associates should feel safer if they
work in a contactless autonomous store.

Bluetooth or Wi-Fi-based beacon technologies, which support identifying a
person’s location and navigation via smartphone [34], could help limit the number
of people entering a shopping location or be used to give assistance to speed up the
purchase process. Spatial sensors can be redeployed to promote social distancing.
Retailers can monitor in-store traffic and identify when locations are busy using
video feeds and computer vision modeling to reflect the amount of human activity in
a particular location over time. Physical distance measurement was not a real need
before COVID-19, but now parking areas, individual aisles and departments need
to be monitored for traffic and densities. This technology also boasts potential uses
beyond social distancing, for example, to determine if someone is interested in an
item based on their posture, their gait and how long they are spending at it. It also
provides valuable data and advanced analytics such as real-time and historical foot
traffic counts, cumulative impressions, dwell times, recurrent visits, and peak hours.

This crisis could be a catalyst for autonomous retail and it may also accelerate
consumer adoption of delivery curbside pickup. In the longer term, replenishment
robots, which Tesco and Amazon among others are already testing, and humanoid
robots like Pepper from SoftBank Robotics could be part of the list of technology-
driven solutions that reduce in-store physical contact.

6.4.4 Operational Excellence

Retailers that deliver operational excellence strategies have developed operational
models that can efficiently manage inventory, keep overhead costs down, and reduce
transactions costs at every step [2]. They provide reliable products at the lowest prices
and, therefore, offer customers the best savings.

The COVID-19 crisis caused retailers to face collapses in both supply and demand.
As aresult, supply chains were significantly disrupted. As shortages started to appear,
either through stockpiling or supply constraints, assortments were reduced and many
categories were switched-off to simplify store operations.

The use of technology goes hand-in-hand with superior supply chain manage-
ment, especially when retailers sell across multiple platforms, which requires a single
system that delivers real-time inventory and order integration between the different
sales channels and the fulfillment channels (unified commerce). For example,
Lululemon, the specialty athletic apparel retailer, is leveraging existing investments in
supply chain technology to effectively fulfill online orders and link their e-commerce
site and stores.
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Advanced technologies such as the Internet of things and artificial intelligence
increase visibility across the end-to-end supply chain, delivering operational excel-
lence. A greater use of robotics and process automation will also improve stores
management and supply chain functions and potentially save significant costs, elim-
inate human error, and deliver superior efficiencies. Autonomous vehicles will play
an important role in the retail industry, primarily because of their ability to carry out
traditional people-intensive functions much quicker, more consistently and without
the need for in-person interactions. In addition, the success of Amazon and a other
leading online players has made clear that Al-powered dynamic pricing is a critical
capability for competing in e-commerce, omnichannel, and even brick-and mortar
retail to drive revenue and margin growth.

Itis important to mention that, while technology can enhance customer experience,
drive efficiencies, and deliver reduced costs, trained employees will continue to have
a key role in managing customer services and interactions. Thus, the ability to adapt
to an even more digital future depends, in part, on closing the gap between talent
supply and demand [35].

6.5 Conclusion

In this paper, we reflect on the fast-paced changes that the retail sector was already
experiencing prior to the COVID-19 outbreak and on how the challenges and oppor-
tunities that arise from this health crisis will most likely speed up the adoption of
emerging retail technologies. Our work offers several theoretical and managerial
contributions.

Before the pandemic, a growing number of industry events and whitepapers were
already focusing on the role of technologies in retail showing that this was an inter-
esting topic for practitioners. In addition, in the last months, there has been an
increasing number of calls for papers on this area of research by academic journals.
Despite these initiatives, extant literature suggests the topic is still under-researched.

As afirst contribution to the literature, this study sheds light on how the retail land-
scape has changed and will continue to change as health and economic implications of
the novel coronavirus evolve. An additional theoretical contribution is the use of the
Kahn Retailing Success Matrix [2] as the framework to identify which technological
solutions might help retailers create a competitive advantage in the post-COVID-19
retail marketplace. Our work builds on a pioneer typology of technologies developed
according to the retailing success strategy they enable [25]. The majority of existing
studies analyze individual technologies, while our work integrates different technolo-
gies into a common framework based on the Kahn Retailing Success Matrix. It is
important to acknowledge that the four dimensions of Kahn’s matrix are interrelated.
This means that one technological solution could serve several retailing strategies. For
example, voice assistants can add an experiential component to the shopping experi-
ence and increase convenience at the same time. Similarly, blockchain’s technology
can help generate trust and also increase operational efficiency.
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From a managerial point of view, this study provides valuable insight on how
retail firms can take advantage of emerging technologies to create and reinforce their
competitive positioning while addressing the health concerns derived from COVID-
19. The cases we examined in this paper make clear how important the full integration
of safe-stores and shopping technology is going to be for retailers in the wake of the
pandemic. Their relevance in the future will depend on the pace of recovery, the
possibility of new outbreaks and the role of social distancing in people’s lives.

As stores reopen, the evolution of the omnichannel shopping experience will
accelerate. Moreover, if part of the customer journey must exist in the brick-and-
mortar channel, consumers will most likely look for experiences that reduce phys-
ical, in-store interaction. However, the adoption of low-touch service protocols and
investments in emerging technologies will have a negative impact on retailers P&L
which, in turn, will require additional actions to grow gross margins. Therefore,
most retailers will need to rethink their strategies and business models in the next
normal. They will need to systematically assess their technology requirements and
capabilities relative to new forms of service delivery. Some of these capabilities will
need to be acquired or reinforced through mergers, acquisitions, and partnerships.
In addition, they will require putting just as much emphasis on people as on systems
and processes.

Asretail companies continue to evolve and adjust to the new normal, more research
is needed from the demand point of view to evaluate customers’ perceptions about
the use of technological solutions in retail and the potential gap between their expec-
tations and those of the retailers. Therefore, this study is but a starting point from
which to research the impact of emerging retail technologies on the post-COVID-19
shopping experience and their contribution to retailers’ competitive advantage.
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Chapter 7 ®)
Contribution of Research i
and Development to the Efficiency

of Social Progress in Latin America

Maritza Torres-Samuel, Maria-Elena Torres, Juan Hurtado,
Aida Luz Vargas Lugo, and Darwin Solano

Abstract Research and development, measured mainly by the production of patents,
and by the investment of public expenditure in this sector, are recognized indicators
that reflect the economic development of countries. This paper proposes to make a
comparative analysis of the technical efficiency of some research and development
factors in Latin American countries and their contribution to social progress. The
data envelopment analysis method is applied to determine the comparative efficiency
between countries and the contributions of inputs. As a result, the number of active
researchers in the country and investment in research and development is the main
inputs that contribute to maximizing social progress in Latin America.

7.1 Introduction

Investing in Research and Development (R&D) is one of the factors recognized in
countries to move toward a welfare economy Villanueva [1]. Thus, according to
World Bank data [2], countries such as Israel, Austria, Sweden, and Denmark spend
more than 3% of the Gross Domestic Product (GDP) in this sector and characterized
by its economic development and quality of life provided to its population.
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In the case of Latin America, Spain, Portugal, and Brazil stand out as the only coun-
tries that spend about 1.2%, while the rest of the countries in this region contribute
less than half of this value to this sector.

Exploring countries’ economic policies and guidelines and maintaining a favor-
able macroeconomic environment contribute to achieve high levels of competitive-
ness Medeiros Conclaves and Camragos [3], Vasquez Torres-Samuel and Viloria [4],
Furthermore, it has been proven that development and innovation have an effect on
the economy of countries and their international positioning, and that innovation is
not limited to the most advanced economies, but is also a global phenomenon WIPO
[5], which is why we should ask ourselves what effect it has on the social progress
of nations.

World investment in Research and Development (% of GDP) was 2.274%
according to the World Bank [2]; moreover, Latin American countries represented
.45% of the production of patents granted worldwide during the period of 2014-2018,
according to data from the World Intellectual Property Organization (WIPO) [5], so
that developing economies that invest in innovation are on the road to prosperity
[6]. With regard to scientific production, Igbal et al. [7] point out that growth and
expansion have been observed, since it is clear that most university rankings show a
strong relative weight for research activity Albornoz and Osorio [8]. Thus, there are
studies that relate research productivity and economic growth, which examine the
impact of the number of publications, research, and development expenditures on
economic growth in the regions. On the other hand, scientific research and innovation
are recognized by developing countries as mechanisms to leverage improvement in
the quality of life and social progress [9—11]. The latter is defined as the ability of a
society to meet the fundamental human needs of its citizens, to establish a founda-
tion for improving and sustaining the quality of life of its citizens and communities,
and to create the conditions for all individuals to reach their full potential [12]. It is
measured by the Social Progress Index, which rates the performance of countries on a
wide range of aspects of social and environmental performance relevant to countries
at all levels of economic development. For the Latin American region, this index
showed an average score of 69.64 for 2018, 6.18 percentage points above the world
average [12], so it is interesting to know the positioning of these countries in this
index and their performance in relation to innovation and research.

Among the indicators selected as variables of the study are the spending on
Research and Development (% of GDP), the Index of Social Progress, the number of
patents granted during 20142018, total scientific publications during 2014-2018,
and the ratio of researchers per 1000 people, collected in this research to perform
an analysis of technical efficiency in 12 Latin American countries and determine the
contributions to social progress, applying the method of Data Envelopment Analysis
(DEA).

The first part of the paper presents the methodology used for the selection and
collection of variables and data. Afterward, the description of the DEA method is
briefly presented, followed by the results achieved and the academic discussion. The
results show the technical efficiency of the countries in relation to their development
in innovation and their contribution to social progress.
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7.2 Methodology

The analysis of technical efficiency using DEA was applied to data collected from
12 IberoAmerican countries published in recognized databases such as the World
Bank, World Intellectual Property Organization (WIPO), Scimago, the Network of
Science and Technology Indicators in Latin America and the Caribbean (RICYT in
Spanish), and the Observatory of Competitiveness, from which complete data could
be collected between 2014 and 2019 for four (5) selected variables, which are shown
in Tables 7.1 and 7.2. Table 7.3 shows the selected Latin American countries with
their respective inputs and outputs.

7.2.1 Efficiency Measurement and Data Envelopment
Analysis (DEA)

Developed by Charnes et al. [16, 17] based on Farrell [18], DEA is an application of
linear programming used to measure the relative efficiency of organizational units

Table 7.1 Variables inputs for the analysis of efficiency

Year

2014-2018

Tag Indicator Description and source

Patents Patents granted Total number of patents
granted per country (direct
filing and PCT national
phase entry) Source:
World Intellectual
Property Organization

(WIPO 2020) [5]

Number of papers
published by country in
journals indexed in
Scopus at SRJ. Source
(Scimago 2020) [13]

Papers Scientific production 2014-2018

GdpRD

Research and
development expenditure
(% of GDP)

Gross Domestic
Expenditure on R&D,
expressed as a percentage
of GDP. R&D includes
basic and applied research
and experimental
development (World Bank
2020) [2]

Latest value published by
country during the period
2014-2018

Researchers

Researchers per 1000
inhabitants

Researchers for every
1000 economically active
people (Individuals).
Source RICYT (2020)
[14]

Last value found for all
countries in the study,
year 2014
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Table 7.2 Variable output for the analysis of efficiency

Tag | Identification Description and source Indicators

SPI | Social progress index | Set of social and environmental | 51 indicators, distributed in 3
indicators that measure the dimensions:
social progress of the 146 * Basic human needs
countries. Source: Social * Fundamentals of well-being
Progress Imperative (2018), * Opportunities

Observatory of Competitiveness
(2018) [15]

Table 7.3 Latin American countries selected for the study

Inputs Output

2014 to 2018 2014 Year 2019
Country aPapers | "Patents °Researcher | YGdpRD | °PIBI&D | fSPI
Argentina | ARG 70633 8625 4.8 0.542 2017 76.86
Brazil BRA 377216 | 6203 297 1.263 2017 72.87
Chile CHL 64836 3538 1.44 0.355 2017 80.2
Colombia | COL 53231 875 0.34 0.237 2018 70.31
CostaRica | CRI 5111 44 1.79 0.423 2017 80.65
Ecuador ECU 13388 53 1.59 443 2014 71.88
Spain ESP 468031 | 11360 |9.15 1.237 2018 87.47
Mexico MEX 117040 | 6961 0.86 0.312 2018 71.51
Panama PAN 2855 404 0.26 0.147 2017 73.96
Peru PER 12831 511 0.18 0.127 2018 71.31
Portugal PRT 126463 | 315 15.05 1.366 2018 87.12
Uruguay URY 7878 77 1.59 0.484 2017 71.77

4Total of scientific papers found in Scopus Database from 2014 to 2018. Source Scimago SJR (2020)
[13].

bTotal of patents granted from 2014 to 2018. Source OMPI (2020) [5].

“Researchers out of every 1000 economically active people in 2014. Source RICYT (2020) [14].
dExpenditure on research and development (% of GDP). Source World Bank (2020) [2].

€Year of update of the PIBI&D. Source World Bank (2020) [2].

[ Social Progress Index. Source Social Progress Imperative (2020) [12, 15].

that present the same goals and objectives. The elements of analysis in DEA are called
Decision-Making Units (DMUs). The application of DEA requires the selection of
input and output variables. Indicators were selected to represent the inputs associated
with Research and Innovation (see Table 7.1).

The Social Progress Indicator is the only output variable (see Table 7.2). The
application of DEA requires that the DMU be homogeneous for comparative anal-
ysis (Cluster), and sufficiently heterogeneous so that information can be extracted
from the comparison. In addition, each DMU must have the capacity to manage the
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resources it has available; the number of units in the study must be sufficient so as
not to limit the discriminatory capacity of the analysis (Coll and Blasco).

For the latter, the relationship between the total number of variables (1) and the
number of DMUs is verified. The following rule is applied, where p is the number of
input variables and ¢ is the number of output variables. n < p x g Murias-Ferndndez
[19]. For the present case, the following rule must be applied:

Cluster:n=12,p=4,qg=1;n <p x q; 12 <4 x 1; the condition is met.

The model of efficiency analysis applied is the BCC optimization mode Banker
et al. [20] with variable returns, oriented to maximize the output. That is, maximizing
the Social Progress Index given the available inputs. It is a flexible optimization mode,
with minimum conditions to the production function, assuming the hypothesis of
variable returns at scale, with which a measure of Pure Technical Efficiency will be
obtained. Analyst Frontier® software from Banxia is used for efficiency analysis.

7.3 Results

The description of the data collected before the efficiency analysis is presented first.
The correlation of the inputs on the dependent variable (Social Progress Index, SPI)
presents an important correlation of Pearson with the expenditure in Research and
Development (GdpRD) (0.644) and with the researchers (0.806) (See Table 7.4).
Additionally, among the variables collected (See Table 7.3), Brazil, Portugal and
Spain stand out as the countries with the highest expenditure on Research and Devel-
opment in the region, exceeding 1%. The application of the DEA as a method for
determining comparative technical efficiency among the selected countries shows
high efficiencies with regard to social progress, which can be seen for Latin America
in Table 7.5, and for the Caribbean in Table 7.6.

Both have similar results in terms of efficiency, but with peculiar differences in
relation to the weight of the inputs that contribute to the efficiency of social progress
(See Table 7.7 and Fig. 7.1). The relevance of researchers, patents, and investment in
research and development in improving social progress in Latin American countries
is evident.

Table 7.4 Pearson’s correlation between study variables

Papers Patents GdpRD SPI Researcher
Papers 1 0.756 0.782 0.388 00.464
Patents 0.756 1 0.420 0.246 0.255
GdpRD 0.782 0.420 1 0.644 0.829
SPI 0.388 0.246 0.644 1 .806
Researcher 0.464 0.255 0.829 0.806 1
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Table 7.5 Efficiency by country and the distribution of percentage contributions of inputs to the
efficiency of social progress

M. Torres-Samuel et al.

Country Efficiency Papers Patents GdpRD Researchers
CHL 100 0 0 100 0
CRI 100 0 8.7 44 86.9
ECU 100 0 114 5 83.6
ESP 100 0 0 100 0
PAN 100 0 85 1.6 134
PER 100 0 0 0 100
PRT 100 0 0.4 99.6 0
URY 100 0 15.6 5.2 79.2
COL 94.52 0 0 0 100
ARG 94.15 6.5 0 93.5 0
MEX 92.71 0 0 0 100
BRA 89.14 0 0 0 100
6.5 121.1 409.3 663.1
0.54% 10.09% 34.11% 55.26%

The case of Latin America.

Table 7.6 Efficiency by country and the distribution of percentage contributions of inputs to the
efficiency of social progress

Country Efficiency Papers Patents GdpRD Researchers

CHL 100 0 0 100 0

CRI 100 0 100 0 0

ECU 100 0 114 5 83.6

PAN 100 0 64.5 355 0

PER 100 0 0 100 0

URY 100 0 15.6 5.2 79.2

ARG 95.3 7.2 38.2 16.4 38.2

COL 94.52 0 0 0 100

MEX 92.71 0 0 0 100

BRA 90.35 30 21.5 30 18.5
37.2 251.2 292.1 419.5
3.72% 25.12% 29.21% 41.95%

The case of Latin America.
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Table 7.7 Distribution by region of the percentage contributions of the inputs to the efficiency of
social progress

Region Papers (%) Patents (%) GdpRD (%) Researchers (%)
LatAM 3.72 25.12 29.21 41.95
IberAM 0.54 10.09 34.11 55.26
Papers
60%
50%
40%
30%
20%
10% = LatAM
Researchers Patents
== berAM
GdpRD

Fig. 7.1 Contribution of inputs to the efficiency of countries to maximize social progress

7.4 Conclusions

The technical efficiency has been analyzed using the DEA method in 12 Latin
American countries with respect to five (5) indicators on Research and Develop-
ment and Social Progress. As inputs, the percentage contributions of the GDP for
research expenditures, granted patents, scientific publications, and national plant of
researchers were considered; as output for the efficiency analysis, the Social Progress
Index is used.

The Latin American and IberoAmerican regions have similarities in terms of the
countries that are considered efficient; however, the percentage contributions to effi-
ciency vary significantly among them. The relevance of researchers and investment
in research and development as determining factors in social progress is evident
when it comes to Latin America. In the case of Latin America, patents are added in
addition to the above factors. The scientific production does not seem relevant in the
results of the efficiency analysis carried out.
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Chapter 8 ®)
The Organizations’ Paths to Market e
Success

Joao M. S. Carvalho

Abstract Management of innovation processes is still not enough researched and
applied by managers, because they often do not know models that may help them
make the best decisions in this context. This study aims at researching what types of
paths to success are followed in innovative organizations, using a model that includes
the ideas considered by the value chain evolution theory and the tetrad-value theory. A
survey was carried out among large, medium and small organizations in Portugal. The
results showed that the main reasons for failure in the market were: lack of adjustment
to customers’ requirements, economic unfeasibility, price too high, ignorance of the
market, lack of resources and internal support, financial instability in destination
markets, a lot of competition, and there has not yet been enough time for evaluation.
At the light of the proposed model, it was also possible to know the distribution of
the organizations’ paths for success. Many innovative products followed a path that
implied costly reformulations of different kinds. As such, it will be very important that
organizations try to be more market oriented, enhancing their processes to collect,
disseminate and analyse information, with better cross-functional coordination to
achieve the best response to the market.

8.1 Introduction

In general, organizations in market leading positions have a capacity to develop
products (goods, services, ideas, information, experiences) effectively and success-
fully [1, 2]. The studies show that there is a positive relation between innovation in
processes or products and measures of market share, profitability, growth or market
capitalization [3]. Innovation is the way by which entrepreneurs exploit change as
an opportunity to create a new business [4], and it a process of turning opportunity
into new ideas and practices [3]. It can also be understood as a change in technology,
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which means the processes to transform labour, capital, materials and information
into higher value products [5]. Of course, beyond product or processes innovation,
it is possible to innovate in relation to opening new markets, a new source of supply
of raw materials or semi-manufactured goods, a new form of industrial organization
[6], a new marketing method or a new organizational method in business practices
[7]. Innovation process can be considered as an organized and controlled sequence
of activities, starting with an idea that is transformed into an innovation, recognizing
customer needs, and using information, knowledge and failures to learn and enhance
that process [8].

Innovation can be achieved in many ways and always starts with a new idea
that, after being developed and transformed into a product, may have success in the
market. However, the acceptance of innovations by the market is actually unknown
before product commercialization, even if we have studied the tastes and needs of
consumers [5, 9]. Nevertheless, market success always depends on the level that
the product meets customer needs. Lendel et al. [8], argued that management of
innovation processes is still not enough researched and applied by managers, because
they often do not know models that help them make the best decisions in this context.

We can find in the literature several innovation models that help the entrepreneurs
to align their ideas and activities in order to achieve success on the market. The works
of Rothwell, Marinova and Phillimore, Cagnazzo, Botarelli and Taticchi, Meissner
and Kotsemir presented innovation models in historical perspective with their specific
characteristics [10-14]. Tidd, Bessant and Pavitt described a simple model with four
key phases for the innovation process to be successful: search, selection, implemen-
tation and capturing value [3]. These phases are similar to what Carvalho presented
as the entrepreneurial process, which can also be accompanied by an innovation
process [15]: (1) idea—to succeed in a business, it is needed a product that first
meets the wants and needs of consumers, users, customers, or prescribers, and there-
after, all stakeholders as far as possible; (2) information—this phase entails hard
work to estimate demand, to analyse actual or potential competitiveness of the orga-
nization, to evaluate the business sector and competition, to study the applicable
law and the requirements of authorities that have power over the business domain,
to test the product on the market as well as marketing strategies for each market
segment; (3) implementation—one needs to collect all needed resources (financial,
human, physical and intellectual), to design a business plan and to implement it; and
(4) impact—measuring the success of the business (product) in terms of achieving
organizational and market objectives.

Our purpose is to use a model with a few phases that include all the analytic
characteristics of the more detailed models, such as the fact that the phases overlap
each other and have backward loops; it could be circular and iterative with internal
and external innovation activities [16, 17], like happens with open innovation [18]; it
considers the value chain evolution theory [ 19] and the tetrad-value theory [20]. Based
on many other innovation models [e.g. 21-23], Carvalho and Marnoto developed
the 8P Innovation and Differentiation Model, which sums up the main dimensions
where entrepreneurs can find opportunities to innovate [24]. These core domains of
innovation define a business model and include the:
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e Product (good, service, idea, information, experience), aiming at satisfying a
human need;

e Price, it is related to product’s value proposition, both financial and non-financial
(e.g. social or cultural embarrassment, accessibility, complexity of use);

e Place (distribution) has to do with the set of transactions and logistics operations
that allow product placement based on the conditions of time, place and manner
that meet customers’ needs;

¢ Promotion (communication) includes many tools, such as advertising in the media
or at points of sale, promotions (e.g. samples, discount coupons, offers, promoters,
prizes, contests, etc.), public relations (e.g. media, sponsorship, internal publica-
tions), the news in the media, personal sales, merchandising, direct marketing
(e.g. letters, flyers, newspapers, phone calls, etc.), social events, exhibitions and
trade fairs, lobbying, product name, brand symbols, packaging, labelling, etc.;

e Processes that are related to production and/or distribution, namely the alignment

and organization of tangible and intangible assets;
People is about the organization’s team and their specific skills and competences;
Partners may help the organization to differentiate or innovate the product
performing key activities, sharing or exchanging skills or assets in terms of
personnel, equipment, and technical or market knowledge, and creating value
that allow to present competitive advantages in the market; and

e Purposes, which are related to the organizational mission, the product’s economic,
financial, social, ecological and psychological value, the chosen business model
(for profit or non-profit; private or public; cost and revenue structures), and
its relationship with societal sustainability (economic, social, ecological and
psychological).

Most of the times, entrepreneurs must combine several of these elements to
succeed [24]. We combine these models related to innovation and entrepreneur-
ship in what we called the organization’s path (TOP) model to succeed in the market
(Fig. 8.1).

The first part of TOP model is related to the idea and information (A), which is the
base to develop a business model (B—product, price, place, promotion, processes,
people, partners and purposes) that will be implemented and measured in the market
(C—implementation and impact). This model led us to the main question: What
types of paths to success are followed in innovative organizations? This is a gap on
literature that is worth to be more studied in order to alert managers to the costs of
not doing the right things.

In the next section, we review the critical success factors for innovation, as well
as critical failure factors that the entrepreneur should avoid.
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Fig. 8.1 Organization’s path
model
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8.2 Critical Success Factors

A critical success factor concerns the organizational design decisions to be successful
competitive in the market as stated by the value chain evolution theory [19]. The use
of tetrad-value theory [20] can also help entrepreneurs to achieve market success with
innovative products. This theory argues that, in addition to economic value, products
can also present social, ecological and psychological values, which constitute an
improved added value for the customer.

There are also many other variables that may impact on new product development
success. It is possible to classify them into a threefold environment: internal, external
and both ones.

Internal factors: cultural differences between people but also between func-
tions [25]; past success with other products [26]; marketing and management [27];
customer orientation, continual improvement, employee involvement [28]; market
orientation [29]; focus on products that do not meet consumer tastes [9]; develop-
ment process and organizational factors [30]; differentiation, superior products, early
product definition, solid up-front homework, technology actions, marketing oper-
ations, true cross-functional teams [31]; technology and market strategy, product
characteristics, production processes, human capabilities, internal organization, and
knowledge management [32]; high-quality new product process, adequate resources
of people and money, a defined new product strategy for the business unit, R&D
spending for new product development, senior management committed to, and
involved in, new products, an innovative climate and culture, high-quality new
product project teams, the use of cross-functional project teams, senior manage-
ment accountability for new product results [33]; fit with company, proactive versus
Reactive stance, organization, financial requirements [34]; time, cost, inter-personal
interaction, quality of product, and the development of a “warm relationship” based
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on openness and trust [35]; product performance-related factors, marketing factors
(understanding the market and customer needs), synergy factors (good fit between
product and marketing requirements and the resources of the firm), and organi-
zation and project management factors [36]; understanding customer needs, clear
market analysis, applications of technology, and the vision, mission and value of the
company [37]; the existence of formal or informal development processes within
the company, the formation of a devoted project team, the awareness and under-
standing of senior management, etc. [38]; in science-based entrepreneurial firms,
the availability of staff with commercial experience coupled with technical back-
ground [38]; understanding customers’ needs and experience [39]; clarity of vision
also has a positive relationship with success in technical and radical innovations,
while stability of vision is positively associated with success in incremental inno-
vation [40]; an awareness of the mission is regarded as a strong predictor of R&D
project achievement and firm success [37]; firm size [41]; technological capability
[41]; culture factor [42]; Management Skills [43]; learning capability [44]; competi-
tive advantage [45]; organizational size, slack resources, administrative capacity, and
organizational learning [46]; slack resources, specifically financial and human slack,
Chief Executive Officer (CEO) tenure and CEO compensation [47]; the uniqueness
of the advantages of the innovation, the startup organization characteristics and the
person of the entrepreneur [48]; a thorough business plan with a clear strategy/mark
analysis/competitor analyses, using an innovation as a business idea, the need for
achievement, having locus of control, the willingness to take risks, and number of
years of experience as entrepreneur [49]; being a member of a formal network, and
having an advisory board [50]; the process of interaction with the environment and
the degree of customer pro-activeness [51, 52]; the process of setting up the radical
innovation [52]; free communication [51]; methods of acquiring market information
and market technology developments [52]; being an expert [51]; a high seed capital
and a team of founders [53]; industry experience [54]; market focus and customer
involvement [54, 55]; a multidisciplinary and project focused organization [55]; the
willingness to take risks, optimism, logical mind, and higher education [56]; multiple
earlier jobs [54-56]; product advantage, marketing synergy and support, nature of
the new product process, quality of execution of activities, technological synergy
and organizational factors [1, 30, 57]; innovation and continuous renewal part of
strategy, documentation of renewal activities, market research, employee involve-
ment, and employee training [58]; the adapted sales strategy, the implementation
speed of the data-driven service on customer site, the external communication to
customers, the existence of an incentive system for customers, employee qualifi-
cation for data-driven services, an adapted revenue model for data-driven services,
modularization of data-driven service components, and an adapted organizational
structure for data-driven services [59]; dynamic capabilities as the skills, proce-
dures, organizational structures, and decision rules that firms utilize to create and
capture value [60]; management and leadership style, resource planning, organiza-
tional culture, organizational structure, corporate strategy, innovation strategy, vision
and goals of the organization, strategic decision-making, utilization of technology,
technical skills, education technology strategy, knowledge management, employees’
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motivation, skills, education, personalities, and training, and innovation processes
[61]; risk avoidance, incorrect measures (e.g. higher cost than anticipated), product
defects, poor timing, inadequate sale effort, managerial incompetence, and a lack of
technology base [27, 62]; bureaucracy, arrogance, the loss of executives’ capacity,
poor planning, too short investment horizons, inadequate skills and resources, and
even because of pure bad luck [5].

External factors: institutions, like the education system, the financial system or
the public policy for research and development [63]; national systems of innovation
[26]; external events [27]; market environment factors [30]; patent protection, market
size, customer needs, distribution channels, competition, and government regulations
[34]; market factors [36]; identified target markets [64]; institutional factor [65];
consumer preferences [66]; external organizational environment: needs, wealth and
urbanization [46]; a relevant social network [49, 50]; entering alliances [67]; market
attractiveness [e.g. 1, 30, 57]; and competitive reaction and inadequate distribution
[27, 62].

Both environments: sectoral specialization patterns, networks and information
flows [26]; technology and financial resources [27]; strategic factors [30]; networks
[37]; using external knowledge [55]; use of external networks and cooperation
[58]; funding and resources [64]; economic factor [65]; financial factor [66]; and
inadequate funding or market analysis (e.g. insufficient market) [27, 62].

We consider that the lack of market orientation and problems with market and
marketing research is the main critical factors for failure. As Carbon [9] explained,
it is very difficult to find the right people to do reliable market research because all
the possible participants present biased perceptions: the development experts cannot
be neutral in relation to the product’s assessment; potential consumers often do not
understand the nature of the innovation, and they are naturally resistant to innovation,
because they usually prefer products that they already know how to use. On the other
hand, the consumers might prefer what they know, but they are always searching
for something new and exciting, as long as they feel self-efficacy using the product
[68]. People need to be familiarized with the new product in order to have a right
perception of its usefulness, what is harder to achieve in early market research [9].
Moreover, Christensen argued that no one can know in advance how or how much
a disruptive product can or will be used [5]. Thus, he defended a new marketing
approach—agnostic marketing—based on discovery-driven market activities to create
knowledge about new customers and their needs in order to be a pioneer.

8.3 Methods

In order to answer the main research question (what type of paths to success is
followed in innovative organizations?), we decided to do a survey among large and
medium organizations in Portugal, because they have probably more resources to
innovate in a continuous way [1, 2].
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We used a database (https://sabi.bvdinfo.com/) that has information from 800
thousand Portuguese organizations. We chose the 6000 larger ones to send the
questionnaire. These organizations include all the largest in the country (1202
in 2017, https://www.pordata.pt/Portugal/Empresas+total+e+por+dimensao-2857-
246183), being the others of medium and small size.

The questionnaire had only 15 questions so as not to alienate respondents due
to a very long and time-consuming one. We asked for the main economic activity
of the organization (following the National Classification of Economic Activities),
its size (large, medium, small), the job position of the respondent, the number of
new products (goods, services, ideas, experiences) launched in the market in the last
5 years (sample inclusion criterium), how many of them were successful [48], what
reasons are pointed out for unsuccess cases, and how many products presented the
following paths to success (Fig. 8.2):

A—Idea — Information gathering — Business Model (product, price, distribu-
tion, communication, processes, partnerships, team and purposes) — Product launch
— Success.

B—Idea — Information gathering — Business Model — Idea redefinition —
Collecting more information — New business model — Product launch — Success.

C—We followed the process A, but after result analysis, we had to go backwards,
reformulate the business model, and relaunch the product with success.

D— We followed the process A, but after result analysis, we had to go backwards
until the initial idea, which was reformulated with more information gathering, a
new business model, and relaunch the product with success.

E—We followed other kind of process to achieve success. Please, describe this
process.

After two rounds of survey, we have obtained a response rate of 5%. There were
643 organizations that we cannot access, because the email was returned saying
that the address is no longer active; 15 send a response saying that they did not
want to answer; 130 sent an automatic response; and 33 sent a positive response
saying that they were going to answer. Thus, we received 267 answers from 57 large
organizations, 165 medium and 45 small ones. Their distribution in terms of economic
sector is presented in Table 8.1 comparing to the national distribution.

The respondents had different positions in the organizations: general manager
(95), chief financial officer (46), research and development director (37), department
director (29), marketing director (18), director of environmental quality and safety
(13), industrial director (11), chief information officer (7), human resources director

Fig. 8.2 Paths to success
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Table 8.1 Distribution of the organizations by economic sector

Economic sector Country (%) | Sample (%)
Agriculture, animal production, hunting, forestry and fishing 10.7 34
Extractive industries 0.1 0.0
Manufacturing industries 54 27.0
Electricity, gas, steam, hot and cold water and cold air 0.3 4.5
‘Water collection, treatment and distribution; sanitation, waste 0.1 7.9
Construction 6.6 4.5
Wholesale and retail trade; vehicle repair 17.6 10.1
Transport and storage 1.8 7.9
Accommodation, catering and similar 8.4 22
Information and communication activities 1.4 2.2
Real estate activities 33 22
Consulting, scientific, technical and similar activities 10.1 1.1
Administrative and support service activities 14.2 22
Education 4.6 0.0
Human health and social support activities 7.6 4.5
Artistic, show, sports and recreational activities 2.9 1.1
Other service activities 4.8 13.5

(5), product manager (4), and innovation and strategy manager (2). Data analysis
was made by descriptive statistics.

8.4 Results

When the organizations were asked about how many new products were launched in
the last five years, 44 of them said that they did not launch any product. In the other
223 organizations, this value ranged from 1 to 100 with an average of 12.47 (SD =
21.77). It this sample one had 2769 new products launched, and 1821 (65.8%) were
considered successful.

It is possible to summarize the reasons presented by the respondents for failure
in the market: lack of adjustment to customers’ requirements (36.1%), economic
unfeasibility (2.8%), price too high (13.9%), ignorance of the market (16.7%), lack
of resources and internal support (16.7%), financial instability in destination markets
(2.8%), a lot of competition (2.8%), and there has not yet been enough time for
evaluation (8.3%).

The paths for success presented the following distribution: A—55.2%; B—16.6%;
C—11.9%; D—11%; and E—5.3%.



8 The Organizations’ Paths to Market Success 89

The path E included types of product development that depends on compliance
with legislation (public products), or on-demand production of a product based on
customers’ own specifications (B to B products).

In addition, we asked participants to tell us how many new products, beyond to
their economic value, also had social, ecological and/or psychological value. Social
value was presented as the ability to have a positive impact on the community (social
well-being, social cohesion, nutrition, shelter, health, social equity or quality of life).
The ecological value would be the ability to contribute to the preservation of natural
capital (environment, planet or biodiversity). And finally, the psychological value
would be the ability to influence or transform the lives, mentalities, knowledge,
skills or behaviours of some consumers, clients or users [69]. The results showed
that 71.8% of the new products launched presented social value, 49.5% ecological
value and 43.8% psychological value, confirming the tetrad-value theory [20].

8.5 Discussion and Conclusion

The main reasons presented by respondents are in accordance with the literature.
The lack of adjustment to customers’ requirements was mentioned in many studies
[e.g. 28, 29]. Other factors are economic unfeasibility [e.g. 27, 34, 62], problems
with marketing mix [e.g. 31, 32], ignorance of the market [9, 58], lack of resources
and internal support [33—46], financial instability in destination markets [e.g. 30, 36]
and a lot of competition [27, 62].

We can conclude that 16.6% of the innovative products with success followed a
path that implied to reformulate the idea or the business model, or to redo the market
and marketing research. More, 22.9% of the products launched needed to redo all
or part of the process to be relaunched with success. Of course, all this repetition of
activities implies more development costs for the organizations. As such, it will be
very important that organizations try to do more efforts in what concerns being market
oriented, enhancing their processes to collect, disseminate and analyse information,
with good cross-functional coordination to achieve the best response to the market
[29, 70].

There are several limitations in this study, namely related to the sample, which is
not representative of the business fabric in Portugal, as well as the use of an online
questionnaire. However, this exploratory study aimed at confirming the existence
of different paths to success with new products. The TOP model is based on the
literature and illustrates the corner points where an organization may have the need
to rewind their development steps until achieve success in the market.
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9.1 Introduction

The emergence of the first personal computers along with the Internet did a significant
change not only on people’s lifestyles but also in the economy of the countries. The
first documents on network interaction appeared at the end of the 50s. Internet, as
it is known now, is established in the 80s. In the 90s, the World Wide Web or www
was introduced and with it, the web 1.0 which was characterized by being a static
web, of individual intelligence, with outdated tools, and no interaction [1]. After a
while, web 2.0 emerged. Dale Dougherty named this web as the social network in
a conference in 2004 (Web 2.0, 2019) and it was characterized for being a dynamic
web, with a collective intelligence, and full of social interaction [1] And this latest,
impacted society and the business world up to now [2].

Thanks to the features mentioned above, the web 2.0 gave birth to social media
(SM) or the social networks. Every day, more and more people share or seek infor-
mation about a product or service, which has transformed the way people interact
[3]. Social platforms have not only become a means of communication, but they
have become an important part of the strategies of marketing in terms of promotion
and online advertising. The social network has proven to be very efficient promoting
products online. This type of marketing has become even bigger with the creation of
active advertisements by the concerned parties [4-6].

Thanks to the emergence of social networks (SN), a new type of communication
has emerged along all media [2]. The so-called influential people or independent
sponsor models certain public behaviors through blog comments, tweets, and social
networks in general. Although there are divided opinions about the true role of
the influencers [7], for some people an influencer needs to have a large number of
followers, a smartphone and an account on some social network. However, influ-
encers are not famous people but ordinary people who have endeavored to share
fresh and interesting content that entertains or educate other people [8].

This research paper justifies its interest and importance in marketing areas, specif-
ically in the field of digital marketing. Firstly, because this issue is of the utmost
importance for both, companies and marketing professionals. The results can help to
determine the characteristics and the way the influencers intervene in the purchases
as well as to maximize the strategies and tactics in digital marketing campaigns.
Secondly, through the image and the message conveyed by the influencer, compa-
nies can offer a positive image on their new brands and products, or do a repositioning
job. Third, the results will help potential researchers as a guide to lead them to issues
that have not yet been explored. Regarding this, results can help them in their inten-
tion to publish a high-impact journal. Fourth, this issue is among the priorities of the
Marketing Science Institute (MSI) 2018-2020 as referring to it as “the cocooning
landscape martech (marketing and technology) and advertising.”

In light of the ideas expressed above, this literature review work tries to provide
answers to the following questions:

A1l: Which journals are citing works concerning influencer?

A2: Which journals and authors are the most prominent at co-citations?



9 Bibliometrics and Science Mapping of Digital Marketing 97

A3: What has been the development of these investigations over time?
A4: Which countries have been interested in influencer issues?

9.2 Methodology

9.2.1 Bibliometrics and Science Mapping

Bibliometric analysis is a set of tools that uses quantitative approaches and aims to
examine and measure text and information [9, 10]. These analyzes allow obtaining
additional information of the literature reviews, so that the information can be consid-
ered as a complement to the research [11, 12]. In order to do so, it is necessary to
establish publications profiles on a theme, detect trends within a scientific branch,
evaluate scientific activities that act as a guide to know the status of a research [13,
14]. Among the most commonly used bibliometric techniques are the co-citations,
co-words, co-occurrence of keywords, and co-authorship analysis [15, 16]. In this
work, the co-citations analysis was considered. The co-citations follow this method.
When two publications are cited in a third publication, and this latest one cites both;
the higher number of citations proves the relationship between two publications [15,
17]. This can serve as a theoretical and empirical foundation for various studies [18].
For a better understanding of the co-citations, the bibliometric analysis was comple-
mented with science mapping since they allow to reveal the intellectual structure of
the field of study and its dynamics [19, 20]. Consequently, the study of the academic
field requires an accurate analysis of literature, a process that consists of four steps.

9.2.2 Source of Information

The first step is an exhaustive search in the Clarivate Analytics Web of Science Core
Collection database (formerly Thomson Reuters) considered one of the most used
database for research purposes, and a wide source of scientific journals [21]. The
information search was carried out in July 2019, using the descriptors “influencer”,

“ewom”, “youtube *”, “instagram”, “facebook”. This allows us to obtain all papers in
which the descriptors are interacting. The period of examination is open until 2019.

9.2.3 Exclusion

The second step was to define criteria for proceeding to an exclusion of the documents.
In this way, it was possible to ensure the quality of information analyzed. Books, book
chapters, reports, and conference proceedings were excluded due to the variability
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in their respective peer review processes. Only scientific articles were used, as these
are subject to rigorous and blind peer reviews. Also, they are considered as a certified
source of information [22]. 166 articles were obtained as a result. Among this number,
4 articles that are not written in English were eliminated. The final information data
consists of 162 articles.

9.2.4 Data Cleaning

The third step includes data-debugging. The information obtained includes hundreds
of data from different variables such as authors, countries, and institutions. For this
reason, it was necessary to preprocess the data with the intention of minimizing
possible errors [12, 16]. For this purpose, the file was converted to txt format to
eliminate repeated information. In the case of authors, the repeated information was
debugged by taking into account the existence of a same author written in different
wording (e.g., “kaler, j” and “kaler, j.”). In the case of countries, adjustments were
made as Scotland appears as UK.

9.2.5 Software Selection for Bibliometric Analysis

The data obtained and preprocessed from the database obtained have been processed
in Microsoft Excel software for the realization of two-dimensional tables and graphs.
The co-citation and co-author analyzes were used by the Vosviewer 1.6.10 software
developed by the Center for Science and Technology Studies (CWRS), of the Univer-
sity of Leiden (Netherlands). This software allows the extraction of terms for the
construction, exploration, and graphic representation of two-dimensional distance
maps or commonly known as science mapping [19, 20].

9.3 Analysis of Results

9.3.1 Performance Analysis

The topic related to influencers seems to show a growing interest within the academic
world. It exhibits 162 related articles, 95 academic journals, 419 authors, and 7100
reference authors. These results are shown in Fig. 9.1, taking into account the period
between 1986 and 2019.

Decade 80s (1980-1989). Although the established interval was between 1980
and 1989, the first record that we have of when the term influencer appears in the
work entitled “New Product adoption by the buying organization: Who are the real



9 Bibliometrics and Science Mapping of Digital Marketing 99

40 36
35
30
24
25
20 17 16
15 12
7 .77
10 s s
5 I II 3243772242224 2,
0 [ oo cnncnnnnns
a0~V N MOANT OO ~NOVWLNIT OHOAN 0NN I AN O
A H A A d OO0 0 0 00000000
O OO0 0000000000000 O0O0OOCOoOO0Oo0O oo o
NN AN AN AN AN AN AN AN AN AN AN AN AN AN AN NN A A

Fig. 9.1 Sources of information 1986-2019 (Source Web of Science)

influencers?” [31], whose roles and its influence on the members of a purchasing
center are explored based on organizational behavior.

Decade 90s (1990-1999). There is a boost in the subject. It was identified nine
research papers, which were referring in journals specialized in marketing, such
as Journal of Marketing Research, Journal of Consumer Research and Business
journals: Journal of Business Research, Strategic Management Journal and Journal of
Business and Psychology. These documents address the role that the influencer plays
in success or failure in an experiential asset [23], the performance of the entertainment
services market [24] or the influence exercises have on performance, satisfaction and
trust [25]. In this decade, we can mention the greater access to electronic devices,
due to the reduction in prices of personal computers and a strong market Internet
access by telephone lines.

Decade 00s (2000-2009). In the first decade of the new century, 16 works could
have been noticed, that is to say, almost double than last decade. The trend of
Academic Journals related to Marketing and Business is maintained.

Decade 10s (2010-2019). In the present decade, there is an accelerated increase
in research works. From 2014 until almost the middle of this year, there were 12
research works registered.

9.3.2 Contributions by Country

In the same way, in this section we wanted to know which countries have been leading
this type of work and to know which countries are in the top list regarding this subject.
In Fig. 9.2, it can be noted that the United States has initiated the research work in
this area and led this research work for a relatively short period of time, according
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to the results obtained. However, the investigations are currently been led by India,
Sweden, Germany, and Australia.

9.3.3 Performance of Academic Journals

162 articles have been published in 95 academic journals. Table 9.1 shows academic
journals that have three or more articles related to the subject. The Journal of Business
Research, Public Relations Review, and International Journal of Advertising lead the

findings.

Table 9.1 Most cited
academic journals

Journal

Number of items

Journal of Business Research

Public Relations Review

International Journal of Advertising

Journal of Consumer Behavior

Journal of Marketing

European Journal of Marketing

Journal of Business Ethics

Journal of Marketing Research

International Journal of Bank Marketing

International Journal of Online Marketing

Journal of Advertising

Journal of Marketing Management

W W W W k||l Q|0

Source Web of Science
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Table 9.2 Most cited Academic journals on business topics

Academic Journals Quotations
Journal of Marketing 872
Journal of Service Research 374
Journal of Marketing Research 370
Internet Research 311
Journal of Business Research 282
Strategic Management Journal 242
Journal of Consumer Research 142
Journal of Business Ethics 132
Journal of Advertising Research 105
Journal of The Academy of Marketing Science 101
Public Relations Review 93
International Journal of Advertising 90
Mit Sloan Management Review 58
Industrial and Corporate Change 52
Journal of Product Innovation Management 43
International Business Review 42
International Journal of Electronic Commerce 37
Journal of Macromarketing 34
International Small Business Journal-Researching Entrepreneurship 31
European Journal of Marketing 29

Source Web of Science

9.3.4 Analysis of the Citations

In the field of business research, three marked groups of journals could be established
as the most cited (see Table 9.2). In the first place, the Journal of Marketing (872)
equals to 22.9% of the total citations and secondly, the Journal of Service Research
(374) and Journal of Marketing Research (370) with a total percentage of 19.5%.
Finally, there is a third group consisting of Internet Research, Journal of Business
Research and Strategic Management Journal with a percentage of 21.9%.

9.3.5 Bibliographic Links of Academic Journals

It shows the intertextual relationship between publications. This allows current trends
and research information be obtained [12]. For this purpose, the Vosviewer program
was used. It shows 84 academic journals that display 833 relationships between them
in nine color-differentiated clusters (shown in Fig. 9.3).
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e Business Area (Red Cluster): Grouped by 24 journals of the business areas. The
most noticeable are: Journal of Business Ethics, International Journal of Bank
Marketing and the Journal of Product Innovation Management.

e Marketing and Services Area (Green cluster): Consist of 12 journal related to the
marketing and services area.

e Consumer Behavior and Marketing Area (Blue Cluster): Consist of 11 journals,
among the most important research is the Journal of Consumer Behavior.

e Marketing and Administration Area (Yellow cluster): Consist of 10 journals.
Journal of Marketing, Journal of Marketing Research and Business Horizons
are highlighted by number of their contributions.

e Marketing, Business and Market Research Area (Purple Cluster): Consist of
9 journals. Within this division are considered International Journal of Adver-
tising, International Journal of Electronic Commerce and Marketing Intelligence
& Planning.

e Entrepreneurship Area (Light blue cluster): Consist of 7 journals. The most impor-
tant are the Industrial Marketing Management, Emerging Markets from a Multi-
disciplinary Perspective: Challenges, Opportunities and Research Agenda and
Entrepreneurship.

e Business and Marketing Area (Orange Cluster): It shows a new combination
between the mentioned areas, distinguishing the importance of these two fields
of knowledge. The journals that are within this cluster are Journal of Busi-
ness Research, Journal of Social Marketing and Construction Management and
Economics.

e Marketing and Finance Area (Brown Cluster): Consist of 3 journals: International
Journal of Online Marketing, Journal of Financial Services Marketing.

e Advertising and Retail Area (Violet Cluster): Consist of 3 journals: Journal of
Adbvertising Research, Journal of Retailing and Psychology & Marketing.

gender in management
handbook of gg§@arch on consum
@ internationalfpurnal of retal Journal of sqlal market
dlothing and textiles research ¥ psychology® marketng
eurdean purw of marketing
oL - :
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Fig. 9.3 Analysis of the citation (Source Web of Science)
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9.3.6 Co-citation Network of Authors

The approach of authors’ co-citation allows analyzing the connections between the
authors and how this intellectual structure is organized. The results showed a total
of 7100 references, which was established as a parameter in the creation of the
bibliometric map (the reference authors are cited at least 10 times). We obtained 46
authors. The objective of using this amount was to facilitate the visualization of the
data. This type of association was already been done in other works [26-28].

According to Leung et al. (2017), the sizes of the nodes show the number of
citations of the articles [28]. The width of the lines, the strength of the co-appointment
links. The link and the proximity show the relationship between two co-appointments.
The color of the nodes indicates the group to which the article belongs. Additionally,
in each node only the name of the first author is labeled.

In Fig. 9.4, seven clusters were formed. The first group consists of 12 authors and
the most relevant is Hennig-thurau (21 citations). In group two, there are 11 authors
and the most outstanding is Bagozzi (31 citations). In group three, there are 7 authors
and the most notable is Fornell (24 citations). In group four, there are 5 authors and
Moschis (15 citations). Group five is comprised by 4 authors, being Berger the most
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Fig. 9.4 Reference author co-citation network (Source Web of Science)
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important with 16 citations, and finally groups six and seven with three authors each
one, where Anderson stands out (23 citations).

9.3.6.1 Analysis of Co-citation Network of Academic Journals

To try to identify the most important sources of publication and determine how they
are related to each other, this analysis is performed using scientific journals that
have at least 20 or more citations. In the perspective of Chandra (2018), it is easy to
identify five groups of citations from scientific journals (see Fig. 9.5) that are very
broad and diverse [29]:

i

il.

iii.

Consumer Behavior—Advertising (Journal of Consumer Behavior, Young
Consumer, Journal of Advertising, International Advertising, Journal of
Consumer Psychology; red circles).

Administration—Marketing (Academy Management Journal, Administrative
Science Quarterly, Academy of Management Review, Harvard Business Review,
International Marketing Review, Journal of Marketing, Journal of International
Marketing, Journal of the Academy of Marketing Science; green circles).
Computer Science—Marketing (Computer in Human Behavior, European
Journal of Marketing, International Journal of Electronics and Communications,
Internet Research, International Journal of Bank Marketing, celestial circles).

iv. Marketing—Administration (Journal of Business Research, Industrial
Marketing Management, Journal of Business Ethics, Journal of Business
& Industrial Marketing; yellow circles).
v. Marketing (Journal of Marketing Research, Journal of Retailing, International
Journal of Research in Marketing; purple circles).
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Fig. 9.5 Academic journals co-citation network (Source Web of Science)
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Fig. 9.6 Co-quotes based on the author (Source Web of Science)

9.3.6.2 Analysis of Co-citation Based on the Author

In order to carry out this work, authors’ names were classified along with the years
of publication as well as the name of the journals. For this process, it was used the
option of references cited in the Vosviewer program and a process similar to the one
used by [14]. These authors cited at least 20 publications. Although in this case, a
minimum number of 6 citations were used in a cited reference. The logic behind this
was that a larger reference amount resulted in a smaller number of associated rela-
tionships. Following this process, three groups could be obtained. In the first group, it
was possible to identify: consumer-marketing research (Watts, Friestad, McCracken,
John, Feick, Arndt; red circles). In the second group, marketing-psychology (Fornell,
Morgan, Bagozzi, Anderson, Podsakoff; green circles), and in the third group: various
studies (Davis, Fishbein, Glaser, blue circles) (Fig. 9.6).

9.4 Conclusion

Bibliometric methods are a very powerful tool, that allows quantitative confirmation
of the categories, which are subjectively derived in published reviews, the exploration
of new research scenarios as well as the identifying of the categories studied [12].
The results obtained from this bibliometric analysis open a window that will help
researchers in digital marketing areas to understand the evolution and history of
academic works. It also allows the changes in the different co-cited academic groups,
the frequency of citations in different journals of research and the countries that are
most interested in this subject.

In this section, we answer the questions proposed at the beginning of this research
in an attempt to contribute to the subject about influencers in digital media.

The development of this research also concludes that this topic had a very slow
start during the first 23 years; from 2010, the statistics show a gradual increase until
the 2015 when the topic about influencers has a quick access in the last four years.

Finally, it shows the main countries that have worked on this subject, as well as
the countries that today show a greater interest in this area. For instance, in Europe



106 M. Le6n-Castro et al.

we have Sweden and Germany. In Oceania Australia and in the Asian continent, we
see India.

Currently, the American continent does not have any representation according to
the works found in the Web of Science, although the USA was the first country to
initiate this type of research work. Lastly, it is important for Latin American countries
to increase research on how influencers get their messages across to their followers.
For companies, this form of communication can help them to be more efficient in
their communication campaigns and to know the reactions of their followers to these
campaigns.
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Chapter 10 ®)
The Application of Text Mining oo
for the Analysis of Connotation

in a Higher Education Institution

Bruno Varela, Jorge Bernardino, and Isabel Pedrosa

Abstract Twitter, as a social media, acquires special importance in academic insti-
tutions, such as promoting higher education institutions (HEIs). This tool allows not
only to disseminate its work and know its feedback, but also to keep in touch with
its alumni network and foster conversations between the academic communities. In
this work, 118 tweets were extracted directly from Twitter, and a method was devel-
oped and applied that allows understanding the polarity of the tweets that mention
a HEI, with three criteria: favourable, unfavourable and indifferent. In comparison
with other methods, this model is an association of an individual assessment with
a systematic assessment of terms, using linguistic tools. It is noteworthy that the
method achieved about 67% of success.

10.1 Introduction

In the present Information Age in which we live, institutions, whatever their nature,
need to have a presence on social networks to remain competitive. However, this
presence is not always achieved in the best way, being quite common, the misalign-
ment between publications and the real strategy of the organization [1] or the failure
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to use all the potential of these tools [2]. The objective of the present study is to
develop a method that allows a connotation analyses of the tweets that mention the
HEI In this way, a method of latent semantic analysis (LSA) was applied, which can
be defined as a “method to extract meaning from contextual use of words by statis-
tical calculations applied to a large corpus of text” [3]. The remaining of this paper
is structured as follows. In Sect. 10.2 is presented literature review and related work.
Section 10.3 explains the methodology used to extract and analyse the tweets and the
evaluation criteria for tweets. In Sect. 10.4 were created the three criteria to analyse
the tweets and a representation of the process. In Sect. 10.5, an individual approach to
assess the tweets was made, according to the criteria defined in the previous session.
Also, two datasets were developed for comparison with the terms of favourable and
unfavourable connotation. This session includes a description of the data transforma-
tion commands applied. Last sections are devoted to results, discussion, conclusions
and future work.

10.2 Literature Review

Text mining can be defined as an “interdisciplinary field of activity amongst data
mining, linguistics, computational statistics and computer science” [1], having in
common one characteristic: text as input. There are several well-known techniques
in the field. One of them is text classification (TC), which can be seen as “manually
building automatic TC systems by means of knowledge engineering techniques”
[2]. Other technique is text clustering, which can be defined as “the process of
grouping documents with similar contents or topics into clusters to improve both
availability and reliability of text mining applications such as information retrieval,
text classification and document summarization” [3] that can be used to structure
large sets of text or hypertext documents [4]. Another technique in text mining is the
diagnosis ontology, given that an ontology is an “information model that explicitly
describes various entities and concepts that exist in a domain of discourse along with
their properties” [5]. Latent Semantic Analysis is also a technique used to extract
meaning from statistical calculations applied to a large corpus of text [6]. It can also
be a model where latent topics of documents are inferred from estimated probability
distributions over a training dataset [7].

From the application of text mining techniques, it is possible to construct a senti-
ment analysis. Being this an area, which deals with judgments, responses and feel-
ings, known to be extensively used in fields like data mining, web mining, and social
media analytics. Always taking into consideration that sentiments are the most essen-
tial characteristics to judge the human behaviour [8]. Another definition for sentiment
analysis is a way of contextual mining of text which identifies and extracts subjec-
tive information in source material and helping a business to understand the social
sentiment of their brand, product or service while monitoring online conversations
[9]. One of the main objectives of this field of study is to understand sentiments
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related to a certain brand. In order to give a better understanding of the named areas,
in sequence is shown application example.

In [10], the Dirichlet allocation modelling algorithm was applied for an eco-hotel,
this being evaluated using text mining tools, with several sources of information for
the different comments from clients. The algorithm used can be characterized as a
Bayesian probabilistic model of text documents that allows text classification [11].
Thus, it was possible to identify the strengths and points to be improved in the hotel
under study. For instance, hotel food generates positive sentiments, while hospitality
generates both ordinary and strong positive feelings.

In [12], a text mining approach was applied to model the score given by users in
the TripAdvisor website. This data was extracted manually, giving the result of 504
reviews published in 2015 for a sample of 21 hotels located in the USA, Las Vegas.
This model made it possible to draw a better profile of users because it allows the
analysis of comments according to the user’s profile and the date of the review. It
was also identified that the day of the week of the review can influence the score
given by the user.

In [13] was studied the importance of microblogging—which can be defined as
“the activity of sending short messages to any user, especially from a mobile phone”
[14]—in the marketing form of word of mouth (WOM). The WOM communication
form has two aspects, one more traditional, that happens offline, and another that
happens in a virtual environment; this second one can be defined as a ‘“statement
made by potential customers, actual customers or about a product or company, made
available to a variety of people and institutions through the Internet” [15]. So, in this
study 650 tweets from 50 brands were extracted, in a period of 13 weeks, between
4 April and 3 July 2008. There was space for a comparison between automated
methods of classify feelings in microblogs with manual coding and auto-tagging.
This comparison did not show significant differences between the two approaches.
Yet as for microblogs, the structure and composition were analysed proving that
microblogging is an online tool for customer WOM communications and has direct
implications for corporations as part of their marketing strategy.

In [16] was developed a tool that makes it possible to find, in an automatic way,
the keywords of scientific articles. This tool was developed based on the Dendro
platform, this being a data management platform focused on “early stages of research,
being designed to offer researchers a collaborative environment to store and describe
datasets using the descriptors of more suitable metadata from a set of ontologies
existing” [16]. Given this, methods based on multicriteria analysis, such as the Inverse
Document Frequency (TF-IDF) which measures the number of times a term occurs
in a document or C-Value that allows a hybrid approach to term extraction, can be
used both at the level of statistics and linguistics. The main result of this study was
the development of the tool designed to assist data curators in the process of creating
an ontology for data description in Dendro platform [16].

In our case, text mining is applied to a HEI and the polarity of the tweets is analysed
with three criteria: favourable, unfavourable and indifferent. This HEI is very active
on social media, being one of the first having an account on Twitter. Having a strong
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focus on the online social platforms, in consequence it is a necessary mechanism
that allows a better understanding on the sentiments users have about the brand.

10.3 Methods

Several methods were used to write the current article. One of the methods employed
was in the process of data collection was Documentary Research. First with the use of
disseminated written documents [17], namely articles published with similar themes,
to allow the context of this article in the state of art.

Then the Extraction, Transformation and Load (ETL) method was applied with
the direct extraction of 118 tweets from 9 February to 10 August 2020 that mention
the HEI in study [18].

Finally, the LSA technique was applied to perceive connotations associated with
those of tweets. This comparison was made based on the counting of terms according
to the connotation, and a score was associated with each tweet. The tweet was asso-
ciated with the connotation that had the highest score. In the event of a tie, undif-
ferentiated scores are associated. For this purpose, two datasets were created, one
with the count of terms considered to have a favourable connotation and the other
with the count of terms considered to be unfavourable. For this analysis are neces-
sary existing lists of terms according to each connotation. The two lists of terms, for
each connotation, were given by an already made study in the linguistics field that
constructed these lists [19]. Some examples for substantives are the following:

Favourable: [alegria]; [beleza]; [bem-estar]; [carisma]; [diversdo]; [paixdo];
[talento]; [top]; [virtude].

Unfavourable: [chatice]; [defeito]; desastre]; [desconforto]; [desgraca]; [falhar];
[problemal; [sacrificio]; [superficialidade]; [vergonha].

And for verbs:

Favourable: [adorar]; [atrair]; [cativar]; [entreter]; [inovar]; [recomendar]; [sensi-
bilizar]; [simpatizar]; [valorizar];.

Unfavourable: [abandonar]; [arrepender]; [assustar]; [atrapalhar]; [complicar];
[decepcionar]; [desanimar]; [enganar]; [irritar [limitar]; [odiar]; [pecar]; [perder];
[prolongar]; [revoltar].

10.4 Creation of Polarity Assessment Criteria

In our case, 118 tweets were extracted directly from Twitter, aiming to apply a method
that allows understanding the connotation of the tweets that mention HEI. In this way,
for the analysis of the connotation of the tweets, three criteria were elaborated. The
objective, in the process of creating these criteria, would be that all the extracted
tweets could be classified under these criteria.
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Table 10.1 Rating criteria for tweets

Criteria Example | Description

Unfavourable | 1 Reference to coarse vocabulary and irony. The user shows a negative
opinion about the institution

Favourable 2 The user shows a positive opinion about the institution. Refers to
praise, conferences or meetings

Indifferent 0 Text too wide/vague or imperceptible to have an associated
connotation

The first criterion is related to tweets with a “favourable connotation”. Tweets were
catalogued, with this criterion, in which the user shows a positive opinion about the
institution, referring to praise, conferences or gatherings. The second criterion is
related to “unfavourable connotation” tweets, with reference to coarse vocabulary
and irony. In tweets catalogued in with this criterion, the user shows a negative
opinion about the institution.

Finally, the last criterion is tweets of “indifferent connotation”, with content
considered to be too broad / vague or imperceptible to have an associated conno-
tation. Table 10.1 “criteria for assessing tweets” shows a summary of the created
criteria.

10.4.1 Model Representation

In order to allow a better understanding of the model, a representation of it was
elaborated. The Dataset1 contains the terms identified as favourable, and the Dataset2
contains the unfavourable ones. For instance, the occurrence of a term in the Dataset1
[19] may present a favourable opinion about the organization in study. So, according
to the model the variables are:

P+: Count of tweet terms present in Dataset]1.
P-: Count of terms in the present tweet in Dataset2.

The conditional statement must be:

If (P+ > P-; “Favourable);
Else If (P+ < P-; “Unfavourable”);
Else (“Indifferent”)

A representation was also created in the model in Unified Modeling Language
(UML), shown as “model representation” (Fig. 10.1).
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Favourable

Unfavourable

Indifferent

Fig. 10.1 Model representation

10.5 Application of Criteria for the Evaluation of Tweets:
Personal Approach

In this step, an individual assessment was made according to the pre-defined criteria
in the previous topic. To the cataloguing of tweets by the three types of connota-
tion was added a individual survey of the terms the justified the given evaluation.
That is, for example, if one evaluates the tweet as unfavourable, this terms that
justified classification was extracted. This step is only available to those who have
some knowledge of linguistics, such as knowing the morphological classes of words.
However, even using linguistic rules, this step has some subjectivity, so it is recom-
mended that the assessment be made by more than one individual. The result of this
evaluation is shown in table “Individual Approach Results”, with 63 tweets classified
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Table 10.2 Individual T
ype Count
approach results
Unfavourable 63
Favourable 34
Indifferent

as favourable, 34 as unfavourable and 21 as indifferent. It is noteworthy that irony
and sarcasm expressions are the most subjective phenomena related to linguistic
analysis [20] and a human mind can more easily understand irony expressions than
a text mining model. This step is important to measure the model’s success at the
end (Table 10.2).

10.5.1 Development of the Comparison Dataset

A search was made in some digital repositories to find a list of terms with positive and
negative connotations in the Portuguese language. The Online Knowledge Library
(B-On) and Google Scholar were used. However, at the time of preparing this project,
no results were found in European Portuguese, this being the most common variation
of the Portuguese language in the tweets that were under analysis. Thus, it was decided
to use the list of terms developed in [19]. It is noteworthy that this list of terms was
prepared considering the Portuguese language in its variant of Brazilian Portuguese.

Then, the terms justifying the personal approach phase were added. This step
is applied mainly because of the Portuguese variation in the list and because it is
a way to improve the model’s performance. With this addition, it was necessary
to apply the “Lower” commands again, so that the terms were in lowercase and
“Remove Duplicates” to remove duplicates. The list of terms with a favourable
connotation were 365 terms in the given list, with the addition it became 371. The
same happened for the list of terms with an unfavourable connotation, being initially
219 terms, and with the addition the list had 236 terms. The terms added to the
unfavourable connotation analysis were mainly expressions of highly coarse and
offensive vocabulary. The terms added for the analysis of favourable connotation
were, for example: “party”, “protocols” and “‘socializing”. These lists allowed the
creation of two datasets, the dataset] with the terms of favourable connotation and
dataset2 with the terms of unfavourable connotation.

10.5.2 The Process of Tweet Extraction

To extract tweets directly from Twitter, it is necessary to have an account with permis-
sion to create an APP, which serves as a gateway for tweets. Then, in Power BI soft-
ware, Power Query tool was used to build an M code, to be introduced in the Advanced



116 B. Varela et al.

Editor. This step is only available to users who have some knowledge of program-
ming languages. The code was applied in a blank query, giving the access token to
APP. After entering the code, it is necessary to establish the search parameters. The
institution under study can be referenced on Twitter in several different ways, so
four parameters were established. Being the current article anonymous, the terms in
which the tweets were extracted cannot be given. The higher education institution
was known by an acronym. This acronym formed two of the research parameters,
one in lower case and other in uppercase. The other two research parameters were
the name of the HEI written in full: first parameter was the name in Portuguese and
the second the name in English. This process resulted in the extraction of 118 tweets
extracted directly from Twitter from 9 February to 10 August 2020 that mention the
HEL

Before elaborating a comparative analysis of terms with favourable and
unfavourable connotations with the terms of tweets, it is necessary to apply some
data transformation steps. The first concerns the division of tweets by space, thus
dividing the tweet into terms, using the split command based on the spaces between
the terms in the tweet. Then, the command “Lower” was applied to transpose the text
to lowercase and facilitate the comparison of terms. A unique identifier was given
for the tweets to simplify the tweets’ identification.

10.5.3 Cross the Tweets with the Listings: The Model
Approach

A matrix was created with the tweet and the frequency of terms. The headings of
the matrix, or X-axis, are the terms with a favourable connotation, and the Y-axis
are the no. of tweet. Thus, the frequency of terms for the connotations was counted
and a score was assigned. For instance, for the Datasetl, a score was given to every
tweet. This score represents the sum of the occurrence frequency of the terms with
the favourable connotation (Table 10.3).

For the favourable, the maximum score was 3 and the minimum 0. For the
unfavourable, the maximum was 3 and minimum 0. Table 10.3, “term score”, shows
an example of the application of the method with a sample of 4 terms from the 371 list
of favourable terms. The columns of the Y-axis show the no. of tweets in which the
count is made, and in the cells of the X-axis the terms of datasetl with favourable
connotation are shown.

As aresult of this analysis, it was decided to define that the connotation to which
the highest score would be attributed would be the associated connotation, when
both the analyses of the favourable connotation and the unfavourable connotation
were equal to zero, the indifferent classification was given. Applying subtraction or
addition rules could lead to one variable nullifying the other, and thus biasing the
analysis.
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Table 10.3 Term score

No. of tweet Innovate Party Protocols Socializing Total

O || Q|| W[ N -

—_
=)

—
—

o|lo|lo|lo|o|/o|o|lo|o|loc|o|O
o|lo|o|loc|o|o|c|lo|m|O|OC|O
o|lo|o|lo|m |, Oo|lOC|OC|O OO
oS|lo|o|lo|o|Oo|Cc|o|o|oc|Oo|O
oS|lo|o|lo|mImlOo|lOo|R|O|O|O

—
[\

10.6 Results

In comparison with the personal approach, the model achieved 68% success; that
is, in 68% of the tweets it obtained results equal to those obtained in the individual
evaluation phase.

Table 10.4 “comparison of model with personal approach” resumes the results. For
individual analysis, 63 tweets were considered as favourable, and 34 unfavourable
tweets and 21 undifferentiated tweets were obtained. For the analysis of the model, 58
favourable tweets, and 32 unfavourable and 28 undifferentiated tweets were obtained.
To measure the model’s behaviour for the different criteria, the error interval formula
was applied, which corresponds to the difference between the maximum of the vari-
ables and the minimum of the variables. For the favourable, the interval was 5, for
the unfavourable, the interval was 2, and for the undifferentiated, the interval was 7,
so it can be said that the method had a worse performance for tweets classified as
indifferent, having 25% more tweets than the individual analysis. This can be justi-
fied because the model always counts the terms in tweets. For the difference in the
unfavourable criterion, the presence of irony can be a justification, which is difficult
for a model to identify. Finally, for the favourable classification, more terms would
be added to the list.

Table 10.4 Comparison of

. Criteria Model | Individual analysis | Error interval
model with personal approach
Unfavourable |58 63 5
Favourable 32 34 2
Indifferent 28 21 7
Total 118 118
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10.7 Discussion

In [21], the objectives of HEI’S communication policy were outlined. One of the
objectives present in the document was “increasing the visibility of the institution”,
this being a too general, because it is difficult to measure its performance according to
the sentiment analysis made. For this purpose, it would be necessary to consider not
only the institution’s Twitter, but also all other communication tools, such as events,
billboards or other social networks (Facebook, Instagram, LinkedIn and YouTube).
However, it can be said that the flow of tweets that mention the institution allows
greater visibility of the institution, as “social networks can be an effective way to reach
groups of interested parties, if organizations understand how the stakeholders use the
websites” [22]. To measure the success of the goal of attracting “a higher number
of students, mainly for short courses, postgraduate courses, executive training and
MBASs” [21], we would have to access to the number of students enrolled in short
courses, before implementing Twitter in the institution.

It is noteworthy that the institution, when preparing this work, had 589 published
tweets, the first tweet dated in 2015. Assessing marketing performance is a very diffi-
cult process to implement especially in comparison with internal corporate processes,
such as accounting, manufacturing, research and development. Given this marketing
performance are considered to be “marketing’s outputs lagged, multivocal and subject
to so many influences that establishing cause-and-effect linkages™ [23] that may diffi-
cult the analyses. However, assessing interactions on social media and knowing users
allow the HEI to make better decisions on its marketing strategy.

Studies highlighted the deficient use made by non-profit institutions of social
networks, with only 81% of organizations directing social networks to their website.
Less than half of organizations (43%) provided information about their organiza-
tion’s mission, and less than a quarter (22%) provided an organization’s history [22].
Such characteristics were not found on the HEI social networks. Thus, it stands out
in comparison with other competing higher education institutions. A school of tech-
nology and management in a close town from the current HEI only joined Twitter in
2018, while the HEI has had an account in this network since 2015. Or another HEI
with the same area of activity despite having a Twitter account since 2009 has only
made three publications. Thus, it can be said that the HEI is more active on social
networks, thus having a greater probability of reaching a young target audience that
favours digital platforms to carry out its research [21].

10.8 Conclusion and Future Work

The present model achieved 68% success when compared to personal approach.
The 32% margin of error can be justified by the small size of the sample and the
subjectivity of the personal approach phase. However, the model presented in the
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current study includes the connection between linguistics and data science, which,
used together, allow to obtain a better result.

As this is a comprehensive area of action, several actions for future work will
be necessary to improve the existing method. One of them will be to apply to the
used lists the terms in the languages in which the HEI is spoken, namely English,
Czech, Hungarian and Portuguese in the European variant, and these are the different
languages found in tweets. Another would be to increase the number of tweets in the
dataset and the number of analysers, to mitigate subjectivity in the evaluation. The
terms should also be punctuated by level of polarity; that is, there are terms that have,
within their polarity, a higher connotation than others; for example, “Perfect” has a
more positive connotation than “Good”. Also, since the method always counts the
term occurrences, it is necessary to develop a way to classify indifferent tweets before
applying the comparison to the datasetl and dataset2. Finally, this methodology
developed for real-time analysis of tweets can be applied in other institutions of
higher education.
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Comparative Analysis of the Percentage e
of Patents Requested by the Latin

American Countries of Group 1

of the SIR Iber 2019 Ranking
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Abstract The production and dissemination of scientific documents from university
education institutions in Andorra, Spain, Portugal, and Latin American countries
based on research, innovation, and social impact measurement factors are shown in
the SIR Iber reports. This paper analyzes and compares the percentage of patents
requested by the Latin American countries of group 1 of the SIR Iber 2019 report,
in order to contrast the results of the RICYT and the same SIR Iber 2019 report,
through the databases of the WIPO PCT agreement and PATSTAT, respectively,
as measures of the performance of each country in the development of patents.
The countries are located in the same order: Spain, Brazil, Mexico, Portugal, Chile,
Colombia, and Argentina, from highest to lowest, according to the number of patents
requested in the SIR Iber 2019 and RICYT report, although the percentage figures
do not coincide, despite the fact that the WIPO PCT agreement uses as a source
of statistical data extracted/compiled from the PATSTAT database. Furthermore, for
Spain and Brazil, an annual decrease in the number of patents requested through
the WIPO PCT agreement is predicted and, simultaneously, for Mexico, Chile, and
Colombia, an increase per year is expected.
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11.1 Introduction

The SIR Iber Ranking annually brings together Latin American countries by the
capacity of their higher education institutions (HEI) to produce and publish scientific
documents, to generate new technologies or inventions, and to disseminate them
in scientific journals of recognized academic prestige [1-4]. For this purpose, it
classifies universities that have at least one (1) document published in Scopus-indexed
journals during the five-year period analyzed [5—7], which ends two years before the
publication of the classification. For example, the SIR Iber 2019 report uses the
results of the 2013-2017 five-year period [6].

To make such a classification, it considers indicators of impact, excellence, lead-
ership, open access, international collaboration, editorial management, and innova-
tion, in order to encourage the dissemination of new knowledge with indicators of
academic quality, competitiveness, and visibility of universities [7—10]. The SIR Iber
2019 report [6] shows the results of seventeen [17] indicators distributed among three
(03) measurement factors: research, innovation, and social impact, from 1,761 HEIs
evaluated. It has defined four (04) groups of countries according to the number of
papers published—in the Scopus database—by all their higher education institutions,
during this five-year period. Group 1 includes the countries with a total production
of more than 50,000 studies by HEISs in the period analyzed: Spain, Portugal, Chile,
Brazil, Mexico, Argentina, and Colombia.

The measurement factor referred to innovation constitutes the 30% of the
compound indicator. It is built based on the institutional capacity of generating and
contributing to the development of patents, considering the number of patents granted
by university (PT), the number (IK), and the percentage (TT) of publications cited in
the registered documents for the patent application [6, 11]. The indicator of patent
(PT) is used as an evidence of the capacity of the HEI, to appropriate the knowledge
and generate new technologies and inventions. The SIR Iber 2019 report [6] uses the
database of Patent Statistics (PATSTAT), produced and managed by the European
Patent Bureau (EPB) as a source for the calculation of the indicators of the innovation
measurement factor [12—-14].

On the other hand, 50 years ago, in 1966, the Patent Cooperation Treaty (PCT) was
signed with the recognition by the Executive Committee of the International Union
of Paris for the Protection of Industrial Property, which was the most economic, fast,
and efficient of the inventions all over the world. On 9th June, 2020, this anniversary
was commemorated with a diplomatic conference held in Washington D.C. (USA)
[15]. The Inter-American and Ibero-American Network of Science and Technology
Indicators (RICYT in Spanish) annually records the number of patents applied for
by Ibero-American countries through the WIPO PCT agreement [16].

The purpose of this research is to analyze and compare the percentage of patents
granted by the Ibero-American countries of group 1 of the SIR Iber 2019 report, in
order to contrast the results of the RICYT and the same SIR Iber 2019 report, through
the databases of the WIPO PCT agreement and PATSTAT, respectively, as measures
of the performance of each country in the development of patents.



11 Comparative Analysis of the Percentage ... 125

11.2 Patents Granted by the Countries of Group 1
of the Iberian CRS 2019 Report Through the WIPO
PCT Convention

The Patent Cooperation Treaty (PCT) offers technical assistance and international
protection to patent applicants for their inventions in many countries simultaneously,
by filing the “international” patent application with a national patent office of the
contracting State of nationality or domicile of the applicant, or if preferred, with
the International Bureau of WIPO in Geneva. The PCT also assists the offices in
decisions on the granting of patents [17, 18]. If the applicant is a national or resident
of a Contracting State that is part of the European Patent Convention, the application
can also be filed with the European Patent Office (EPO) [18].

WIPO’s worldwide statistical database on Intellectual Property (IP) is available
online. The source of this is data collected from national and regional IP offices, data
generated from international filing and registration systems managed by WIPO and,
thirdly, data extracted/compiled from the PATSTAT database [19].

Table 11.1 and Fig. 11.1 show the number of patents applied for through the WIPO
PCT Convention, according to the applicant’s country of residence, in the five-year
period 2013-2017 [16]. In the five years considered, the seven (07) countries are
located in the same order: Spain, Brazil, Mexico, Portugal, Chile, Colombia, and
Argentina, from highest to lowest, depending on the number of patents applied for.
Practically, every year it represents around 20%, the number of patents requested has
remained constant: 21.36% in 2013, 20.40% in 2014, and in the last three (03) years:
19%, 19.30%, and 19.95%, respectively, 2015, 2016, and 2017. Spain’s gap with the
rest of the countries stands out: It concentrates 8,349 patents applied for, in other
words 55.36%, followed by Brazil with almost thirty-five (35) percentage points less,
with 3,133 patents applied for (20.77%); then, with twelve (12) percentage points less,
Mexico with 1,331 (8.83%) patents applied for; Portugal and Chile, in positions four
and five, with very similar values 833 (5.54%) and 747 (4.95%), respectively. And,

Table 11.1 Number of patents applied for by country and by year through the WIPO PCT
Convention 2013-2017 [16]

Country 2013 2014 2015 2016 2017 Total %
Spain 1851 1771 1585 1579 1563 8349 55.36
Brazil 710 665 567 604 587 3133 20.77
Mexico 229 246 288 262 306 1331 8.83
Portugal 154 156 152 160 213 835 5.54
Chile 134 116 158 166 173 747 4.95
Colombia 74 76 79 89 115 433 2.87
Argentina 69 47 36 50 51 253 1.68
Total 3221 3077 2865 2910 3008 15.081

21.36 20.40 19.00 19.30 19.95 100
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Fig. 11.1 Number of patents applied for by country and by year through the WIPO PCT convention
2013-2017 [16]

in the last positions, Colombia and Argentina are with 433 (2.87%) and 253(1.68%)
patents applied for in the five-year period 2013-2017.

11.3 Patents Applied for by the Countries of Group 1
of the SIR Iber 2019 Report

Fig. 11.2 shows the percentage of participation by country in the total number of
patents applied for by the Ibero-American HEIs in group 1 of the SIR Iber 2019
[6]. This group accumulates 96% of the total number of patents applied for—the
remaining 4% is concentrated in Peru, Cuba, Costa Rica, Puerto Rico, Jamaica,
Uruguay, and Ecuador. The seven (07) countries are in the same order: Spain, Brazil,
Mexico, Portugal, Chile, Colombia, and Argentina, from highest to lowest, depending
on the number of patents applied for, as they are located in RICYT [8]. Spain stands
out in the first place with 37%, then Brazil with 28%, Mexico accumulates 14%,
Portugal and Chile share the fourth place with 6%—which contradicts that Portugal
descends to the fifth position in patent applications according to the SIR Iber 2019
report [6]—and, in the fifth and sixth place, Colombia and Argentina, with 3% and
2%, respectively.

In order to have a comparative base of the percentage of patents applied for by the
countries analyzed through the WIPO PCT agreement 2013-2017 and the percentage
of patents applied for by the countries of group 1 of the SIR Iber 2019 report, Table
11.2 shows the participation percentage when considering 100% of patents applied
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Fig. 11.2 Percentage of participation by country in the total number of patents applied for by
Ibero-American HEIs in group 1 of the SIR Iber 2019 report [6]

Table 11.2 Percentage of

participation by country in the

total number of patents
applied for by
Ibero-American HEIs in

group 1 of the SIR Iber 2019,
considering 96% and 100% of

the total [6]

Country In relation to 96% In relation to 100%
Spain 37 38.54
Brazil 28 29.17
Mexico 14 14.58
Portugal 6.25
Chile 6.25
Colombia 3.13
Argentina 2.08
96 100

for in this group of countries [6]. When comparing the results of the percentage of
patents applied for as given in Table 11.1 [16] and Table 11.2 [6], it is evident that
they do not coincide, despite the fact that the WIPO PCT convention uses, as a source
of statistical information, extracted/compiled data from the PATSTAT database.
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11.4 Forecast of Patents Applied for by Group 1 Countries
of the SIR Iber 2019 Report Through the WIPO PCT
Agreement

Fig. 11.3 shows the trend lines of the number of patents applied for through the
WIPO PCT Convention according to the applicant’s country of residence, starting
from the five-year period 2013-2017 [16, 20, 21]. Spain and Brazil have a negative
pending, that is, an expected decrease of 76.8 and 30.7 patents applied for per year,
respectively, with a determination coefficient of 84.36% and 67.03%. Mexico with a
positive slope that translates into an estimated increase of seven patents applied for
per year, with a determination coefficient of 74.70%. Chile is expected to increase
by 12.8 patents applied for annually with an 7> of 72.52%, and Colombia would
also increase by 9.5 patents applied for annually with a completion coefficient of
79.08%. Portugal and Argentina for having a determination coefficient of 55.40%
and 19.27%, respectively, are not concluded with respect to the linear regression
analysis. In relation to the countries of Spain, Brazil, Mexico, Chile, and Colombia,
more than 67% of the total variation of the number of patents applied for is explained
by the annual variation [20, 21] (Table 11.3).

11.5 Conclusions

The SIR Iber 2019 report has classified the Latin American countries in four (04)
groups according to the number of papers published—in the Scopus database—by all
the HEIs, in the five-year period 2013-2017. The first one stands out, where it gathers
the countries with a total production of more than 50,000 papers of the HEIs in the
period analyzed: Spain, Portugal, Chile, Brazil, Mexico, Argentina, and Colombia.
A measurement factor for such classification is innovation, which considers, among
other indicators, the institutional capacity to generate or contribute to the development
of patents, by considering the number of patents applied for by universities (PT) using
the PATSTAT database as a source. Simultaneously, RICYT also shows the result of
that indicator using the WIPO PCT agreement as a database.

In this paper, the percentage of patents applied for by the Ibero-American countries
of group 1 of the SIR Iber 2019 report has been analyzed and compared, in order to
contrast the results of the RICYT and the same SIR Iber 2019 report, through the
databases of the WIPO PCT agreement and PATSTAT, respectively, as measures of
the performance of each country in the development of patents.

As aresult, it should be noted that in both the SIR Iber 2019 report and the RICYT,
the seven (07) countries are placed in the same order: Spain, Brazil, Mexico, Portugal,
Chile, Colombia, and Argentina, from highest to lowest, depending on the number of
patents applied for, although the percentage figures do not coincide, despite the fact
that the WIPO PCT agreement uses as a source of statistical data extracted/compiled
from the PATSTAT database.
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Fig. 11.3 Forecast of the number of patents applied for by country through the WIPO PCT
Convention 2013-2017 [16, 20, 21]

Additionally, an annual decrease in the number of patents applied for through
the WIPO PCT agreement is predicted for Spain and Brazil and, simultaneously, an
increase per year for Mexico, Chile, and Colombia.
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Table 11.3 Characteristics of Count Pendin 2

the trend line of the number of y g

patents applied for by country ~ Spain —76.8 0.8436

through the WIPO PCT Brazil -30.7 0.6703

Convention 2013-2017 [16] Mexico 17 0.7470
Portugal 12.2 0.5540
Chile 12.8 0.7252
Colombia 9.5 0.7908
Argentina —-33 0.1927
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Chapter 12 ®)
Fuzzy Analytics Application in Digital e
and Consumer Marketing: A Literature

Review

Adeolu Dairo and Krisztian Sziics

Abstract There has been an increasing emphasis on fuzzy analytics (FA), which is
the application of fuzzy sets, fuzzy logic, and all associated fuzzy methods in the field
of marketing in recent years. However, while it has been applied in several studies
in marketing, the concept remains poorly harnessed, which obstructs its theoretical
and practical development in marketing science. This review aims to address a gap
in the literature through a robust categorization of the use and application of FA in
marketing science. By drawing on a review of the literature, this paper explores FA
within the marketing field. This study presents a clear and definitional framework
with distinctive characteristics of useful methods of FA in the marketing field. A final
portfolio of 376 scholarly articles is categorized along with five identified application
areas in marketing science: (1) fuzzy modeling, (2) Web analytics, (3) performance
analysis, (4) fuzzy clustering and segmentation, and (5) fuzzy market analysis. This
exploration provides deeper insights along with the cross-cutting FA approach and
applications in digital and consumer marketing which generates a forward-looking
future research challenges and opportunities in theory and practice.

12.1 Introduction

Despite the theoretical advancement over the years, empirical evidence does not exist
to show that consumer marketers have fully optimized revenue and generate optimal
incremental revenue from the customer base across all customer touch points [1, 2].
Consequently, marketing analytics is one of the research areas with so many theoret-
ical advancements but with limited marketing practice to leverage analytics for opti-
mization of business revenue [3]. Therefore, the emergence of fuzzy analytics (FA)
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to the application of issues and problems in digital and consumer marketing repre-
sents an important step toward addressing some analytics gaps in marketing science
[2]. Fuzzy analytics (FA), which consists of the application of fuzzy sets, fuzzy logic,
and other fuzzy methods to issues and problems, have been widely applied to a range
of marketing tasks. However, research that systematically explores these applications
with a view of identifying the gaps in fuzzy application toward marketing issues is
lacking. This paper tends to examine the use of fuzzy analytics (FA) in marketing
with specifics in digital and consumer marketing. The main intellectual applications,
theories, and research clusters in FA application in marketing, along with the evolu-
tion of FA in the marketing application landscape, are explored. Also, the current
evolving topics and promising areas for future contributions are discussed with a
view of shedding light on the potential problems from this disconnect. In achieving
these objectives, a systematic analysis is conducted on a large number of articles that
are indexed in Web of Science and Scopus, where FA has been applied to the field
of marketing.

12.2 Theoretical Background

The evolution of digital marketing and social Web opportunities has created a situ-
ation where consumer marketers are daily searching for new ways to leverage the
digital marketing explosion [4, 5]. However, there are associated complexities in
customer relationship management with which marketers need to cope. Zadeh Lofti’s
work [6] on the fuzzy sets first established the concept of fuzzy logic or fuzzy thinking
[6]. In his paper, Zadeh suggests that binary thought is a way of simplifying a complex
world and is, in most cases, not adequate. According to Zadeh [6], as the complexity
of the system increases, it becomes more difficult for us to make more accurate
statements about the system until a time when it becomes challenging, and accuracy
becomes impossible [7].

Fuzzy logic can be described as the extension of classical logic with only two
truth values, ‘true’ and ‘false.” In fuzzy logic, value is not limited to only two alter-
natives but a variety of truth values for logical propositions. It can, however, be
viewed as an infinite value logic covering the entire interval from true (1) to false
(0). In natural languages, fuzzy logic focuses on linguistic variables and a basis
for the approximate reasoning with imprecise propositions [8]. The mathematical
fundamentals of fuzzy logic include basic concepts, such as fuzzy sets, membership
functions, and basic fuzzy operations (intersection, union, and complement). Signifi-
cant academic papers using fuzzy logic in theoretical fields of traditional mathematics
exist. These papers include areas such as differential equations, probability theory
statistics, measure, and integral theory with a strong link between mathematics and
fuzzy logic [8]. This mathematical theory captures the ambiguity that characterized
human actions, communications, and natural languages. Fuzzy theory eases the inter-
actions of humans with machines [9]. Marketers determine the linguistic terms and
the appropriate membership and express them as triangular fuzzy numbers (TFNs)
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using a fuzzy set theory [8]. The membership function of a fuzzy number A is
represented as:

ng,afxfb,a #b
fax)=1 ;=.b<x=<cb#c

0, otherwise

where A is referred to as TFN and denoted as A = (a, b, ¢), and the comparison
between TFNs is very critical in decision making because of its flexible nature and
openness [10].

FA application in marketing has allowed consumer marketers to generate analyt-
ical insight that will lead to marketing opportunities, which can optimize marketing
activities [11]. These fuzzy marketing methods are attractive for the customer base
and relationship management, and their usage will be discussed in this study. Several
studies have applied the fuzzy theory to marketing problems. From this point of view,
this study reviews relevant articles that have taken advantage of using FA within the
marketing field. In line with the objective of this study, a critical examination of FA
as a useful and effective analytical method in marketing is demonstrated through a
robust systematic review.

12.3 Methodology

12.3.1 Systematic Review—ProKnow-C

This study follows the most common, which is the theoretical background review
of the literature. The review methodology in this study supports the knowledge
development process-constructivist (ProKnow-C), a method that follows steps that
is similar to a protocol [8, 12]. The selection criteria for the formation of the articles
in the review portfolio are strictly on the relevance of the materials. This draws on
how fuzzy methods and all its associated theoretical components have been applied
in the field of digital and consumer marketing. This study focusses on Scopus and
Web of Science databases. The motivation for Scopus and Web of Science arises
from the acknowledgment of these sources within the academic community as two
significant repositories of academic collections [13]. The Boolean combination of
keywords around the topic is grouped on two main axes across many combinations,
namely “fuzzy theory” and “marketing,” “fuzzy sets” and “marketing,” “fuzzy logic”
and “marketing,” and “digital marketing” and “fuzzy logic.”

In arriving at a final portfolio, a search of both databases is performed, and all other
documents were excluded except academic journals, conference papers, and proceed-
ings. A total of 8438 records were obtained (3642 from Scopus and 4796 from Web
of Science). After a duplicate check, a total of 2435 articles appear in both databases
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Fig. 12.1 Flow diagram of the study selection process

resulting in the initial bibliographic portfolio of 6003 records. Manual filtration by
title relevance is followed by abstract and then full-text relevance filtration. These
steps reduced the portfolio records to 656 records, as shown in Fig. 12.1.

These records are subjected to Google Scholars, and all articles that are not cited
in Google Scholars are removed. This is because having no citation in the Google
Scholars, they may not be considered as academic relevance [14, 15]. This approach
reduces the number of articles to 410. All the references of the 410 articles were
examined to see which one is relevant to the topic that is not included in the 410.
Additional 65 eligible papers were obtained, and the final portfolio increased to 475
articles.

12.4 Results

12.4.1 Analysis of the Final Portfolio

In the final portfolio, Table 12.1 shows the highest number of publications in the last
three years between 2017 and 2019. Researchers have tremendously grown the rate
at which they leverage the use of fuzzy analytics (FA) in the marketing field in recent
years. The final portfolio of 376 articles that were published between 2009 and 2019
are included in the final categorization and review.

The key top academic journals in the portfolio are Expert Systems with Applica-
tions (90 records), Fuzzy Sets and Systems (30 records), Decision Support Systems
(29 records), and Applied Soft Computing (25 records). These are followed by
Journal of Computer and Industrial Engineering (20 records), Knowledge-Based
Systems (20 records), Journal of Soft Computing (15 records), International Journal
of Soft Fuzzy System Applications (6 records), IEEE Transactions on Fuzzy Systems
(10records), and Journal of Intelligent and Fuzzy Systems (6 records). Identifying the
top articles by citations they received from publications within the portfolio, the top-
ranked journals are Expert Systems with Applications (1201 citations), Applied Soft

Table 12.1 Overview of reviewed articles by year of publication
Year 1999 2010 (2011 |2012 |2013 |2014 |2015 |2016 |2017 |2018 |2019
Amount |20 24 18 37 24 24 34 39 54 52 50
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Computing (1025 citations), and Fuzzy Sets and Systems (979 citations). This anal-
ysis reveals that leading Expert Systems, Knowledge-based, and Soft Computing-
related journals, mainly, are heavily cited by publications in the application of fuzzy
methods and analytics in the field of marketing. This indicates the importance of
these publication outlets as contributors to the intellectual base of fuzzy marketing.

12.4.2 Analysis of Key Publications

This paper conducts a content analysis of key articles in the final portfolio to identify
different research approaches and contributions of each of the publications. Following
a thorough exploration of the use and application of fuzzy sets, fuzzy logic, and all
associated fuzzy theories on all aspects of marketing within the article portfolio,
a categorization of articles by topic is proposed. First, the articles are categorized
into five categories following their application of FA in the marketing field. These
categorizations are fuzzy modeling, Web analytics, clustering and segmentation,
performance analysis, and fuzzy market analysis. The classification of the article
topics into these five categories is given in Table 12.2.

Fuzzy modeling accounts for 42% of the total portfolio. This includes the use
of FA in social networks, expert marketing systems, recommendation systems, and
optimization through Multi-Criteria Decision Making (MCDM). Also, Web analytics
(WA) and online marketing have seen a lot of fuzzy application usage in recent
years. The use of fuzzy analytics (FA) in data mining and clustering within the
marketing field aligns with the growing consumer data and the big data evolution.

Table 12.2 Categorization and classification of the main topic into streams of fuzzy application
(FA) in marketing

Categorization Article classification Categorization (%)

Fuzzy modeling 1. Fuzzy Application in Social Networks 42
2. Fuzzy Application in Expert Systems

3. Fuzzy Application in Recommendation Engine
4. Fuzzy Optimization and Multi Criteria Decision

Making (MCDM)

Web analytics 1. Fuzzy Application in Web Analytics 17
. Fuzzy Application in Online Marketing

N

—

Performance analysis | 1. Fuzzy Application in Performance 2
Measurement

. Fuzzy Application in Marketing Programs

Fuzzy clustering . Fuzzy Application in Customer Data Mining 35

. Fuzzy Segmentation and Clustering

N =N

—

Fuzzy market analysis | 1. Fuzzy application in Scoring Methods 4
. Fuzzy Application in Portfolio

3. Marketing Techniques

[\
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However, research focus has been limited to the use of FA in marketing campaigns,
measurement, scoring, and portfolio marketing. Digital marketing problems are fuzzy
Multi-Criteria Decision Making (MCDM) problems [16]. This is because issues
associated with digital marketing include qualitative criteria that can be evaluated by
using linguistic terms and some quantitative imprecise and vague data [16, 17]. Table
12.3 shows a snapshot of various fuzzy methods that have recently been applied to
diverse digital marketing problems.

Table 12.3 Fuzzy analytics (FA) application in digital marketing

Authors Applications Methods Years
Liu and Chen [18] Website prioritization and | Fuzzy AHP 2009
recruitment
Lee and Ahn [19] Consumer e-commerce Fuzzy cognitive map 2009
Web system
Ramkumar et al. [20] Product scoring Fuzzy logic 2010
Ajayi et al. [21] Improvement of response | Fuzzy logic-based 2010
time information retrieval model
Mohanty and Passi [22] Firm’s reaction to Fuzzy linear programming | 2010
customers’ feedbacks
Zumstein [23] Web metrics analysis Fuzzy logic 2010
Yu et al. [24] Ranking of consumer AHP and fuzzy TOPSIS 2011
e-commerce Web sites in
e-alliance
Kabir and Hasin [25] Mobile e-commerce Fuzzy AHP 2011
success identification
factor
Zandi and Tavana [26] E-CRM framework Fuzzy QFD 2011
development
Kolomvatsos et al. [27] Electronic marketplace Fuzzy logic 2012
Sengiil and Eren [28] E-market place Fuzzy AHP -TOPSIS 2015
Kaltenrieder et al. [29] Digital marketing Fuzzy ANP 2015
management
improvement
Naili et al. [30] E-commerce Fuzzy MCDM 2015
Chiang [31] Digital marketing Fuzzy MCDM 2017
customer value
Murugananthan and Gandhi | Social media analytics Fuzzy MCDM 2020
[32]
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12.5 Discussion

The usage and application of fuzzy analytics (FA) in marketing is old but evolved
substantially over the last few years. While the usage of a cutting-edge methodology
such as fuzzy methods is multifaceted and dynamic, the evolving topics in marketing
that have benefited from these methods can never be exhaustive. This paper, there-
fore, contributes to the knowledge and understanding of the application of FA in the
marketing field along with its crucial research focus and its historical developments.
Firstly, the application of FA in the social network, expert marketing systems, recom-
mendation systems, and fuzzy optimization through MCDM in marketing domi-
nates the use of the fuzzy application in marketing science. Also, Expert Systems
with Applications, Fuzzy Sets and Systems, and Decision Support Systems are
the top journals that dominate the use of FA application in marketing. Fuzzy sets,
fuzzy logic, and all associated fuzzy theories have been leveraged across the fuzzy
modeling cluster of the marketing application. Other research areas apart from the
fuzzy modeling clusters that have enjoyed the use of FA in marketing are clustering,
segmentation, and data mining application research clusters. These clusters have
experienced the interest of researchers and benefited richly in the application of FA.
In the digital marketing space, FA has been widely applied around Web analytics
(WA). Generally, the use of FA in marketing science started to evolve from 2003.
Since 2009, researchers’ interest in the application of FA to marketing problems
has grown significantly. This trend witnessed a massive jump in the last three years.
The growth which is expected to continue as new marketing channels and platforms
continue to emerge because of the digital evolution and the platform networks within
the digital space.

12.6 Conclusion

This article explores the use of fuzzy analytics (FA) in marketing science, along with
its growing research focus within the fuzzy application community. Topics in these
areas are consolidated and reviewed to identify critical open questions and possible
opportunities for future research. The review of the existing literature in the final
portfolio of this study reveals that FA has already been applied to a wide range of
areas within the marketing field. However, when compared with the use of fuzzy
logic and theory in other fields such as engineering and control systems, its potential
in marketing science is still far from being reached [20]. One of the main conclusions
of this study is that FA has demonstrated a useful property in addressing uncertainty
and vagueness that is associated with customer behavior in the field of marketing.
From this insight, coupled with the rate at which digital channel is evolving, this
paper projects an increase that is going to be significant in the publication of FA
application to the field of digital marketing in the coming years.
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Many research applications in marketing have emerged using FA as the modeling
techniques. The application around fuzzy modeling, which consists of expert
marketing systems and recommender systems, will continue to grow along with
artificial intelligence (AI) techniques [28]. This growth will move along the digital
evolution across many customer touch points. Another prominent field of marketing,
as revealed in this study, is customer behavior and customer satisfaction models.
FA offers opportunities in evaluating relations between consumer needs and service
attributes. Also, the ability to navigate through the natural language and its state-
ments components has yielded contributions from researchers in the areas of product
and service with a quality evaluation and group analysis. Marketers have a powerful
tool in FA, which can be leveraged in the development of marketing models. FA
model is a new way of carrying out marketing analysis by marketers, which has
emerged because of the usage of “if-then rules” instead of the crisp value. With this
new modeling approach, marketers are now endowed with business tools that are
sustainable for driving business performance. Marketers promptly can respond to
the dynamic and sophisticated consumer market, along with competition and other
market fluctuations. Also, customer profiling, clustering, and segmentation are other
marketing fields that have witnessed the significant application of FA application.
The marketing mix, pricing, and strategy are another prominent area of fuzzy appli-
cations in marketing science according to the findings of this paper. In all these
applications, marketers have seen an increase in the gathering of marketing analysis
because of the use of FA in several aspects of marketing science.

Finally, this study provides relevant implications for both practitioners and
academics. From the academic point of view, linking and identifying the aspects
and fields in which FA has been applied to marketing science reveals the oppor-
tunities that are embedded in fuzzy theory and methods. Also, the exploration of
several studies where FA has been used in the marketing field identifies research
gaps along with successful results, including the space of digital marketing. For
marketing managers, all aspects of marketing where the fuzzy application can help
in the effective management and driving of business performance have been explored.
This study contributes to the linkage and integration of fuzzy logic, fuzzy sets, and
all fuzzy methods into a robust analysis of several aspects of marketing through
a comprehensive and systematic review categorization and classification of critical
areas of development.

12.6.1 Limitations and Future Research Direction

One limitation that is widely shared by literature reviewers is that many articles
would have been involuntarily omitted during the preparation of the final portfolio.
While it may not be exhaustive, this paper draws conclusions from a comprehensive
and extensive list of published articles. Thus, it opens the door for potential overlaps
between areas in which FA has been applied in the field of marketing science.
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For future works, only a little discussion exists in which researchers have used FA
in the context of driving marketing and business performance. This opens research
opportunities in the digital marketing space for the application of FA across digital
channels. There is a considerable research opportunity in applying FA to current
problems and realities that are daily confronting consumer businesses and marketers
in this digital age.
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Chapter 13 ®)
Value Proposition Analysis of Network e
Business During Digital Adaptation

in COVID-19 Conditions

Elizaveta Fainshtein

Abstract This paper explores how digital technology has forced network enter-
prises to reconsider and develop value proposition, evaluating how digital queries of
potential consumers influence it during the period of business restrictions caused by
the COVID-19. This is theoretical and empirical research in equal measure. Study
was conducted on 1000 keyword semantic analysis using Google Keyword Planner
analytic big data on customer queries for restaurant delivery services in St. Peters-
burg (Russia) to analyze key preferences that should be included in the value propo-
sition. Data were divided into five major categories: delivery time, promotions, food
processing, menu, and aggregators’ delivery companies. MANOVA analysis showed
all five were significant while ANOVA—significance for menu and aggregators’
delivery companies. Findings indicate that value proposition competitive advantage
is driven by big data analysis and customer needs operative reaction under COVID-
19 conditions. Value proposition components generated from big data analysis have
a positive business performance impact.

13.1 Introduction

The outbreak of the coronavirus disease 2019 (COVID-19) has been recognized as
one of the most urgent public health emergency issues of international concern [1,
2]. Society changed in a matter of days, as did the needs of people. To continue
entrepreneurship activities in pandemic conditions, it is necessary to form a business
model strategy to provide optimal customer service and maintain sales. From the
point of view of digital technologies, innovations such as the transfer of core business
to the use of e-commerce and big data analytics are important areas of study in the
COVID-19 environment. E-commerce may offer an additional information channel
for communication with customers, but it can also be developed as an independent
service, which is actively used in aggregator companies. Similarly, a big data review
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can affect a company’s brand performance in relation not only to marketing, but
also to business processes. This paper analyzes how network business has adapted
to consumer needs and transferred part of the business processes to an online format
during the epidemic.

Currently, attention to adaptive innovations in business modeling is growing both
in entrepreneurial practice and in research [3, 4]. In this article, the concept of forming
a value proposition is defined as a strategic tool for creating value for both consumers
and network enterprises. In other words, this refers to how network firms operate
at the strategic and operational levels to bring products to the market during the
COVID-19 crisis. Now companies are undergoing global restructuring, and firms
use technology platforms and digital promotion technologies for this [5, 6]. The
transition to the use of e-commerce tools to market products is determined by changes
in company management strategy, which is new to most companies and has led to
noticeable changes in marketing interactions with customers and partners. The study
focuses on how restaurant chain companies can analyze a value proposition as a result
of a digital transformation, especially with regard to the methods of online trading
formats taking into account big data analytical tools, while tracking the preferences
of potential customers.

The study is organized as follows: the introduction shows the relevance of the
topic and formulates the purpose of the research. Section 13.2 provides an overview
of theoretical and empirical work with a selection of factors related to the iden-
tification of strategic problems of business modeling. Section 13.3 discusses the
research methodology, data collection process, and the development of measure-
ments, followed by the research results. In Sect. 13.4 conclusions, limitations and
practical recommendations for further research are presented.

13.2 Review of the Literature: Conceptual Framework

In this research, an innovative value proposition is defined as a set of key factors that
are priority for consumers and which must be implemented in the business model
to create a competitive advantage. According to the results of theoretical analysis, it
is possible to conduct a study of the main research directions on companies’ busi-
ness models using digital technologies as a key tool for carrying out entrepreneurial
activity. There are three main areas:

1. The use of the internet, mobile communications, and information technology
as the main tools for interacting with consumers to promote goods in an online
format [7, 8].

2. The solving solutions of interaction systemic issues between company divisions
related to the effectiveness of the company’s internal work and the creation of
value through prompt and high-quality service of business processes [9-11].

3. The management of innovations and technologies for the analysis and forecasting
of a company’s strategic actions [12, 13].
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The formation of a value proposition concerns not only the issues of optimizing
internal processes and introducing new technologies in organizations. Its innovations
should influence the core business logic of the company and be visible to the users
of the products. Existing quantitative research in the field of strategic and innovative
management [14], business modeling [15, 16], and innovative digital technologies
[17] shows that the key blocks of business modeling are the formation of a value
proposition, interaction with suppliers and partners, and an analysis of potential risks.

For companies, the use of digital technologies and e-commerce, open-access
sites, and platforms, in terms of COVID-19 provides the opportunity to create a
unique value proposition that guarantees the stability of operations and the ability
to not interrupt business activities during the quarantine, in contrast to the necessary
suspension of work in commercial premises. For online orders, there is no need to
establish direct contact with the consumer and no link to the opening hours of the
institution. Online sales allow transactions in the B2C market between people on the
e-commerce platform. Nevertheless, this area of restructuring the value proposition
during the pandemic is an open question in the research on the topic of their use as a
management tool in building a business model of a company, in particular, creating
a value proposition of a company [4, 18].

The widespread use of digital technologies has led to the analysis of consumer
queries, which can be analyzed in the study and used to create up-to-date information
on the features of the digital transformation while doing business in COVID-19.
Based on the reasoning discussed in the preceding paragraphs, the research is based
on the following hypotheses:

H1. Qualitative product characteristics can increase online delivery order demand
through digital resources.

H2. Qualitative service characteristics can increase online delivery order demand
through digital resources.

H3. The possibility of ordering through aggregator companies (service transfer
for the execution of outsourcing order delivery) can increase the demand for online
delivery orders through digital resources.

H4. The top of the search page price (average value, RUB) increases which affect
online delivery order demand through digital resources.

13.3 Methodology

The methodology of this study is based on the semantic core analysis, classification
of the data obtained, providing a case study of the restaurant industry under COVID-
19 conditions (by studying the online format of order queries and the demand for
delivery service), collecting statistical data, and performing multivariate analysis
of variance (MANOVA) and analysis of variance (ANOVA) tests. This study was
carried out through the Google Keyword Planner program that allows conducting
semantic analysis and collecting data by keywords statistics.
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13.3.1 Data Description

After collecting the keywords, they were classified and highlighted in the main criteria
of what users most often look for when shopping online for restaurant products. Data
has been collected since the official recognition of the virus by the World Health
Organization (WHO). The coronavirus was discovered and recognized by WHO in
December 2019 and received its name as COVID-19 [19]. In connection with this
information, the data for the study were taken for the period December 2019—April
2020.

The target sample of the study included 1000 keyword search results among
popular queries using the statistics of the Google Keyword Planner analytical
database (Table 13.1), which made it possible to analyze the relationship between
the value offers of restaurant chains in St. Petersburg and key consumer queries, and
classify the criteria. During the study, the keywords of the semantic core and the opti-
mization options based on the synonyms “restaurant delivery,” “takeaway restaurant
delivery,” and “chain restaurants with delivery” were formed. The Google search
engine finds similar combinations of phrases by keywords, as well as optimized
options—similar keywords in a related topic to popular queries about the selected
industry.

The study collected statistical data for keywords by Google Keyword Planner
system. St. Petersburg city (Russia) was chosen as the target location, which,
according to official Google data from the Google Keyword Planner planning tool,
has 6.5 Mio. registered users. The analysis was based on the keywords search in
Russian.

The competition indicator (high, medium, and low) provided by Google Keyword
Planner shows the ratio of the companies number that use the set of keywords to
the total number of keywords in the Google search engine system (Table 13.1).
Thus, for companies operating restaurant chains, it becomes possible to evaluate
how competitive the keyword advertisement placement is, with certain settings of
geo-targeting and targeting in the search network, and, consequently, the feasibility
of including one or another criterion in the offer of products.

The average number of queries for a particular keyword and variants close to
it (for given search network settings and in the selected date range) provided by
Google Keyword Planner was used to evaluate the effectiveness of keywords during
the period of the study.

After processing the data, the keywords were divided into five main criteria of
the most popular queries, which can affect the attractiveness of the value proposition
(Table 13.2). From the criteria, delivery time (speed, time) and loyalty programs
(promotions, bonuses, and discounts) relate to the quality characteristics of the
service (hypothesis H2). The quality of the heat treatment of dishes (warm, hot
food) and the delivery menu (list of dishes) relates to the qualitative characteristics
of the products themselves (hypothesis H1). The ability to order through aggregators
(yandex.eda, delivery club, foodtaxi) refers to the hypothesis H3.
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Table 13.1 Statistical data, by keywords, based on the Google Keyword Planner analytical
database, 01.12.2019-30.04.2020

The average number of queries, | Keyword competition level, units >
thousand units High Medium | Low
10-100 120 313 499 |932
100-1000 4 16 39 59
1000-10,000 2 2 3 7
10,000-100,000 0 0 2 2

> 126 331 543 | 1000

Table 13.2 Classification of key queries about restaurants in St. Petersburg, 01.12.2019-
30.04.2020

No. | Period, date Number of delivery queries, thousands of units >
Beginning | End Time? | Processing® | Menu® | Promotions? | Aggregators®
1 01.12.19 |31.12.19 |46 49 43 48 35 221
2 |01.01.20 |31.01.20 |34 32 38 18 23 145
3 101.02.20 [29.02.20 |33 35 20 25 31 144
4 01.03.20 |31.03.20 |58 27 23 31 33 172
5 |01.0420 |30.04.20 |94 54 41 72 57 318
265 197 165 194 179 1000

Note The five categories data of delivery queries number:

2Delivery time (speed, time), number of queries about delivery, thousands of units;

PThe quality of the heat treatment of dishes (warm, hot food), number of queries about delivery,
thousands of units;

“The delivery menu, number of queries about delivery, thousands of units;

dLoyalty program (promotions, bonuses, discounts), number of queries about delivery, thousands
of units;

®The ability to order through aggregators (yandex.eda, delivery club, foodtaxi), number of queries
about delivery, thousands of units

13.3.2 Data Analysis Results

The five categories data were analyzed using the SPSS 22.0 software package to
check the impact of the competition index, rates for showing at the top of the search
page (average, RUB) on the level of competition (high, medium, and low). This is
necessary to evaluate each category (time, processing, menu, promotions, and aggre-
gators) and the interconnection and influence on the value proposition of the restau-
rant business, so that companies can include the missing criteria in their business
model and improve products, and reduce costs by slightly influencing the product
criteria of a potential purchase. For the study, MANOVA is used (Table 13.3), which
considers several dependent variables at the same time. MANOVA is used to detect
the main effects and the interaction of the categorical variables effects against a
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plurality of interval-dependent variables. Unlike ANOVA, this type of analysis can
simultaneously analyze more than one dependent variable.

The competition index indicator is used to evaluate how competitively the place-
ment of advertisements by keyword with certain settings of geo-targeting and
targeting in the search network is among five established significant criteria for the
restaurant delivery function using e-commerce. The competition indicator provided
by Google Keyword Planner has values from 0 to 100 and is defined as the ratio of
the advertisement slots number in which advertisements were displayed to the total
number of available advertisements slots.

The top of the page search impression price (average, RUB) for a keyword
provided by Google Keyword Planner shows the average cost of an advertisement
appearing at the top of a search page by advertisers with a similar location and search
network settings.

The MANOVA analysis (Table 13.3) shows that in the case for time, processing,
menu, and the possibility of ordering through aggregators, the competition index and
the price for showing at the top of the search page influenced the level of competi-
tion. Thus, time (F = 2.649, p < 0.05) and promotion (F = 1.512, p < 0.05) cate-
gories affect the value proposition within their group and confirm the H2 hypothesis.
However, it is worth noting that the promotions category is not an independent signif-
icant variable. Processing (F' = 3.411, p < 0.05) and menu (F = 3.281, p < 0.05)
affect the value proposition and confirm hypothesis H1. The possibility of ordering
through aggregators (F = 6.428, p < 0.05) confirms the H3 hypothesis, since it also
has an impact on the value proposition within its group. This confirms the hypotheses
H1-H3.

In the ANOVA analysis of variance (Table 13.4), the independent variables are
analyzed relative to the price for showing at the top of the search page and the level
of competition. As given in Table 13.4, there are significant differences between the
cost of an advertisement space and between different levels of competition.

The ANOVA analysis showed that from the point of view of the influence of the
price for showing at the top of the search page on the level of competition, menu (¥

Table 13.3 MANOVA analysis: checking the impact of the competition index and the price for
showing at the top of the search page on the competition level of the query keywords

Multidimensional results

Category df Wilks’s A F Sig.
Time 265 0.961 2.649%* 0,033
Processing 197 0.933 3411* 0.009
Menu 165 0.923 3.281% 0.012
Promotions 194 0.969 1.512% 0.198
Aggregators 179 0.868 6.428% 0.001
*p <0.05

Note the following values are used in the analysis: df—number of degrees of freedom; Wilks’s
A—Wilks lambda; F is the value of the F-criterion; Sig.—significance
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Table 13.4 One-dimensional

One-di ional 1t
ANOVA results: checking the fe-cimensional resutts

influence of the price for Category df F Sig.

showing at the top of the Time 265 1.257% 0.259

search page on the level of Processing 197 |1300¢ 0329

competition of query

keywords Menu 165 6.299%* 0.002
Promotions 194 1.588* 0.173
Aggregators 179 5.198* 0.008
*p <0.05

Note the following values are used in the analysis: df—number
of degrees of freedom; F is the value of the F-criterion; Sig.—
significance

= 6.299, p < 0.05) and aggregators are important (F = 5.198, p < 0.05), while for
time (F = 1.257, p < 0.05), processing (F' = 1.300, p < 0.05), and promotions (¥
= 1.588, p < 0.05), no relationship was found. Therefore, hypothesis H4 is partially
supported. Indicators of time, processing, and promotions are independent factors,
and menu and aggregators are related factors that need to be further promoted. Based
on the analysis of MANOVA and ANOVA in SPSS 22.0, some of the indicators have
a more complex relationship with each other, which is reflected in Tables 13.3 and
13.4. For further research, it is important to evaluate three criteria (time, processing,
and promotions) and establish the dependence of the effect on the result indicator.

13.4 Conclusion

This study shows that the value proposition is influenced by various independent vari-
ables, including the competition index, the price for showing at the top of the search
page, and the dependent variable, i.e., the level of competition. The value proposi-
tion plays a decisive role in stimulating additional intention to place an order for the
delivery of restaurant products. This research shows that the price for showing at the
top of the search page does not always have a significant impact on the competition
level of the keyword among the queries of potential consumers. The five categories
(time, processing, menu, promotions, and aggregators) can significantly influence on
the competitive advantage development, including them as part of company’s value
proposition. This shows that an analysis of the competition index impact and the
price for showing at the top of the search page on the level of competition can help
increase the volume of online delivery orders for restaurants.

The analysis of the queries frequency from potential customers during the
pandemic helps the industry respond to changes in consumer preferences in a timely
manner and quickly change strategic business modeling solutions to gain a compet-
itive advantage. In view of this, restaurants should be aware of the importance of
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obtaining relevant information to take into account the peculiarities of a value propo-
sition in the digital transformation of doing business during COVID-19. Relationship
between the price for showing at the top of the search page and level of competition
of query keywords significantly affects the products promotion, potential consumers’
satisfaction, and operational characteristics of the products and service provided by
restaurants. In addition, this study is one of the first attempts to investigate direct
relationship between the competition index and the prices for showing at the top of
the search page on the level of competition, and between the formation of a value
proposition and the behavioral intentions of clients in the digital transformation of
doing business under COVID-19 conditions.

13.4.1 Limitations

The research design also has some limitations. This article is specifically devoted
to restaurant chains that are focused on the formation of value propositions. Studies
comparing such companies involved in value proposition analysis with other compa-
nies could provide a deeper understanding. In addition, the measurements used in
this article were based on the Russian chain restaurant market of St. Petersburg city,
but the same research methodology and design can be used with the example of
other cities or industries. The rapid development of the COVID-19 virus began rela-
tively recently, and in future studies, it is possible to focus on collecting another
wave of data to more clearly determine cause-effect relationships, and on expanding
the understanding of how the digital transformation of doing business in COVID-
19 conditions. Such studies could entail both further quantitative analysis and the
expansion of case studies.

13.4.2 Future Research

For future research, addressing the specific issues of this study, and general ques-
tions regarding the creation of a value proposition taking into account the pecu-
liarities of digital transformation of doing business in COVID-19, there are two
possible options. Firstly, additional case studies, especially in different sectors, would
provide a deeper understanding and help expand understanding of necessary strategic
changes. Secondly, high-quality detailed interviews with experts directly from repre-
sentatives of restaurant chains would reveal more about the significance of individual
elements of a value proposition and their relationship with the queries of potential
customers, as well as the presence of other elements that are relevant to the success
of the digital transformation of entrepreneurship that were not fully investigated in
this study.
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Chapter 14 )
Keyword-Based Wine and Beer Product e
Categorization

Luis Oliveira, Rodrigo Rocha Silva, and Jorge Bernardino

Abstract With the rise of e-commerce, product categorization has become more
important than ever. Stock organization is key to attract more customers to an e-
commerce business. The costumer needs to be provided with the tools to filter all the
product which s/he does not want by specifying a few categories, being the big reasons
why product categorization is so important. Therefore, product categorization is also
important to Web marketing. In this work, we intend to categorize alcoholic drinks
as wine or beer; for that, we used a method that scans the brand and product name
for keywords and tries to categorize the product based on the keyword found. The
datasets had also user reviews of the products, so we decided to analyze the most
used words by users and which words are more frequent in positive reviews. For
each dataset, when the products finished being categorized, we analyzed the average
user rating of each one of the words used the reviews and the products, and then
stored the information inside two different files. The goal of this work is to build a
lightweight, simple categorization system and lay a foundation to a more complex
recommendation system.

L. Oliveira (&) - J. Bernardino

Coimbra Polytechnic — Instituto Superior de Engenharia de Coimbra (ISEC), 3030-190 Coimbra,
Portugal

e-mail: a21270604 @isec.pt

J. Bernardino
e-mail: jorge @isec.pt

R.R. Silva
FATEC - Mogi das Cruzes, Sao Paulo Technological College, Mogi das Cruzes 08773-600, Brazil
e-mail: rrochas @dei.uc.pt

R.R. Silva - J. Bernardino
Centre of Informatics and Systems of University of Coimbra (CISUC), 3030-290 Coimbra,
Portugal

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021 155
A.Rochaetal. (eds.), Marketing and Smart Technologies, Smart Innovation, Systems and
Technologies 205, https://doi.org/10.1007/978-981-33-4183-8_14


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-4183-8_14&domain=pdf
mailto:a21270604@isec.pt
mailto:jorge@isec.pt
mailto:rrochas@dei.uc.pt
https://doi.org/10.1007/978-981-33-4183-8_14

156 L. Oliveira et al.

14.1 Introduction

Currently, brands are expanding its business and making more and more products that
belongs on a wide variety of categories, and that means we can no longer categorize
a product just by its brand. A good example of that is The Coca-Cola Company. It
started as a fizzy drink brand, but it has, since that expanded into other products, like
chocolate milk, water, energy drinks, etc. [1].

Product categorization is an important step to make marketing, product research,
and storage more efficient. Without it, it is more difficult, for a user, to filter a large
dataset of products and find a specific one that s/he is looking for.

To a customer that is looking for a certain product of a certain category in a Web
site or database but does not know, for example, the name of the product or its brand,
it is a huge problem since some Web sites have thousands of products listed. To
have a successful e-commerce business, a company needs a Web site that engages
costumers [2] and recommending products, which the costumer may like or need, is
in our opinion, a key factor in doing so. An e-commerce business must have a Web
site, which guides a costumer to a product by showing the products of the categories
that the costumer has given more attention to [3].

A method that is easy and useful to implement and can solve this problem is to
check the products’ names because it, normally, has one or more words that indicate
the product category [4]. The words that indicates the category are called keywords,
and it is the foundation of our solution to this problem.

In order to contend this problem and improve the user experience, to search and
obtain recommended products, we have decided to build a software that analyzes a
beer or/and wine products dataset that could contain user reviews. The software has
the job to categorize correctly each product on the dataset as a wine or beer product.
If the dataset has user reviews, the software also must split all the words in a review
and make a list that contains each word used, the frequency of the word in the reviews
of dataset, the average user rating to when the word is used, and the average user
rating of each product.

The data collected from user reviews are one the bases of a recommendation
system. If a review has one word that describes, for example, a thing that the user
likes, or that has a sense of highly positivity toward a product and that product has a
high average user rating, that product is probably going to be recommended to that
user. We are not going to build a recommendation system but build a system that can
be integrated and adapted into one.

The rest of this paper is organized as follows. Section 14.2 presents related works
on product categorization. Section 14.3 presents the methodology used in this work
and how we translated that into software. Section 14.4 presents the analysis results
of our tests and the datasets that we analyzed. Finally, Sect. 14.5 concludes the paper
and gives some ideas to future work.
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14.2 Related Work

Product categorization is a huge and broad topic, and there are many papers about it
which have been published in recent years. These papers have high impact because
with the e-commerce growing more each day, categorizing the enormous number of
products that the retailers sell is critical to an ecommerce business to succeed.

In [4], the authors propose to implement an NPC—Neural Product Categoriza-
tion—model specialized in fine-grained product categorization. In this case, the
proposed NPC aims to generate the product categories from the product contents,
e.g., titles, attributes, descriptions, etc. They use three representative methods: Literal
Matching (by using keywords), BILSTM-CREF, and DeepCN. When analyzing the
fail rate, the authors concluded that when only recognizing the product categories
from contents (Literal Matching, BILSTM-CRF), their model fails to complete the
product categorization occasionally because they tend to not recognize any word
as product category in some cases. However, with DeepCN, the problem does not
happen.

The work described in [5] is probably the most similar article to ours because like
our work, it focus solely on the title of the product, but the authors use a supervised
machine learning algorithm to combat the fact that some products have a title which
does not contain a keyword related to its category. They address the same problem that
we do but in a more complex way because they try to identify cases where a keyword
is ambiguous and can miscategorize a product. The word “Apple” is an excellent
example of this situation. It is associated with several categories such as: computers,
tablets, food, smartphones, and others. One of the methods that the authors used to
prevent this problem is classify words by its importance depending on the number
of categories which the word is correlated with. When dealing with a big dataset
their method proved extremely effective even exceeding 95% in accuracy. Our work,
however, is a much more lightweight and linear approach of this method.

Shushant and Irving in [6] built a system that has the objective of categorizing a
large dataset of products in a more affordable way and straight forward way just like
we planned on doing. Unlike our approach, they used machine learning algorithms
to complete the task of categorizing thousands of products. They started by imple-
menting a Naive Bayes algorithm, because of its simplicity. First, they tried a Naive
Bayes model with Laplace smoothing on just the title specification, and they got an
accuracy of around 70%. Then, they realized that the categories with less data had
a low accuracy, and so, they decided to only use categories with 0.5% of the total
number of products. This immediately improved to an accuracy of 75%. It is impor-
tant to state that they ignored products with titles that have a low amount of words
in its title. The products which they ignored did not have enough information in the
title and as they said “the words just did not provide enough information to really
provide a situation such that even a human would be able to properly classify one
way or another.” This problem is not encountered in our case since we are dealing
only with the beer and wine categories. They also removed grammatical syntax fillers
and prepositional terms as they got a boost of accuracy of 10% by doing it. Despite
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being the center point, Naive Bayes was not the only machine learning algorithm
that was applied to their datasets. They also used K-nearest neighbors (k = 5), which
got a 69.4%, and a tree classifier which reached the highest accuracy with 86%.

We are using this project as a way to improve our knowledge on product catego-
rization by studying other articles that use more complex techniques and at the same
time trying to help someone that is looking for an easy way to sort product or any
objects that are stored in a dataset.

14.3 Methodology

This section presents how we approached the challenge and how we translated our
methodology into a software algorithm.

Each product has a set of words in its name that can help us to categorize it [4].
For example, red wine products often have the word “red” in its name. This is how
we approached this problem. We had decided to research some of the most famous
brands and most used terms for each category and put it on two separated keyword
lists, one for beer and one for wine. If a product has one of the brands full name, that
are stored in a wine or beer brand list, in its name, we give the product that brand
category. If the product does not have a brand name, stored in one of the two lists, in
its name, we search each word of the product name for keywords, and if the product
has any, we associate the product to that keyword category.

The user can manually change the beer or wine keyword list if he thinks that it is
incomplete or if some product was miss categorized. This algorithm depends heavily
on the keyword lists, and the keyword lists depend on the user judgment of the results
and knowledge on the categories. The more refined and diverse the two keyword lists
are, the accurate the algorithm becomes. If the user wants to add a new category to
classify a product with, s/he just needs to add a new keyword list into the system and
associate that keyword list with the category which he wants to add.

14.3.1 Software Algorithm

We decided to integrate our methodology into code by using the programing language
C+ +, because of the class integration and because how acclimated we are to it.
The algorithm consists in a loop that goes through a.csv file that contains a dataset,
row by row. For each row, the software analyzes each column necessary. What we
mean by necessary columns is, columns that have, for example, brand names, review
text, product names, etc. This loop ends when the file has no rows left or the analysis
row limit has been reached. The analysis row limit is specified by the user. Depending
on the column that is being analyzed, the software does an action. To help explaining
the algorithm and the methodology, Fig. 14.1, shows a flowchart of the loop that goes
through every row of the.csv files that we are going to use and contain all the data.
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Fig. 14.1 Flowchart of the loop used to analyze each row of the.csv file

Word Analysis

For each row, when the column loop reaches the column that contains the user review
text, it stores the full review on a string. The string is then split into words that are
separated by a blank space. Each word that is separated of the review text string is
then analyzed to see if it has any non-alphabetical characters. If the word has any
non-alphabetical characters, those are removed to prevent cases like, for example,
“good!” from happening. When the word is no longer being processed, the system
checks if the word already exists in the word array that stores objects of the Class
Word. If it already exists, when the column loop reaches the review rating column,
the software updates the attributes of the object. If it does not exist, the word is then
added to the array with the current row information.
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It is important to state that grammatical terms like pronouns, conjunctions,
and determiners are not included in the word array, since those words do not
express anything about the product. When the software begins running, before
analyzing the.csv file, it reads three.txt files (conjunctions.txt, determiners.txt, and
pronouns.txt), that contain the respective grammatical terms, and stores the informa-
tion contained in these files into three string arrays: one for conjunctions, other for
determiners, and another one for pronouns.

The content of these arrays is compared to each word that is being split from the
review text string. If the words are confirmed to be one of these grammatical terms,
the system ignores them.

In Fig. 14.1, we can observe that this section of the algorithm uses the columns
“review_rating” and ‘“review_text.” Everything explained in this topic is also
explained in a more intuitive and graphical way in this figure.

Product Categorization and Analysis

For each row, when the column loop reaches the column that contains the brand
of the product, it stores the content of it in a string. First, it checks if the whole
string is equal to a wine or beer brand, which are contained in two.txt files (beer.txt
and wine.txt) alongside beer and wine keywords. If it is, the software categorizes
accordingly. If it is not, the software splits the string into words, just like in the word
analysis, also removing the non-alphabetical characters and the compares each word
to the wine and beer terms. Again, if any of the words are equal to a term, the software
categorizes the product.

If any of these steps failed (it cannot categorize the product as beer or wine), the
software then jumps into the column that contains the name of the product and does
the same steps that in the brand column. If the software cannot categorize the product
into wine or beer, it categorizes it into “other.”

Also, in the name column, the program checks if the combination of the brand
and name exists in an array that stores objects of the Class Product. If it exists, it
updates the object’s attributes when it reaches the review rating column. If it does
not exist, the program creates a new object with the current row information.

Figure 14.1 helps to realize the algorithm in a graphical, more intuitive, and
resumed approach.

Wine and Beer Terms/Keywords

Just like the grammatical terms, the wine and beer terms are read in the beginning
of the program, before the row loop starts, from two.txt files (beer.txt, wine.txt) and
stored in two string arrays: Wine_terms and Beer_terms.

The content of these arrays does not consist solely of individual terms, it also
contains brand and product names. That is why the program, when in the right
column, compares the full column string and only then compares each word of it.
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14.4 Results

This section presents the tests that were made using the software that we built. The
software analyzed wine and beer review datasets that we found online and though
that were appropriate to these tests. Also, in this section, we will point out problems
found with the test results.

14.4.1 Experimental Setup

In this experiment, the software will analyze the datasets mentioned below and will
output data that show the number of beer and wine products, but also the most frequent
words used and its stats. The hardware used in this experiment is the following:
Acer Aspire V5-591, Intel Quad-Core 17-6700HQ 2.60 GHz, NVidia GeForce GTX
950M, 16 GB DDRA4.

The datasets used are available for public use online and can be found and down-
loaded in.csv format on a Web site called “data.world” [7]. We chose these datasets
because they contain a high number of products and integrated user reviews. The
datasets are the following: Dataset 447_1 (34 columns and 1231 rows) and Dataset
WineReviews (32 columns and 2890 rows). In both datasets, we used the columns:
brand, name, review_text, and review_rating.

14.4.2 Results

The results will be shown in order by dataset, and it will start in the dataset 447_1.

In Fig. 14.2, it is displayed the percentage that each category represents in the
dataset. Also, below, we have Table 14.1, which show us the top-ten words used in
user reviews.

In Fig. 14.3 and Table 14.2, we have the results of the experiment of the WineRe-
views dataset. In Fig. 14.3, we can see the percentage of each category, and in Table
14.2, we can see the ten most used words in user reviews.

Figure 14.4 displays the run time of the algorithm in each dataset used in the
tests. The run time includes the word analysis, product analysis, and the creation of
the.csv files with the information of the statistics of each word and, beer, and wine
of products.
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447_1 Product Categorization

10.88

Fig. 14.2 Percentages of product categories of 447_1.csv

Table 14.1 Top-ten most
used words in reviews of
447 _1.csv

35.79
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Beer W vine

-Otne(

Word # of times used Use rating average
to 808 4.36881
is 618 4.50971
for 514 4.47471
with 367 4.61580
in 353 4.53541
Great 299 4.81605
was 296 4.13514
have 287 4.53310
good 265 4.50189
4 (blank space) 226 4.23894

14.4.3 Analysis of the Results

Now that the results were shown, we can see that in Tables 14.1 and 14.2, only
some words are useful to use to recommend a product. In Tables 14.1 and 14.2, the
top-three most used words cannot be used to recommend a product or to tell us an
emotion felt by the user about a product. This can probably be fixed by restricting
even more the word groups that are ignored by software.

We can also see, in Table 14.1, that one “word” that is in the list, is simply a blank
space. This is because in the algorithm we split the words using the getline function
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Fig. 14.3 Percentages of product categories of WineReviews.csv
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WineReviews.csv to 2106 4.46771
for 1500 457400
is 1464 4.55055
in 1332 4.59309
have 1055 4.65119
lips 857 4.91482
with 768 4.49349
was 758 4.24538
carmex 731 4.93844
on 652 4.56902

500 122.3 342.5
0 I

447 _1 Dataset (1231 rows) B WineReviews Dataset (2890 rows)

Fig. 14.4 Run time, in seconds, for each dataset

that splits words when there is a blank space between them. This causes a problem
when two words are separated by two or more blank spaces.
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Regarding the product categorization, there are some miss categorizations caused
mostly because of the miss interpretation of a keyword by the software algorithm. The
problem is that some keywords are essential in one category but can also appear in the
other, for example, the word “red” is an essential word of the wine terminology but
can also be used to describe some beer, and that leads to some bear to be categorized
as wine. Upon some manual inspection of the categorization, the error percentages
of the dataset were as follows:

e Error percentages in the dataset 447_1: 6.25% in beer and 0% in wine.
e FError percentages in the dataset WineReviews: 5.12 % in beer and 3.44 % in wine.

For a lightweight system like this one, the error percentages displayed above are
considered a great success. Although, it must be stated that the error percentages
are so low because of the two datasets that we used containing a small number of
products. The error percentages would probably be a little higher with a much bigger
dataset.

14.5 Conclusions and Future Work

Brands are no longer linked with just one category of products. As brands realize the
potential of other markets, they release more and more products to try break in those
markets. This is one of the most challenging aspects of product categorization. Since
we chose to use keywords, that problem is in majority defeated, but there are still
some instances of our algorithm miss categorizing a product. A practical example
of that is “Red Ale.” Since the first word is red, the algorithm thinks the product is
red wine. Despite this being an edge case, it is one of the problems that prevents
major companies from using this method without machine learning algorithms and
ontologies.

Despite the good results, in the future, we would like to prevent this by adding
some more restrictions to how the algorithm categorizes certain products, like, again,
“red ale.” One measure that we could implement is to make the algorithm give more
emphasis to certain words in the product name such as “ale,” “wine,” and “beer.”
Words like that give the literal categorization of the product.

We can also add more grammatical word groups to a restrictive word list to
prevent more useless words (to recommend a product) from being added to the array
the contains objects of the Class Word.

Despite being easy to implement in almost any software language, this method
has limitations and is not appropriate to be used with large e-commerce business with
many visitors because this algorithm would have higher error percentages with larger
datasets. The main purpose of this work is to give junior developers, suggestions of
how to start a recommendation system and to highlight the most important challenges.

As future work, we intend to use the wine dataset generated by this categoriza-
tion system to develop work on recommendation systems and the importance of
ontologies.
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Chapter 15 ®)
The Role of New Technologies in people’s | o
Retention, Turnover and Internal

Marketing: A Literature Review

Sara Muna Silva, Joao Leite Ribeiro, and Bruno Barbosa Sousa

Abstract Information Technologies (IT) are fundamental for the processing of
information or, more specifically, the use of hardware and software to convert, store,
protect, process, transmit and retrieve the information, from any place and at any
time. Information of technology has emerged along with globalization, which has
connected the world behind the development of systems that are able to connect
people from any place across the world in seconds, opening the market, creating more
options that can meet the organization’s necessities of Human Resources Manage-
ment covering its origin, its dominant perspectives, the evolution of the concept
and its dimensions, and emphasis is given to the actions and activities of Internal
Marketing suggested by the literature, as well as the tools used for an effective prac-
tical implementation of this, within the organizations and also how this area of studies
is so related with HRM. Job satisfaction is the answer for the decreasing of turnover,
increasing of retention and the management of IM which not only translates into
higher sales and loyal consumers, but also means less costs with workers by boosted
performance. As key persons in organizations who are responsible for a capable work-
force, HR managers must have full and real-time information to measure, predict and
manage workforce change and development. The adoption of IT by HRM is impor-
tant for growth as organizations face rapid changing environments. More specifically,
the systems of IT adopted by HRM contain HR Information System, HRM System,
e-HRM.
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15.1 Introduction

Technology and globalization are drivers that drive change in organizations and
HRM. Nowadays, having the ability to manage these changes is indispensable for
their success, after all, companies need to develop a culture that remains in constant
adaptation [1]. This includes "change engineering" in which it is necessary to real-
locate people, engage their most important employees, customer and suppliers,
lead clearly and consistently and maintain continuous communication, creating
quantifiable benefits considering the human factor as the main cause of failure in
change projects. Therefore, the advancement of technology in people management
is inevitable, and the HR sector has been following the changes that the world has
been suffering after the emergence of the Internet and globalization. The present
study aims to verify, through the analysis of the telecommunications field, to demys-
tify the strategies that are being used, in a technological era, to achieve organizational
goals. Given the rapid changes in technology in the past decades, technology has had
a significative impact on Human Resources Management, and technology evolves it
which is likely to move the field in some new directions in the future. The world has
experienced cultural, societal and economic changes based on the increasing domi-
nation of digital technologies. In sum, these changes have led to the current period
called the digital age or digital era [2]. Digital technologies play an increasingly
flagrant role in both the lives of employees and Human Resources Management,
which seems to be affected in multiple ways [3]. This special issue focuses on the
impact of these changes on Human Resources Management, in relation to changes to
the workforce, to Human Resources Management in general and more specifically
to the use of technology in delivering HRM activities. Along with the technological
transformations and advancement of the Internet, a concept that is called electronic
Human Resources Management (e-HRM) is emerged which uses information tech-
nology in two ways: Firstly, technology is necessary to connect people who are
usually segregated in different spaces, and it allows interactions between them; in
this way, technology is serving as a medium with the aim of connection and integra-
tion; secondly, technology supports all people involved completely, replacing them
in the execution of HR activities.

15.2 Theoretical Background

Changing, for many people, can be a complex and painful experience. The various
situations of transformation experienced are unique and potentially stressful. There-
fore, change is both a challenge and a basic source of growth [4]. For [5], the concept
of change translates into simple behaviours that adjust to different motivations, as
is the case of changes that occur in the internal or external environment of the orga-
nization. The concept of organizational change has been widely studied, so it is
possible to find in the literature several definitions. Lines [6] defines organizational
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change as a deliberately planned change in the organization’s formal structure, in
order to achieve organizational goals. Other authors define organizational change
as the process by which an organization improves its performance in order to be
successful in their activity [7]. Looking at the technical side, organizational change
happens when organizations undergo some transformation [8]. The concept of orga-
nizational change is often referred to when it comes to organizational learning, since
they are related [9]. However, change and learning are two distinct dimensions that
can occur simultaneously or separately. They are, therefore, differentiated concepts
since the concept of learning involves a cognitive progress, whereas the change can
occur without learning, that is, organizational learning implies understanding the
underlying reasons for changes beyond the behavioural response that often occurs
in organizational change. However, not all forms of learning require understanding,
in this way, learning requires both change and stability in the relationships between
learning subjects and the surrounding environment [5]. Modifications, in a passive
perspective, may occur as a reaction to a change or as a response to a crisis. On
the other hand, from a more active perspective, they may arise from the fact that
organizations have more dynamic and bold leaders [6]. According to [10], changes
that occur within an organization should be analysed, since whether they arise in a
preventive way or arise for external reasons, these strongly influence the behaviour of
organizations. Therefore, as mentioned above, organizational changes be a learning
process for organizations, as these changes bring them new dynamics. Following
on the organizational change, it will be presented the three organizational change’
models: Kurt Lewin’s Model, Kotter’s Model and McKinsey 7S’ Model.

15.2.1 Models of Organizational Change

Throughout the years, organizational psychology has been studying several models
to follow when an organizational change occurs. The three most talked models are:
Kurt Lewin’s model, Kotter’s 8-step model and Mackinsy’s 7S model [8], so let us
see in detail each one. In order to explain the organizational change, Kurt Lewin made
an analogy with an ice block. Therefore, for organizational change to be successful,
it should go through three phases:

(1) Defrosting—This phase implies a rupture with the previously adopted proce-
dures, thus allowing the arrival of new ways of acting;

(2) Change—At this stage, all elements of the company have begun to reduce their
uncertainties and will begin to believe that change can be beneficial for both
parties and because of this, managers must communicate clearly the objectives
of the change and what steps must be followed to reach them;

(3) Refreezing—In this phase, it is important for the organization to promote
stability since the changes have already been made, for example, a new structure
and behavioural pattern is institutionalized [8].
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For [11], organizational change will be successful if the following eight steps are
followed in order to establish employment commitment and reduce scepticism: (1)
Creating the need—is to demonstrate that change is necessary and realize this through
market analysis, identification of potential crises; (2) Create a strong alliance—it
consists of bringing together the right people to lead the organization in the direction
of change and continue to provoke the need for that change; (3) Create a vision
for change—at this point, managers need to determine exactly the core values for
change, for example, it is necessary to create a vision and develop strategies to
achieve that vision, to direct all efforts made; (4) Communicate this vision to the
whole organization—therefore, all communication channels must be used in order
to communicate the new vision and strategy, and it is still important to teach new
behaviours by setting an example to follow; (5) Encourage actions of change—this
topic emphasizes that all obstacles that arise must be removed, that is, it is necessary
to change behaviours in order to meet the new vision; (6) Create continuous success
steps—organizations must achieve visible performance improvements, recognize
and compensate those who bring improvements to the organization; (7) Promote
change—here, improvements must be made, so that change occurs and is established;
(8) Ensure lasting change—which is to persist in change and to make sure that
modifications will continue to exist [8]. The McKinsey 7S’ model is intended to
show how seven different elements of the organization can be aligned with the goal
of achieving effectiveness in the workplace. This model includes the following key
areas:

e Strategy—defining the approach that the organization will adopt to achieve its
objectives;

Structure—how resources are organized within an organization;

Skills—the tools an organization has;

Staff—the people who make up the organization;

Style—related to organizational culture;

Systems—the processes through which the organization acts;

Shared values—this is essentially the vision and mission of the organization.

All seven elements are interconnected, so when there is some change in one of
these elements, the other ones also have to be changed [8]. Empirical studies on orga-
nizational change include those of [12], who analyse the process of change from the
internal/external context of the organization, the content of change and the process.
The author defines the external context for the social, economic, political and legal
and competitive environment in which the organization operates. The internal context
implies the structure, organizational culture and political context of the organization.
When it comes to content, it refers to areas for change. Finally, the process is analysed
by the actions, reactions and interactions between the various areas involved in the
change and in the future of the organization. Therefore, it is possible to verify there
are several models that can be followed in order to facilitate the operationalization
of the change. However, the adoption of one or the other model is not a guarantee on
its own that the change is successful because of the many factors that influence it.
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When change occurs in an organization, a part of the organization will feel a trans-
formation. Thus, some of these changes can be quite radical and can result in more
efficient and effective organizations if the change is successfully implemented [13].

15.2.2 The Role of HRMP in Organizational Change

Change processes can be managed in a variety of ways. However, few organiza-
tions are concerned with levels of resistance to change and invest in communication,
training and employee awareness [14]. These organizations recognize that employee
involvement is a factor of success inimplementing change as workers must, somehow,
have to change their behaviour to fit the organization’s new challenges. As for orga-
nizations that manage change processes without taking into account the influence of
the human factor, in addition to increasing the probability of failure, they compromise
the organizational environment [15]. Considered that the role of HR was based on
tasks such as: finding solutions for the development of organizations, creating condi-
tions to retain employees in the company, but also creating and stimulating changes
in the organization to adapt to new consciousness. The same authors indicate that, in
the last decades, great advances have been observed that leads the organizations to
investigate new forms of management, with the goal of improving performance and
achieving results that meet customer needs. The main obstacles to the implementa-
tion of improvements are essentially related to the lack of training of employees, the
unfavourable motivational environment, the lack of working conditions and difficul-
ties in the use of new technologies [16]. Although organizations are aware of many
barriers during the implementation of a new strategy, they rarely consider the risks
caused by the vulnerability of their human assets [17].

Therefore, organizational changes have presented new challenges to management,
in particular to the HRM. Therefore, it is also the function of HRM to develop the
capacity of the organization to accept the various changes and to develop through
them. With this, it is up to the HRM to develop initiatives aimed at its good perfor-
mance which is the search for organizational flexibility and the management of
modification is, in this way, fundamental concerns of the HRM [18]. For [19], the
HR area must play an important role in the development of strategy and organiza-
tional change, as it takes more care to attract, maintain and develop the skills needed
to achieve the organization’s objectives. Another challenging aspect to be consid-
ered in the process of change is the organizational culture. According to [20], the
process of change cannot be separated from the organizational culture, due to the
great influence it exercises throughout the process. The same authors also affirm that
the stronger the organizational culture, the deeper the influence will be. Thus, in
the opinion of the authors, organizational culture acts as an element of consensus.
As it turned out, the literature shows that some authors argue that for managers of
organizations that are continually changing to be successful, they must communicate
clearly to their employees what their responsibilities and priorities are, giving them
the freedom to improvise [21].
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Therefore, in a process of change, communication is extremely important, and it
is strongly related to several HRMPs such as description, analysis and qualification
of functions, recruitment and selection, reception and integration, and performance
evaluation among others. Consequently, communication within an organization can
assume a function of control, motivation, emotional expression and information, and
all these functions are well present in the HRMP. The individuals involved in the
process of change adopt it according to their own logic, developing more or less
favourable attitudes towards it: agreement or resistance. It is possible to affirm that
when organizational changes occur, the fact that there is a greater involvement of the
workers makes possible the assimilation of the changes that have occurred, which
can result in a learning process. On the other hand, when organizational changes
are imposed, changes occur that tends to be captured more superficially [10]. It is
possible to see that organizational change goes hand in hand with organizational
learning, so it is possible to establish a correspondence between both concepts when
studies [22] point out that training as well as systems of rewards is decisive for the
constitution of learning organizations. Therefore, the admission of new employees,
training as well as participation in the decision-making process positively influence
organizational learning, and therefore, organizational change processes. Training and
development, integrated in the project of organizational development, as a device of
change is, increasingly, a clear contribution to the organizational performance. It
allows a proactive change culture, allows the updating of knowledge and skills and
mobilizes the internal and external knowledge of the organization [23].

In addition, it has been shown that the process of training and development is asso-
ciated with the motivation and satisfaction of the workers. At a time when business
change is constant and dramatic, engaging and motivating employees, conveying
the company’s goals, mission and strategies in order to create a common ground in
the performance of its functions is essential [24]. People must be strongly involved
in the change process, since they have an indispensable role for the organizational
strategy. People depend on organizations to be able to sustain themselves and to
be able to perform professionally. On the other hand, organizations cannot survive
without people, since they are these sources of life, activity, rationality and creativity.
However, the continuous organizational changes that people are exposed many can
bring many challenges to their ability to react, as they require constant adaptation.
Also, when pressures for change are greater than the adaptive capacity of those
involved, the body tends to suffer, especially when the process of change is perceived
as a cause of loss [25]. Human Resources Management is therefore considered an
important force in achieving organizational effectiveness. In this way, it is important
to understand which HRMP positively influences the organizational commitment
that naturally leads to organizational effectiveness. In summary, the literature shows
that processes of change are inevitable. [23] developed a study in which they verified
that, from the several cases studied, all organizations underwent several organiza-
tional changes, that is, they underwent organizational changes in the different systems
that make up an organization. In this way, the success or failure of these initiatives
has much to do with how changes are managed. Therefore, the degree of involvement
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of the people and their perception of this process is a key factor: Employees’ knowl-
edge and skills are among the decisive workplace factors determining the employees’
readiness for change. All the HRMPs adopted by the organization help in the process
of implementing strategic change [17]. Consequently, to the organizational change,
nowadays, day by day a growing number of organizations use new technologies in
Human Resource processes. The Internet has brought some changes in the way of
recruiting. The Internet has emerged as a recruiting tool in the 1990s, and according
to [26], it has grown quickly over the past few years and is nowadays widely used by
employers and job seekers around the world, as it will be analysed in the next topic
:e-HRM.

15.2.3 e-Human Resources Management

Along with the technological changes and advancement of the Internet, has a concept
that is called electronic Human Resources Management (e-HR) is emerged which is
defined as a management model focused on the Human Resources, relying on the
information technology, to take part of different roles of HR [27]. Therefore, HR
functions as recruitment that has the highest frequency of application on the Internet,
followed by communication, benefits information, online training, stock option infor-
mation and online performance assessment. Online recruitment tools allow receiving
job applications, a quick triage and feedback to candidates and because of this, it is
considered a fast method and able to reach a wide audience. This is called e-HRM
which is defined as a system that allows managers, applicants and employees access
to Human Resource-related information and services through the Internet, an orga-
nization’s intranet or Web portal [28]. The literature shows other definitions for the
concept, and there is no common agreement about the definition of electronic HRM
[29]. Strohmeier [30] defines it as “the planning, implementation and application of
information systems (IS) for both networking and supporting actors in their shared
performing of HR activities”. For [31], e-HRM is an “umbrella term covering all
possible integration mechanisms and contents between Human Resource Manage-
ment (HRM) and IT aimed at creating value for targeted employees and managers”. It
is considered such an interesting topic in the HR field because the adoption of e-HRM
is expected to confer many advantages on organizations, such as a more efficient and
strategically oriented HR function and an increased competitive advantage.

Online recruitment is a way to draw potential candidates to the market more
expansively, as Internet access is increasingly comprehensive. Thus, the ascendancy
of this type of people management tool tends to be increasing since it is a fast,
effective and safe method and leaving the organization with a database of possible
future candidates for future vacancies. And in addition to recruitment, selection is a
function of HR that is being done over the Internet with the use of analysis of the
curricula provided online, after the application of the online test, video conferences,
language tests and after these selections that candidates approved for the vacancies
will be called to the presence stage where for having dynamics of groups, interview
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with manager among other applied tests, since each organization uses a method of
selection. Both organizations and candidates consider recruiting over the Internet to
be the most inexpensive, fast and potentially most effective way being these the main
advantages of it [1].

Lepak and Snell [32] distinguished three areas of HRM as operational HRM,
relational HRM and transformational HRM. An Information System is a system made
of human resources (staff), material resources (equipment) and procedures that enable
the acquisition, storage, processing and dissemination of information relevant to the
operation of an organization, whether or not the system is computerized. e-HRM
has been used with HR Information System (HRIS) [33], virtual HRM, Web-based
HRM, intranet-based HRM, HRM e-service, business-to-employee systems B2E and
HRIT. Heikkild [34] has stated that e-HRM has been interchangeably used with HR
Information System (HRIS), virtual HRM, Web-based HRM, intranet-based HRM,
HRM e-service, business-to-employee systems B2E and HRIT [4]. The Enterprise
Resource Planning (ERP) applications are software suites that help organizations
integrate their information and business processes and typically support the different
departments and functions in the organization by using a single database that collects
and stores data in real time [35]. During 1990-2010, Web-based ERP systems helped
the HRM department in recruitment, selection, training, performance management
and compensation. In the last years, we are watching the transition to the cloud
computing, leading to an increase of mobile technology by the organizations [36].
Therefore, the selection of potential employees is shifted to an electronic selection,
with the increased use of social media [37]. Since its inception, e-HRM has often been
labelled Human Resource Information Systems (HRIS). Walker [38] defines HRIS
as a systematic process which collects, stores, maintains, retrieves and validates the
data related with the Human Resources, personal and organizational activities. The
current phase of People’s Management has been strongly influenced by information
technology, which plays a fundamental role in all segments of the organization.
Definitively, the quick technological evolution of our days and the increase in the
level of people who hold a high technological literacy suggest that it would be
important to companies which review their strategies with the help of the Human
Resources Management. In this sense, digital literacy is understood as a broader set
of technical and mental skills to acquire, process, produce and use information which
turns out a crucial key qualification for more and more employees [39].

15.3 Human Resources Management Information
Technology

Information technologies (IT) are fundamental for the processing of information or,
more specifically, the use of hardware and software to convert, store, protect, process,
transmit and retrieve the information, from any place and at any time. Information
of technology has emerged along with globalization, which has connected the world
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behind the development of systems that are able to connect people from any place
across the world in seconds, opening the market, creating more options that can
meet the organization’s necessities [40]. IT includes a sort of hardware and software
products that proliferate rapidly with the ability to collect, store, process and access
numbers and images [41]. The phenomenon of IT has had widespread effects on
almost every aspect of our society daily. From the invention of the telegraph to
the creation of smartphones, it has changed the way that we live our lives and do
our jobs. For example, technology has altered the way that we purchase products,
communicate with others and receive healthcare services, manage our finances and
the way that we teach and learn. It has also had a profound impact on organizational
processes, including those in Human Resources Management [42] and transformed
the way that organizations recruit, select, motivate and retain employees.

The operational side has been one of the big impacts on HRM. For example,
nowadays, the payroll is automatic, and all the employee’s information records are
available in a program that can be accessed by the managers themselves who can
also change and update the information; other example is “self-service” at the IRSH
has been one of the major trends in recent years, and these changes and possibilities
have helped to reduce the large amounts of document that RH department had to file
and constantly update. Besides the payroll automatization, information records and
benefits are other subjects that HR can also use software in all other activities such as
recruiting, previewing and testing candidates online before even hiring them and after
hiring be able to conduct training and employee promotions. e-HRM uses information
technology in two ways: firstly, technology is necessary to connect people who are
usually segregated in different spaces and exists enable interactions between them,
and in this way, technology is serving as a medium with the aim of connection
and integration; secondly, technology supports all the people involved completely,
replacing them in the execution of HR activities. Hence, information technology
also serves as a tool for task fulfilment and, with the planning aspect, highlights the
systematic and anticipated way of applying information technology. In here, exists
interaction and networking by sharing tasks between people which suggests that
the sharing of HR activities is an additional feature. Finally, the consideration of
individual and collective actors considers that e-HRM is a multilevel phenomenon;
besides individual actors, there are collective actors like groups, organizational units
and even whole organizations that interact in order to perform HR activities.

15.3.1 HRM in a Digital Era

The world has experienced a cultural, societal and economical changes based on the
increasing dominance of digital technologies. In sum, these changes have led to the
current period called the “digital age” or “digital era”. Digital technologies play an
increasingly flagrant role in both the lives of employees and HRM, which seems to be
affected in multiple ways. This special issue focuses on the impact of these changes
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on HRM, in relation to changes to the workforce, to HRM in general and more specif-
ically to the use of technology in delivering HRM activities. New technologies have
created a new generation of employees and the organizational structure has changed.
The changes are organized in a way that today, the absence of organization on the
www (World Wide Web) means the loss of huge capital resources. Nowadays, the
business faces many challenges such as globalization, the value chain for compet-
itiveness and technological changes, especially three focal areas labelled as digital
employees, digital work and digital employee management [2]. The concept of “dig-
ital employees”, a first major area, has various terms such as “digital natives” [3],
“millennials” [43] or “net generation” [44], and it is assumed that the early interaction
with digital technologies has shaped a new generation of people with distinctively
different attitudes, qualifications, behaviours, multitasking capabilities, expectations
and learning by doing and preference of instant gratifications and frequent rewards.
In order to acknowledge the diversified skill set needed in times of, [45] defined an
individual’s digital competences as the individual capacity to use and combine one’s
knowledge (know-what), skill (know-how) and attitude (know-why) associated with
three related competence areas, technological, cognitive and social, to use them to
analyse, select and critically evaluate information in order to investigate and solve
work-related problems and develop a collaborative knowledge base while engaging
in organizational practices within a specific organizational context”. A second main
area might be called “digital work™, referring to the organization of work. Relating to
work content, the ongoing digitalization implies an increasing automation of manual
and routine work and a change on the remaining tasks towards “brain and information
work. All information today is either digital, has been digital, or could be digital”,
so the work of employees more and more depends on digital tools and media also.
Moreover, work organization is affected by digitalization. Digital technologies have
enabled new forms of organizing work that ranges from single virtual workplaces,
to virtual groups, teams or communities, and even to virtual organizations [46].
While there are diverse varieties of organizing work digitally, the predominant
principle is to support and connect task performing humans by resources of digital
information and communication technologies, and to organize work across the world
and time management in any desired way. Therefore, members of such virtual units
are often remote and unknown. Managing such members is clearly different from
managing conventional employees in a lot of aspects such as leadership, performance
feedback or development, while still a lot of practical aspects are not sufficiently
tackled. “Digital employee management” is third area of digital change and refers to
the planning, implementation and, the application of digital technologies to support
and network the HR profession, a phenomenon also known as e-HRM [29]. Mean-
while, not only administrative HR functions such as payroll processing, attendance
management or record keeping, but also managerial HR functions such as compensa-
tion, performance management or development are “digitally” supported and enabled
and thereby often deeply changed. Moreover, digitalization has also affected HR
organization, by establishing new actor categories, as for instance employees incorpo-
rated via digital self-service, and by establishing new kinds of cooperation subsumed
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as “virtual HR”. In consequence, HR qualifications also show a clear shift to incor-
porating technical implementation and application skills (Hempel 2004). It is hoped
to improve operational aspects, such as costs, speed and quality of HR processes,
relational aspects, such as corporation and trust among HR stakeholders, and also
transformational aspects, such as the strategic orientation, organization and standing
of the HR function [42]. So, technology and globalization are drivers that drive
change in organizations and HRM. Nowadays, having the ability to manage these
changes is indispensable for their success, after all, companies need to develop a
culture that remains in constant adaptation. This includes “change engineering” in
which it is necessary to reallocate people, engage their most important employees,
customer and suppliers, lead clearly and consistently, maintain continuous communi-
cation, creating quantifiable benefits considering the human factor as the main cause
of failure in change projects. Therefore, the advancement of technology in people
management is inevitable, and the HR sector has been following the changes that the
world has been suffering after the emergence of the Internet and globalization.

15.3.2 Internal Marketing

The origins of Internal Marketing started in the seventies, when it was recognized
the importance of attending the needs of the employees, so that they are able to offer
quality services, in order to satisfy their clients. [47] argued that Internal Marketing
could be applied to change organizational capacity and not only service delivery, at
the same time that the internal communication to be promoted would allow under-
standing the difficulties in customer service, developing the potential of employees
in the execution of a superior service. In this way, Internal Marketing was a solution
for companies to offer an exception service. According to these authors, activities
such as disseminating the decisions made, obtaining frequent feedback, training and
rewarding employees who serve clients with excellence fulfil the objective of Internal
Marketing. Sharing the same view, [48] argued that organizations should understand
their employees as their first market. In this relational perspective, Internal Marketing
meant that managers and the other members of the organization were essentially part-
ners, treating the organization as their employees’ clients, and therefore, they could
perceive their clients more clearly in the delivery of services. In view of this view,
it is definitively important to mention the value of the Nordic School, which made
a very important contribution in the study of Internal Marketing. The origins of this
School go back to the early seventies. It is a School of Marketing way of thinking
that has developed through service marketing research in Scandinavia and Finland,
thus gaining international knowledge. In the 1990s, it was developed within a frame-
work of a relational marketing thinking school [49]. It should be noted that it was
the Nordic School researchers who emphasized the nature of the relationship and
the long-term in-service marketing, creating terms such as “buyer—seller interac-
tions”; “Customer relationship lifecycle” [50]; “Internal marketing” and “part-time
marketers”. Gummesson [50] emphasizes the importance that these employees have
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in relation with the clients, since these influences the relations with the clients without
belonging to the department of marketing or sales. Given the complexity of the
concept, several definitions have been developed, and to date, there is no consensus
definition. In fact, this area still needs studies to consolidate its importance as an
academic discipline and organizational management philosophy, which is why its
practical application is not yet a generality in companies. Taking into account of
the complexity of the concept, several definitions have been developed, and so far,
there is no consensual definition [51]. The definitions found in the bibliography are
varied and can be grouped into four dominant perspectives: (1) As a synonym of
Human Resource Management; (2) As a use of marketing techniques in the internal
market; (3) As a precondition for satisfied external customers; (4) As a way to achieve
competitive advantages.

Internal Marketing is the permanent training of service providers in order to
improve the knowledge of their services and their capacities, making them aware of
the opportunities and the marketing skills. The author justifies his opinion, arguing
that there is a need in companies to establish a close integration between different
functional areas. It considers that the application of Internal Marketing can achieve
this interdepartmental integration, which can align efforts around common goals.
However, this approach is somewhat limited, as it neither does reflect customer
orientation, nor does it contemplate strategic marketing management. Furthermore,
all successful management programs require commitment from top management
and employees [52], and Internal Marketing is no exception. Top management
commitment is the most important factor that affects the effectiveness of Internal
Marketing in the manufacturing environment. In studying the implementation of
Internal Marketing, service climate and supportive management affect the attitudes
and behaviours of service employees. Cascio [53] showed that supervisors would
influence employee perceptions and performance significantly due to their prox-
imity to employees. Ahmed and Rafiq [52], on the other hand, reported that front-
line employees perceive top management commitment as having a greater effect on
employee work behaviours than the influence of their immediate supervisors. Ahmed
and Rafiq [52] also suggested that organizations should employ Internal Marketing to
convince employees that top management is committed to enhancing employee satis-
faction, empowerment and service quality. In the social-exchange theory, it reported
that employees who recognize top management commitment to employees’ needs
may reciprocate to have better work attitude as expected by top management.

15.4 Final Considerations

Technology and globalization are drivers that drive change in organizations and
HRM. Nowadays, having the ability to manage these changes is indispensable for
their success, and after all, companies need to develop a culture that remains in
constant adaptation. In this preliminary research, it is possible to respond to the
problem of this work, because it is perceived that companies are striving to modify
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their HR areas on most issues that indicate changes in a strategic role. In the literature
review, it was reported the phases of management and the evolution attributed to HRM
over time.

Along with the phases of the management, it was observed that HR policies and
practices area are also progressing, which continue providing adaptations to the
best strategic decisions in front of the organizational challenges. On the Internal
Marketing side, it was explained how much IM is linked to HRM and what strategies
have been used in his favour. In order to meet the general objective of this work, the
information and results obtained from the research were used to identify and describe
the fact that commercial companies appear to have strategic initiatives for employee
involvement, human capital as obtaining for competitive advantage and intellectual’s
management, indicating a concern from this companies to continuously improve their
HRMP, since the prominence that this area has for the competitive advantage of the
companies. With all this, the main objective is to increase employee’s retention.
However, the researcher treated data that still applies until now.

Lastly, the moment when the researcher interviewed former colleagues. By
knowing already, the business, it may affect sometimes the transparency and clear-
ness. It was interesting to listen the answers to the different subjects and surprisingly
match or disrupt the ideas pre-made. It is suggested that future research should
seek to not only understand employee characteristics in relation to organizational
change efforts in further detail, for example, the extrinsic and intrinsic motivators but
also seek to place these in terms of organizational and geographic cultural context
sector in other fields besides telecommunications. The researcher emphasize the
extreme importance of this study complemented with: Internet of Things and Human
Resources Management; 4.0 Industry; 5.0 Industry.
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Chapter 16 )
Gamification of Mobile Applications oo
as a Tool for Optimising the Experience

of Museums

Liliana Camara and Ana Pinto de Lima

Abstract Museums occupy a vital place in society, as they play an important role
in preserving and contributing to a unique cultural learning environment for their
visitors. There has been a new trend in combining digital tools with non-digital
resources. This article pursues to offer a contribution in the area of museums and
aims to study the application of gamification in order to add value to the experience
through a mobile application. Gamification arises in an attempt to respond to the
current need to evolve the user experience and make it more engaging. Various game
design elements are used in this process, so it is essential to be able to identify how
to adapt gamification to the target audience in order to meet the company’s goals and
user satisfaction. The Gamification Scale was applied according to the Gamification
User Types Hexad framework (Tondello et al., The Gamification User Types Hexad
Scale, 229-243,2016). Through the application of a questionnaire (200 respondents),
it is possible to identify the predominant typology of the target audience and create
a gamified system. The study concluded that the generation millennials present a
tendency to try to incorporate their smartphones in the interaction with museums.
Furthermore, it is essential to prioritise the integration of game elements belonging
to the Philanthropist typology, due to its greater representation in the target audience.

16.1 Introduction

Museums occupy an important place in today’s society, not only as administrators
of cultural objects of value, but also preserving and contributing to a unique cultural
learning environment for their visitors. This notion is also confirmed by the official
definition of the International Council Of Museums, which emphasises the impor-
tance of the role of museums in acquiring, conserving, investigating, communicating
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and exposing the material and immaterial heritage of humanity and its surroundings
for educational purposes. Learning occurs when there is an involvement with the
exhibitions, and they present the information in a way that appeals to the interest of
the visitors. According to the National Statistics Institute, there were 430 museums
in Portugal in 2017, which had 17.2 million visitors, an increase of 10.6% over the
previous year. However, it is essential to note that although the number of visits has
been increasing, this is mainly due to an increase in foreign visitors as well. Addition-
ally, although the number of visitors continues to increase, the percentage of growth
has been decreasing by 3% per year. Gamification does not have a globally accepted
definition by all authors; however, its characteristics always tend to be similar. The
most accepted definition is from Deterding et al. [4] in which gamification is defined
as the use of some elements of games and placed in another context to create a
gameplay experience and increase the engagement. Gamification involves the use of
methodologies and elements of games, without changing their original purpose, and
thus creating new means of relationships between customers and partners in order
to lead to greater collaboration, loyalty and satisfaction. However, it should not be
assumed that the gamification method is simple and direct. There is a long process of
analysing variables and conditioning of the context of action to which gamification
needs to be applied, in order to achieve the proposed objectives [1, 25]. The focus
of this study is gamification in museums and their use as a way to add value to the
experience of visiting a museum through a mobile application.

16.2 Literature Review and Research Questions

16.2.1 Gamification

The most accepted definition of gamification in the scientific community is from the
authors Deterding et al. [4] who define it as an informal generic term for the use of
video game elements in non-game systems, and with the aim of improving the user
experience and engagement. The origin of the term gamification was first documented
in 2002 by Nick Pellin, referring to the use of a user interface design similar to a game
in order to make electronic transactions faster and more pleasant [2]. Gamification
can have a positive impact in several areas, namely it can help marketing obtain
benefits that are difficult to achieve with the use of current marketing tools. It is a
very useful tool for engaging, motivating, activating customer behaviour and creating
loyalty [4]. It can be easily applied in a business context, with the main objective of
providing the company with a profitable result and the consumer with an individual
experience [6, 15].

Games—During the process of developing gamified applications, several
elements of game design are applied, so it is essential to first understand the definition
of what a game is. Ferrara [5] defines that games have three components: objectives,
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environmental constraints and formal constraints. The objective is a specific condi-
tion or set of conditions that all players seek to achieve or maintain. Environmental
constraints are physical characteristics that limit what the game’s characters can and
cannot do. Finally, formal constraints limit what players can and cannot do in accor-
dance with mutual rules and agreements. Deterding et al. [4] simplified its definition
in relation to the previous authors and says that the word “game” has a meaning
characterised by certain rules, where there is a competition of individuals to achieve
certain specific results or goals.

Players—All games need players, and these individuals are an important part of
the development of a system with gamification. However, it is essential to keep in
mind that not all players are equal [3, 14].

Hexad Typology

Marczewski [9] proposed a model with six types of users that differ in rela-
tion to the degree to which they can be motivated by intrinsic or extrinsic motiva-
tional factors. Rather than basing the model on observed behaviour, the types of
users created are personifications of people’s intrinsic and extrinsic motivations, as
defined by the Self-Determination Theory [11]. Thus, the four types of intrinsic
motivation in the Hexad model are derived from the three types of intrinsic moti-
vation in SDT, namely autonomy, competence and relatedness, with the addition
of purpose [13]. This model is shown in Fig. 16.1. The six types presented by
Marczewski [8] are: Philanthropist: they are motivated by purpose, altruistic and
are willing to give without expecting a reward; Socialiser: motivated by relation-
ships, they want to interact with others and establish social connections; Free Spirit:
they are motivated by autonomy, that is, having the freedom to express themselves
and act without external control. They like to create and explore within a system;
Achiever: motivated by competence, they are players who seek progress within a

Fig. 16.1 Marczweski’s =
Hexad model [13] Disru ptor

© Andrzej Marczewski 2016 (CC BY-NC-ND)
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system through completing tasks or overcoming challenges; Player: are motivated
by external rewards and do whatever is necessary to achieve the rewards, regardless
of the type of activity; Disruptor: are motivated by triggering change. These tend to
act in a way to disrupt the system, directly or through third parties, in order to force
changes, both positive and negative.

As mentioned earlier, four of the six types of players defined by Marczewski [9] are
based on the personifications of four intrinsic motivations: Socialiser is based on the
relationship, Free Spirit on autonomy, Achiever on competence and Philanthropist
on purpose. To standardise the procedure for defining the type of player according to
the Hexad model, Tondello et al. [13] developed a scale composed of 24 questions,
which seek to describe a user’s preferences at their psychological level. During the
study, it was also confirmed that there was a positive correlation between the type
of user and the design elements proposed by Marczweski [15, 22]. Thus, the Hexad
scale can be a useful tool to determine the main motivations of a user, which is why
the scale was also used in this study.

Game Elements

This study opts for the game elements proposed by Marczewski [9] that focus
more on gamification. The author divides the game elements into 8 types, with 6
corresponding to the typologies presented in the previous point of the Hexad model, as
well as general and scheduled game elements. The general game elements presented
by Marczewski [9] are: Tutorials, Signposting, Loss Aversion, Progress/Feedback,
Themes, Narrative/story, Curiosity/Mystery Box, Time pressure, Scarcity, Strategy,
Flow, Consequences, Investment. In addition to presenting several game elements
that apply to all types of player, Marczewski [9] indicated that there are certain
game elements that must be applied to certain types of player, as they relate to the
intrinsic and extrinsic motivations mentioned different and specific, as indicated in
the previous point. The game elements for each type of player in the Hexad model
[9] are shown below:

Philanthropist—Meaning/Purpose: assign meaning or purpose to actions; Care-
taking: creation of roles of administrators, moderators and curators in order to allow
users to assume a parental role; Accessibility: access to more resources and skills
in a system can offer people more ways to help others and contribute. It also helps
to make them feel valued; Collect/Trade: to allow the collection and exchange of
items, which enhances the construction of relationships and feelings of purpose and
value; Gift/Share: allow giving gifts or sharing items with other individuals. It can
be seen as a form of altruism, in which the potential for reciprocity can be a strong
motivator; Sharing knowledge: allowing knowledge sharing with other individuals,
the ability to answer questions and teach others.

Socialiser—Teams: possibility to join teams, encouraging collaboration, but also
competition between teams. Small groups can be much more effective than large
groups; Social Network: allowing people to connect and be social through the use of
an accessible and easy-to-use social network; Social Status: greater visibility for the
players, creating opportunities to create new relationships, but also simply making
them feel good. Feedback mechanisms, such as leader boards or certificates, can be
used; Social Discovery: mechanism of finding people and being found is essential
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to build new relationships. Matching people based on interests and status can help
players take the initiative; Social Pressure: Humans don’t like to feel that they are
different. In a social setting, this can be used to encourage them to follow their
friends’ behaviours. However, it can also demotivate if expectations are unrealistic;
Competition: giving players the chance to prove themselves to others. It can be a way
to earn rewards, but it can also be a place where new friendships and relationships
originate.

Free spirit—Exploration: giving players more space to move around and explore.
In the creation of a virtual world, the more distant the limits, the greater the propensity
to explore; Branching Choices: allowing players to choose their paths and destina-
tions; Easter Eggs: unexpected surprises that players can find. Players know that these
exist; however, they are difficult to find; Unlockable/Rare content: offer of unlock-
able or rare content that normally is a consequence of the discovery of Easter Eggs or
extraordinary feats; Creativity tools: allowing players to create their own content and
express themselves, either for pleasure or to help others (such as creating tutorials,
FAQs, etc.); Customisation: tools to customise the experience, from avatars to the
gamification environment itself. It allows you to control how you present yourself to
others.

Achiever—Challenges: seeks to help keep individuals interested, testing their
knowledge and allowing them to apply it. Overcoming challenges makes players
feel they have achieved something; Certificates: physical symbol of mastery and
achievement, which also serve as status; Learning/New skills: possibility to learn
and progress, seeking to achieve complete mastery; Quests: fixed goal that must be
achieved, often made up of a series of connected challenges, multiplying the feeling
of accomplishment; Levels / Progression: allows you to track the progression of
players in a system. It is important for the player to visualise where he is, what he
has achieved and what he can still achieve; Boss Battles: signal the end of a journey
and the beginning of a new one. These are milestones that give the opportunity to
demonstrate new skills and the level of mastery.

Player—Points / Experience Points: feedback mechanisms, which allow you to
monitor progress, as well as being a mechanism to unlock new items, awards based on
achievements or desired behaviours; Physical rewards/prizes: promoting activity and,
when used correctly, can also lead to engagement; Leader boards: applied to show
players how they compare to others; Badges/Achievements: feedback mechanism,
which should be used in a prudent and meaningful way to make it more desired;
Virtual Economy: allow players to spend a virtual currency on real or virtual goods.
However, it is necessary to take into account the legality of this type of system and
the associated financial costs; Lottery / Game of Chance: mechanism to win rewards
with little effort from users.

Disruptor—Innovation Platform: allowing players to intervene in the system and
generate major innovations; Voting: possibility to give your opinion and be heard;
Development tools: allow players to develop new add-ons to improve and develop
the system; Anonymity: encouraging the player’s freedom within the system and the
lack of inhibitions. However, anonymity can reveal both the best and the worst of
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people; Light Touch: encourage disruption and apply the rules with a “light touch”;
Anarchy: creating events without rules to see how users react.

16.3 Methodology

A quantitative methodology was conducted, using a questionnaire survey based on
the methodological model presented by Tondello et al. [13] the Gamification User
Types Hexad Scale. This scale is composed of 24 statements using a 7-point Likert
scale, in order to indicate their level of agreement, and thus allow to discover which
is the predominant typology of the user within the six types presented by Marczewski
[9, 13]. The three relevant research questions were defined:

RQ1—How does a smartphone user interact with a museum?

Since the smartphone is a key element in the daily lives of the Portuguese, it will
certainly accompany the visitor during their interaction with a museum. However,
the device can also be seen as a distraction, so it is essential that the museum uses
the smartphone as an advantage for the experience.

RQ2—What strategies can be created so that the visitors’ experience is
improved by creating a gamified mobile application in the context of museums?

The goal of creating a mobile application should always be to improve the visitor
experience [7]. However, it is necessary to identify how an effective strategy can be
created to respond to its needs in order to avoid the failure of the application, as has
been the case for many museums in Portugal.

RQ3—How can these strategies be translated into a national context?

Once an effective strategy has been found, it is necessary to understand how it
can be applied to Portuguese museums, offering an empirical basis that allows the
future development of an application with a better experience for the visitor/user.

A questionnaire was developed with the following sections: Sociodemographic
data; Museum data; Mobile museum applications; User Types Hexad Scale questions
[13] and Game Elements [9, 13]. Sampling was non-probabilistic for convenience,
as members of the population are conveniently available to provide information and
respond to the survey [12]. The survey was disseminated through the social network
Facebook, and the data collected through the survey on Google Forms.

16.4 Analysis and Results

The survey registered a total of 203 participations, of which only 200 were relevant,
as they met the initial selection criteria of being individuals aged 18 or over, residing
on national territory and having already visited a museum. In terms of gender, there
was a prevalence of female participants, with 61.5% of responses. Thus, young adults
predominate with a total of 77.5%, more than two-thirds of the total of participants.
Regarding the degree of qualifications, participants with a degree clearly prevail,
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representing a total of 43.5%, followed by secondary education and master’s degree
very close to each other, with 26.5% and 25%, respectively. Museum attendance
habits and the use of digital technologies by museum participants were also analysed
to understand how the target audience relates to museums, as shown in Table 16.1.
The last visit to a museum was surveyed, the annual visits on average, and the use
of smartphones on these visits. It appears that the majority of participants attended
a museum in the last 6 months, with a figure of 37% of respondents. For 23.5% of
participants, the last visit is more than a year old, followed by 20.5% who attended a
museum in the last month. As for the average number of visits over a year, “1 to 3”
predominated, with a total of 69.5% of responses, followed by “4 to 6” with a total
of 19%. The use of smartphones during visits to museums divided the respondents,
prevailing, however, that 53% of users currently do not use their smartphone to
interact with the museum.

It was found that 66 of the users indicate that they use a smartphone to search for
more information about art and/or exhibitions. In turn, 46 mention using a smartphone
to share the visit (or elements of it) on social networks, followed by 25 who use a
smartphone to view a map of the museum, 22 participants mention reading QR
codes positioned in the museum and 5 participants used the option to manually
insert their alternative uses. Within these 5, the use of the smartphone to photograph
the museum was mentioned three times, once looking for mobile applications from
museums and, finally, once using the smartphone for audio guide. The indications for
using the validated scale of Tondello et al. [13] previously discussed, were followed,

Table 16.1 Global sample ‘ Frequency Percentage (%)

data
Last visit to a museum
In the last week 15 7.5
In the last month 41 20.5
In the last 6 months 74 37
In the last 12 months 23 11.5
More than 1 yr ago 47 23.5
Total 200 100
Annual visits on average
1to3 139 69.5
4t06 38 19
7t09 11 5.5
10 and more 12 6
Total 200 100
Use of smartphone
Yes 94 47
No 106 53
Total 200 100
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and the answers were given through a 7-point Likert scale, where “1”” meant that the
participant totally disagreed with the statement and “7” means that he fully agreed.
For all users, the value of the four statements was summed up, the same being done for
all types. The one with the highest value was identified as the predominant typology
of the user, according to Table 16.2.

Thus, it was possible to verify that the predominant user typology is Philanthropist,
corresponding to 43.5% of the participants. This value is followed by the Free Spirit
with 25% and Achiever with 15.5%.

In the game elements section, the participant was asked to evaluate on a Likert
scale from 1 to 7 how much each game element motivated him. The evaluation was
favourable for all elements, with the lowest value being to collect and exchange it,
which belongs to the philanthropic user typology. The elements most favourably

Table 16.2 Mean, median and sum of questions of the Gamification user types hexad scale

N

Valid Omitted Mean Median Sum
Philanthropist P1 200 0 6.05 6 1210
P2 200 0 5.61 6 1122
P3 200 0 5.85 6 1169
P4 200 0 6.00 6 1199
Socialiser S1 200 0 5.09 6 1017
S2 200 0 5.28 6 1055
S3 200 0 5.36 6 1072
S4 200 0 5.15 6 1030
Free Spirit Fl1 200 0 5.71 6 1142
F2 200 0 5.82 6 1164
F3 200 0 5.97 6 1194
F4 200 0 5.87 6 1174
Achiever Al 200 0 5.78 6 1156
A2 200 0 591 6 1182
A3 200 0 5.56 6 1112
A4 200 0 5.65 6 1130

Disruptor D1 200 0 3.82 4 764
D2 200 0 5.44 6 1088

D3 200 0 3.64 4 728

D4 200 0 3.65 3 730

Player R1 200 0 4.95 5 990
R2 200 0 5.26 5 1052
R3 200 0 5.66 6 1131
R4 200 0 543 6 1085
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Fig. 16.2 Analysis of the motivation of the game elements

evaluated were the exploration options, with an average of 6.2, related to the free
spirit user typology; learning with an average of 6.1, and challenges with 5.7, both
linked to the user type of Achiever, as shown in Fig. 16.2.

When analysing the use of the smartphone in museum environments, it was found
that young adults, although also divided, the majority responded that they use the
mobile phone, with 51%, that is, in this case, the age limitation influences the data. As
for the typology, the predominant user typology of the general public, Philanthropist,
remained with 38.7%. However, it was found that there is a greater variation in user
typology among young adults, with the user typology in second place, Free Spirit,
being much closer, with 28.4%, a difference of 10.3% (while this difference in the
global sample is 18.5%).

16.5 Discussion of Results

After analysing the data, together with the literature review, it is possible to answer
the research questions, in order to create an empirical basis to be applied by museums
in the development of their own mobile applications.

RQ1: How does a smartphone user interact with a museum?

The data indicated that most participants do not use their smartphones to improve
their experiences with museums, despite the fact that this inclination changes among
young adults who are slightly more favourable to the use of devices in the context of
museums. It is natural that a museum has physical limitations in terms of the infor-
mation it displays, focusing on the most basic in order to create a harmonious space.
However, the opportunity to personalise (and consequently improve) the experience
is missed, since different visitors may present different points of interest. Museums,
due to their nature, always maintain a connection to the physical space, but there
has been a growing tendency to combine the traditional museum with new digital
technologies. Thus, in an art museum, while a visitor may be more interested in the
history of a work of art, another may want to know more about the artistic technique
or the artist’s history. As such, the smartphone has become an educator for users,
and most of the participants in the study who revealed that they use the smartphone
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during the visit, indicated that they use it to search for more information about the
exhibitions and art. Mobile devices provide easy, immediate and relevant access to
the museum, taking the museum to new audiences and/or providing different experi-
ences from the most common ones and, consequently, keeping the visitor interested.
Humans being social beings, and social networks taking such an important place
in the lives of individuals, it is understandable that the second most suitable reason
for using smartphones is to share on social networks. This point can be explored by
museums as an opportunity to promote their space for free. Only 22 of the respon-
dents who use smartphones in museums mentioned the reading of QR codes, being
one of the elements where gamification can act, in order to promote behaviour change
and encourage the use of modernisation elements in which the museum has invested
in the past.

RQ2: What strategies can be created so that the visitors’ experience is
improved by creating a gamified mobile application in the context of museums?

Rodley [10] defends the use of mobile devices in museums because he believes that
they have potentials beyond what other interpretive means can offer, such as enabling
easy, immediate and relevant access to the museum, reaching a wider audience, and
providing experiences in order to keep the user interested. However, it can not only
represent an increase in satisfaction, but can also promote the return to museums
that have been visited in the past. The empirical results analysed in the literary
review showed that personalised approaches can potentially achieve better results
than generic approaches. However, the study of personalised gamification is recent,
which is why the existing studies are theoretical, focusing on the identification of
different personality traits or personalisation preferences. Tondello et al. [13] tested
the correlation of each type of Hexad user with various game elements proposed by
Marczewski [8], also creating a scale that seeks to understand the user’s psychology
and, thus, allow engineers to analyse their target audience, in order to customise and
choose the most suitable game elements. Since the goal is to create a basis to be
applied in the future by museums, it is crucial to apply this validated scale for us to
provide a more in-depth knowledge of our users.

RQ3: How can these strategies be translated into a national context?

Few Portuguese museums currently offer a mobile application, and it was possible
to verify that most of these are limiting and are not directly involved in the user’s
experience, but mostly serve as audio guides. The offer of a gamified mobile appli-
cation presents itself as an asset for the museum, and the present study aims to offer
a basis for museums in the future to apply the knowledge obtained. It was essen-
tial to analyse the general population, aged 18 and over, residing in Portugal and
who have already visited a museum, as these represent the potential visitors that
the museum intends to capture, both to visit the museum for the first time, and to
encourage return. However, since the adoption of new technologies is more prevalent
among the younger population, confirmed by the use of their smartphones during
museum Visits, it was also essential to recognise whether there are some distortions
of results due to the inclusion of a larger number of samples. Thus, it was possible
to verify that the answers were always similar, and that is why we can conclude that
our target audience in a museum context is predominantly Philanthropist, according
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to the Hexad user type model. However, it is necessary to note that the typologies
presented more varied results when only young adults were analysed, so it is recom-
mended the possible inclusion of Free Spirit game elements, a user typology that
represents the second place in both cases. Once knowledge of the user’s psychology
is collected and the predominant user typology, Philanthropist, is identified, it is
fundamental to identify the associated game elements.

The various game elements validated the following for philanthropists [9, 13]:
Collect/Trade: Allows you to collect and exchange items, which enhances the
building of relationships and feelings of purpose and value; Gift/Share: Allow to
gift or share items with other individuals. It can be seen as a form of altruism, where
the potential for reciprocity can be a strong motivator; Sharing knowledge: Sharing
knowledge with other individuals, the ability to answer questions and teach others;
Care-taking: Incentive to create roles of administrators, moderators and curators in
order to allow users to assume a parental role. These elements, whenever possible,
should be integrated into the mobile application gamified by the museum. It is essen-
tial to note that although they are all equally important, each system must be adapted
to the needs of the institution. This means that an application can end up containing
only one element or all. However, since the user typology of Free Spirit also has a
large representation among the target audience, it was also considered vital to discuss
its elements for implementation in a future gamified mobile application. The game
elements correlated with the Free Spirit typology [13] were: Exploration: Give users
more space to move and explore. In the creation of a virtual world, the more distant
the limits, the greater the propensity to explore; Branching Choices: Allow users to
choose their paths and destinations; Easter Eggs: Unexpected surprises that users may
encounter. These know that they exist; however, these are difficult to find; Unlockable
/ Rare content: Offer of content, unlockable or rare, which are usually a consequence
of the discovery of Easter Eggs or extraordinary feats; Creativity tools: Allow users to
create their own content and express themselves, either for pleasure or to help others
(such as creating tutorials, FAQs); Customisation: Tools to customise the experience,
both from avatars to the gamification environment itself. It allows you to control
how you present yourself to others. As previously mentioned, these elements must
be selected in accordance with the museum and its objectives. However, it is crucial
that priority be given to the integration of game elements of the Philanthropist user
typology, as they represent a larger number of the target audience. It is also important
that the museum recognises that the gamified mobile application seeks to become a
complement to the experience, and these elements must be integrated in such a way
that they support and better the real user experience. They should attach themselves
to the existing modernisation efforts of the museums and not be seen as an alter-
native. For example, in an attempt to integrate the element of collecting items, this
can be achieved through the collection of existing QR code readings. It is also worth
noting that since gamification promotes behavioural change, museums can also use
these as a means of guiding visitors in order to offer an experience more in line with
the museum’s objectives. Using the previous example, the gamification of collecting
QR codes can lead visitors to experience the museum through a predefined route
or attract attention to certain objects/places in the museum. Although not all game
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elements were included, those that could most easily be applied in the context of a
mobile application for museums were selected and the study participants were asked
about their levels of motivation in relation to the various game elements, in a Likert
scale from 1 to 7. There was a discrepancy between the majority typology and the
motivation assessments of the elements of the game, as both elements linked to the
Philanthropists have the lowest motivation means: collect and exchange with 4.4 and
offer with 4.5. However, it is important to note that the study of Tondello et al. [13]
mentions that the main objective of the scale is to understand more about the user’s
psychology in a gamified context and not to get to know the preferences in terms of
game elements. Not all users are necessarily players and, therefore, may not be aware
of their game preferences, as well as not being familiar with the vocabulary of game
design, which may influence the values that have been verified. Conversely, it was
possible to verify that the most favourably evaluated game element was the explo-
ration that is part of the Free Spirit typology, which was established as a typology that
should also be considered when creating a gamified mobile application for museums.
Therefore, it is considered that exploration is a very favourable element and that it can
positively influence the user’s experience; therefore, maximum importance should
be given.

16.6 Discussion and Conclusion

Although the concept of the museum continues to maintain a strong connection with
the physical space, there has been a new trend in combining this traditional notion with
new technologies. The study allowed us to conclude that the generation of current
young adults, who fit in the millennial generation, present trends towards the attempt
to incorporate their smartphones in the interaction that they have with museums. As
a solution arises gamification, which is defined by the insertion of game elements in
non-game contexts. However, it is important to remember that each gamified system
is unique and has different goals and needs. These game elements have different
uses and the correct ones to be applied to better achieve the institution’s objective
should be studied. The authors Tondello et al. [13] created the Gamification User
Types Hexad Scale that seeks to help mobile application engineers and designers
to analyse their target audience and thus identify the game elements that should
be integrated to better respond to the organisation’s goals. During the analysis of
the data, consideration was also given to the game elements of the Free Spirit user
typology, since it presented the second largest representation in the sample. However,
as previously mentioned, these elements must be selected in accordance with the
museum and its objectives, and it is essential that priority be given to the integration of
game elements of the Philanthropist user typology. Museums point to the scarcity of
resources as an obstacle to the implementation of digital technologies, often leading
to the implementation of basic mobile applications simply as a way of showing that
they have them, without due investment in strategic studies. This study seeks to
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contribute to overcoming this gap and to create an empirical base that will allow
museums to have a future application of the knowledge of their target audience.

16.7 Limitations and Future Studies

Despite the efforts made to achieve the initially defined objectives, the present study
also faced limitations. The data presented by the Instituto Nacional de Estatistica
referred to the year 2017, not yet presenting data for 2018. The data collection faced
limitations, namely its size. However, the total sample was 200 respondents, which
may represent a small number for data validation. In recent years, gamification has
moved from a new term of investigation to a thriving multidisciplinary field. There
are still many challenges and open questions about gamification. The study should be
seen as a strategic study that analyses the target audience offering an empirical basis
for the future development of a museum mobile application. A mobile application
must be intuitive and involve the user in order to improve the experience, so the study
allowed to identify the most important game elements to be considered.
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Chapter 17 ®)
Expanding Digital Marketing Campaigns | o
With Machine Learning Built Lookalike
Audiences Having Varying Prior User
Characteristics

Venkata Duvvuri

Abstract Finding the right audience, also known as targeting, is a key exercise in
many digital campaigns. Enterprise marketing applications (EMA) like Oracle CX
provide filtering and querying capabilities to allow marketer initiated targeting in
such campaigns. While such mechanisms are driven by marketer’s intuition, EMAs
include certain out of box approaches such as behavioral (re)targeting to further auto-
mate audience targeting. We propose a new unsupervised machine learning-driven
audience selection approach using lookalike technology build on top of such seed
audience targeting. Specifically, we propose a segment-segment similarity audience
lookalike mechanism to expand digital campaigns in multi-tenant EMAs where user
characteristics vary per enterprise account. Additionally, our approach is a hybrid
approach compared to existing methods lightening up training computations and
speeding up lookalike inferences. We demonstrate with experimentation that this
delivers 8—17% closer matches than statistical benchmark methods.

17.1 Introduction

Enterprise marketing applications [1] have evolved from performing basic marketing
automation tasks like designing and sending campaigns to leveraging machine
learning to automate marketing processes in such applications. Machine learning
is increasingly leveraged for targeting users for specific campaigns. While targeting
in general is a fairly query intense process, marketers have prior intuition of user
features (a.k.a attributes) or characteristics important for their campaigns. This intu-
ition can be expanded fairly easily by so-called audience extension or lookalike
methods 845970:19942834, [2—4]. These methods expand an existing audience,
created by intuition or observed behavioral performance, etc. They free the marketer
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from the burden of examining myriad of user features or characteristics to determine
more audience. As such targeting becomes fruitful exercise by following up intuition
or experience with machine learning-driven lookalike expansions.

Enterprise marketing applications (EMAs) have another caveat to lookalike tech-
nologies adoption. Normally, user characteristics are known ahead of time or derived
from a fixed set of features. But enterprise marketing applications are multi-tenant
[5]. This means the application hosts several enterprises with varying sets of user
characteristics. Normally, these user characteristics differ significantly as the enter-
prises may be from retail, airline, insurance, automotive, etc. As such there may no
common characteristics so that existing lookalikes methods could be readily adopted.

Another interesting caveat in enterprise marketing applications is that without
lookalikes or similar techniques marketers generally under market the campaign by
selecting only a few known candidates. While they design the initial target list with
the best intentions, these generally do not cover all possible candidates from their
entire user base. With machine learning, several more users can be added with little
effort without looking elsewhere, like from general pool or a third party. Though, in
a few digital marketing channels like social media, lookalike technologies can fetch
users from a general pool of users like in [4], but in permission-based marketing [6],
there is enough un-marketed users within a particular tenancy (or account) that can
still be reached to expand the given campaign. Due to legal limitations of permission-
based marketing, in general, it is difficult to explore users from a general pool of other
tenants in a multi- tenant EMA, but still, there is enough meat within the tenancy. But,
still, the problem to be addressed is still how to deal with varying user characteristics
for the various tenants in EMAs.

The paper is organized as follows: Sect. 17.2 discusses prior work, Sect. 17.3 high-
lights problem statement, Sect. 17.4 provides an overview of a novel clustering-based
machine learning lookalike model (DYNPRO_CLUST_LOOKLALIKE) when user
characteristics are unknown in a multi-tenant environment, Sect. 17.5 presents
experimentation and results for this approach when applied to real enterprise
marketing datasets, Sect. 17.6 presents the pros and cons of this approach and finally
Sect. 17.7 concludes the paper with future research directions. Table 17.1 reflects the
nomenclature used in this paper.

17.2 Prior Work

Digital marketing audience needs have grown and lookalike technologies [1, 2,
4, 7] proved that it is easier to use such a method to expand audiences without
digging deeper into the audience features. We concur with [2] that three primary
methods for lookalikes are: (a) similarity-based, (2) regression-based, (3) segment
approximation-based.

Qu et al. [1] explored regression-based mechanisms where logistic regression
models assign probabilities for scoring each user to be included in the seed segment,
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Table 17.1 Nomenclature

Term Description

Cs Seed campaign

OR Open rate

CR Click rate
DYNPRO_CLUST_LOOKLALIKE Dynamic profile cluster lookalike model
Oracle CX Oracle customer experience applications suite
EMA Enterprise marketing applications

o* Lookalike users

P Entire users universe in enterprise

S Seed list

C Candidate lookalike users

n Size of lookalikes

whose member users act as positive examples. While this technique is more computa-
tionally performant it has to be replicated for every seed during the inference process
and calculation of a new seed’s lookalike can take time.

Shen et al. [7] devised a segment approach where the overlap of seed segment
with several pre-built segments is established and lookalike audiences are drawn
from those overlapping pre-built segments. This is computationally less expensive.
We draw inspiration from this method but do away with pre-built segmentation needs.
We derive our segmentation on the fly and build the segment (a.k.a list) level feature
vectors and compute segment-segment similarities.

Ma et. al. [2] have used a user-user similarity in a nearest neighbor technique for
building lookalikes. The pitfall of similarity approach is that it is computationally
intense in calculating user-user similarities over a vast set of user pairs. Additionally,
Ma [2] has devised further optimization, pruning and prioritization techniques based
on a feature important space. While our approach partly falls in this category, we
use segment-segment similarities instead of user-user similarities. This is primarily
due to the fact that we also leverage a segment level aggregation approach and a
so-called hybrid mechanism that combines similarity and segmentation approaches
in our model.

Liu et al. [4] has devised an unsupervised mechanism where the lookalikes are
based on expended profile attributes that are generated via an inhouse profile recom-
mender. While this is a category generalization approach, it is not amenable in a multi-
tenant EMA where the tenancy attributes are not rich enough to be expanded. Addi-
tionally, they have married the categorization with profile similarity enhancements,
but this needs richer profiles.

In general, [1, 2, 4, 7] assumes a constant prior known features or characteris-
tics for their user base. This does not bode well in multi-tenant digital marketing
applications where every enterprise customer can have its own rich set of features,
quite different from the next enterprise customer, all using the same digital marketing
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application. Thus, we device a generic pre-processing and feature engineering tech-
nique to standardize the unknown user characteristics for each tenant in an enterprise
marketing application and then proceed with our hybrid segment-oriented lookalike
approach (DYNPRO_CLUST_LOOKLALIKE_MODEL).

17.3 Problem Statement

We define lookalike problem as follows: Given a S and P and n where:

I. Seed list, S: a marketer-specified list of users that is a target list for some
campaign and is a subset of the profile list P,

II. Profile list, P: a set of users where some of the users in the list are an audience
for some campaign(s) (should not all be coming from the same campaign), and
users who are in an audience have some behavior of interest (clicks, conversions,
sends, opens, etc.),

III. Number of lookalikes, n: number of people we want to get that are similar to
our seed list based on some common traits or behaviors,

We define choice of performance metric M as:

I. Choice of one metric that measures the seed list for which we will get lookalikes
for (e.g.: open rate, click rate, conversion rate, etc.),
II. Some campaign Cs that targets the seed list,

We develop an lookalike algorithm that gets a list of users that is,

(a) Similar to the seed list with respect to a given performance metric,

(b) Targeted by campaigns that are similar to the campaign of the seed list, and,

(c) Is not included in the original seed list. These new users are what we call the
lookalikes to our seed list.

We formalize the above requirement for lookalike Q* as:
Given a profile list P, seed list S, and an integer #n, find a subset Q * € P — § such
that,

1. The cardinality of Q *is nif [P — S| > n and < n otherwise,
2. And as the correctness criterion,

perf(Q * N aud(Cj)) > perf(S N aud(Cj)) — e.
for all Cj perf(Q * N aud(Cj)) > perf(S N aud(Cj)) — € for a threshold € where:

(a) For all Ci where Ci targets S and

(b) Forall Cj where Cj targets (S U Q ), sim(Ci, Cj) > § for some campaign-specific
similarity measure sim and threshold §

(c) And the performance metric perf where perf(Q* N aud(Cj)) is a function that
calculates performance of the subset of O* intersecting with the audience of
campaign Cj (defined as aud(Cj)).
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17.4 Dynamic Profile Cluster Lookalike Model
(DYNPRO_CLUST_LOOKALIKE_MODEL

17.4.1 Summary

Our approach is to reduce the complexity of the user-user similarity-based approach
by hashing (clustering) the users into buckets based on important or reduced features
and then find similarities between feature vectors at a bucket level rather than at user
level. Here, the entire profile user set (P) is hashed (clustered) into buckets.

Once we know the buckets (clusters) for candidate users (C), we can find the
closest buckets to seed users based on similarities on aggregate features of both
candidate and seed audiences. This is a slight modification of the approach suggested
in [8]. Their approach is based on similarity as well but is computationally intense.
Ours is divided into three phases:

Phase 1: Identify important features (from an initial set of features) based on
predictive feature selection and reduction methods.

Phase 2: Allocate the entire user sets (profile lists) into buckets based on above-
reduced features.

Phase 3: Compute the aggregate behaviors (or vectors) of the transformed features
for each bucket and the seed. Then, identify similar buckets to the seed. As a result,
the performance of the lookalikes is similar to the performance of the seed and is
optimality as follows:

I.  Operating at bucket level for similarities rather than user level similarities.

II. Performing prior feature selection and reduction based on feature importance
methods right at the beginning for each tenant enterprise in a multiple tenant
application. Note, the features are varying per account and hence no uniformity
at the beginning of training for each enterprise.

III. Leveraging the aggregated bucket vector by using averages, etc., of the feature
vectors of each user in each bucket.

The DYNPRO_CLUST_LOOKALIKE_MODEL model is detailed below:

1. Identify important features using feature selection methods for an account.

2. Build standards representation of seed audience (and candidate audience) using
feature compression/decomposition techniques (like NMF and SVD). This gives
a D dimension feature representation for each user (in both the seed list and entire
list).

3. Bucketize entire list of users into K buckets based on above D dimension features
using clustering (a form of hashing).

4. Aggregate (mean) standard features representation of both seed list and candi-
date clusters (buckets) to get K (clusters) + 1 (seed) vectors of features of D
dimensions.

5. Build similarities between K buckets(clusters) and seed list vectors (this is
where this method differs and simplifies computation) using similarity measures
(cosine, jaccard, etc.)
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6. Rank clusters according to similarity measures.
7. Use top clusters to generate lookalikes (after removing the seed users from these
buckets to generate the lookalikes).

17.4.2 Intuitive Proof

Proof: perf(Q*) perf(S) — ¢ ( for Cs and Cj where sim(Cs, Cj) > §).

If you choose features (A*) of S and Q* such that they completely determine
the performance of S and Q* on generic Campaign C. (Campaign C is said to be
“generic” if the subset of important attributes (A*) selected based on C performance
predicts the performance on every campaign Ci in enterprise within a small delta).

Note: We select important features (A*) on behaviors on a “union of all campaigns”
that acts as a proxy of a “generic” campaign.

This implies these attributes (A*) of S and Q* completely determine the
performance of S and Q* on a targeted Campaign Cs.

Hence, if Attributes(Q*) similar to Attributes(S) then perf(Q*) is similar to perf(S)
for Cs.

Hence, for a given Cs,

perf(Q*)©* = perf($)”* + .

perf(Q*)* > = perf($)®* — e.

Hence, for any Cj (as in Cj is similar to Cs where sim(Cs, Cj) > §).

perf(0*)9 > = perf(S)Y — e.

17.4.3 Model Workflow
(DYNPRO_CLUST_LOOKALIKE MODEL

In Fig. 17.1, we show the workflow of the model. First, we perform feature extrac-
tion/importance step from a list of arbitrary or dynamic features per enterprise or
account. We leverage ExtraTrees regressor method to derive feature importance [8]
over unknown features for each enterprise. This is then fed to a feature reduction
or compression step and translated into standardized features vectors per user using
non-matrix factorization [9], etc. All the users in profile P are then clustered using
k-means or similar unsupervised techniques. We aggregate these vectors per cluster.
We repeat similar aggregation and get a vector for seed. We perform cosine similar-
ities between seed and identify top clusters. We then pull the lookalike from these
top clusters. For each cluster, if there are too many, we randomly choose to match
the lookalike size.
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Fig.17.1 DYNPRO_CLUST_LOOKALIKE_MO=
workflow
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17.5 Evaluation

17.5.1 Qualitative Comparison

We first perform a qualitative evaluation for the various methods and study their
applicability in multi-tenant environment. Table 17.2 shows that regression methods
substitute training during inference for every seed. This makes it longer during infer-
ence, as training partly done at prediction time for every seed. Similarity-based
methods perform a user-user similarity and are very slow at prediction time due
to computation complexity of searching nearest neighbor for every seed element.
Segment-based methods need prior informed categories which are generally not
available over multiple tenants in EMAs.

17.5.2 Experimentation

As noted above, most of the existing methods suffer from a big drawback in its suit-
ability for multi-tenant EMAs. So, we device a new strong benchmark that has a high
enough bar. Since, this statistical behavioral benchmark listed in Sect. 5.2.1 involves
choosing among engaging users (that are most likely to engage again), and it is
observed to perform reasonably well in Oracle CX marketing applications. Thus, it is
reasonable for DYNPRO_CLUST_LOOKALIKE_MODEL to be calibrated against
1t.

Benchmark Statistical Behavioral Lookalike: For a given metric M (that is, we
run this benchmark algorithm separately for each metric OR/CR).

1. Compute for each recipient in profile universe P the value of the metric M. For
instance, if the metric is open rate, compute for each recipient the ratio # of opens
to # of sends;

2. Bin values of the metric as a ‘segment’ (SS); the granularity used for this should
be high, for instance, 10000 segments. Let SB be in the bins in Seed Cs, and SP
be the bins in universe P.

3. Count the number of recipients with each metric value in P. For instance, say
k recipients have click rate of 0.0123; find k for each open rate represented by
recipients in SB.

4. To build lookalike Q* by sampling from P using following criteria: From each
‘segment’ in Seed bins (SB), for each metric value v in SS, randomly choose
recipients from SP proportion to k.

Methodology The datasets are drawn from real customers Al and A2, with
Datasetl for retail, and Dataset2 for airline from Oracle CX marketing B2C appli-
cation. We pick existing audiences from existing campaigns seeds that already been
targeted in these historical campaigns, forming our seed audiences for which we
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Table 17.3 DYNPRO_CLUST_LOOKALIKE_MODEL vs benchmark OR

ACCOUNT | SEED SEED |AVG. SEED® |AVG. AVG.
NAME SIZE | Campagn OR | BENCH-MARK | DYN-PROCLUST_
performance® | LOOK ALIKE. LOOKA- LIKE OR
OR performance®
performance*
Dataset1 Seed1_1 |426K |16.1% 11.8% (—4.3%) 12.3% (—3.8%)
Seed1_2 407K |11.3% 9% (—2.3%) 12.2% (+0.9%)
Dataset2 Seed2_1 | 121K |17.6% 13.2% (—4.3%) 15.0% (—2.6%)
Seed2_2 | 51K 15% 14.4% (—0.6%) 14% (—1%)
AVERAGE 15% 12.1% 13.38%
81% OF SEED 89% OF SEED

need to build the lookalikes. Since, the performance of the seed is now known A
priori as these are historical campaigns, we can compare seeds performance to the
lookalike ones by looking at historical performances. We build the lookalikes using
both mechanisms and then compare its performance with the statistical benchmark.
Since we are not performing a live test, the lookalikes have not been sent in the seed
campaign, yet, we infer its performance by looking at its performance in campaigns
similar to the seed campaign. We device a heuristic (Sect. 5.2.3) to find out similar
campaigns to seed campaign.

Similarity Definition: Campaigns that received most of the seed Seedl_1,
Seed1_2 are drawn from account A1 that has launched real campaigns C1 and C2,
respectively. Seed2_1, Seed2_2 are drawn from A2 that has launched real campaigns
C3 and C4, respectively. The campaigns are reasonably big >50 k users. Note,
since the above methodology is only evaluating on historical measurements, and
the seed campaigns (C1...C4) have not received the new lookalikes, we use a similar
campaigns heuristic for evaluation of lookalikes. We assume the marketers are intel-
ligent and send similar audiences to similar campaigns. Based on this assumption,
we use a simple heuristic that campaigns are similar when they receive most of the
seed audiences (Seed1_1, Seed1_2, Seed2_1, Seed2_2), if not all. Table 17.3 shows
the open rate evaluations and Table 17.4 the click rate ones.

17.6 Pro and Cons

I. The DYNPRO_CLUST_LOOKALIKE_MODEL is a segment-segment
comparison approach. Itis very scalable at inference time being computationally
light.

II. During training, it performs clustering over the entire user universe, but this
infrequent and is a batch process. As such our algorithm has a do-once use-many
(reusability) paradigm.



17 Expanding Digital Marketing Campaigns ...

211

Table 17.4 DYNPRO_CLUST_LOOKALIKE_MODEL vs benchmark CR

ACCOUNT | SEED SEED | AVG. SEED" AVG. AVG.
NAME |SIZE |Campagn CR BENCH-MARK | DYN-PRO_CLUST_
performance® LOOK ALIKE. |LOOKA-LIKE CR
CR* performance®
Datasetl Seedl_1 [426 K | 0.8% 0.7% (—0.1%) 0.7% (—0.1%)
Seedl_2 [407K |0.7% 0.6% (—0.1%) 0.7% (+0%)
Dataset2 Seed2_1 [ 121K | 1.5% 1.1% (—0.4%) 1.4% (-0.1%)
Seed2_ 2 |51 K |1.1% 1.0% (—0.1%) 1.3% (+0.2%)
AVERAGE 1.03% 0.85% 1.03%
83% OF SEED | 100% OF SEED

4 Similar campaigns Cs that match a simple heuristic: Campaigns that received most of the seed

b Since entire seed is not sent in similar campaigns, we only consider in each Ci its. overlapped
seed audience for its metrics evaluations:

¢ Aggregate performance of seed in top N similar campaigns Cs avg_top_N ( perf_Ci(aud(Ci)
intersection aud(S))

4 Aggregate performance of lookalike in top N similar campaigns Cs

avg_top_N ( perf Ci(aud(Ci) intersection aud(Q*))

III. The approach is not campaign-specific, in that it does not use the context of the
campaign explicitly, and as such is generic method.

IV. The approach is unsupervised. Hence, it does not need labels. This reduces the
training complexity.

V. The pre-processing serves the needs of varying user characteristics in multi-
tenant applications. This feature importance and reduction methods allow for
any set of features to be ingested into the process without prior knowledge.

VI. On the other hand, the lookalikes are accurate as long as the sufficient set of
features are passed that are informative. If not, then the lookalikes may not
perform well.

17.7 Conclusion

Digital campaigns in enterprise marketing applications (EMAs) are getting increas-
ingly sophisticated. The marketer demands intelligence during the campaign creation
and optimization process. Adding intelligent lookalikes to provide campaign expan-
sion is critical for long running campaigns. The prior lookalike methods are not
optimal or adequate to run in EMAs as they are in general multi-tenant. For such
needs, we device an unsupervised machine learning approach. Firstly, we extract
features from the dynamic (varying) set of characteristics for each enterprise. Then,
we standardize and reduce the features to a known dimension length to be subse-
quently fed to clustering methods for the entire user universe in enterprise. Finally,
we perform cosine (or similar) similarities on various vectors to draw out lookalikes.
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The process is compute efficient and infers quickly. When compared to a statistical
behavioral benchmark method, it produces 8—17% more accurate lookalikes.
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Chapter 18
Arts Marketing in Development of Smart | oo
City Tourism Experiences

Radmila Janic¢ié¢

Abstract The paper presents theoretical and practical aspects of impact of arts on
touristic experiences. The subject of paper is theoretical and practical approach in
development of touristic experiences by arts events and arts environment. Experience
marketing in tourism is new field of marketing research in academic institutions
and scientific marketing associations. The goal of the paper is to develop touristic
experiences based on culture, arts, media and arts environment. Specific goal of the
paper is to enlighten strategies of experience marketing in development of touristic
experiences based on arts. In empirical research, the paper will present result about
segmentation of target groups of tourists whose choose touristic destination on the
base of art’s events, as well as their satisfaction with arts events in the time when they
were in chosen destination. Results of research about tourist’s satisfaction would be
important for further research of development of touristic destination as brand.

18.1 Introduction

The subject of the paper is theoretical and practical approach in development of
touristic experiences by arts events and arts environment. Experience marketing in
tourism is new field of marketing research in academic institutions and scientific
marketing associations. The goal of the paper is to develop touristic experiences
based on culture, arts, media and arts environment. Specific goal of the paper is
to enlighten strategies of experience marketing in development of touristic experi-
ences based on arts and arts environment. The paper gives overview of all experi-
ence marketing approach, experiential marketing tools, holistic marketing elements,
internal marketing, integrated marketing, social responsible marketing and relation-
ship marketing in tourism. Key hypothesis of the paper is that the implementation of
holistic marketing strategies in development of destination brand on global market
place, based on touristic experiences, culture and arts, is modern platform for devel-
opment economy of one country. Good examples of implementation of culture and
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arts in development of brand destination, based on touristic experiences, on global
market place, are present in the paper. The research in the paper is based on case
studies of good examples of experience marketing in development of touristic experi-
ences by arts. The research, in second part, is based on focus group that realized with
touristic organizations in the cities and described in case studies. Focus group has
done with managers of touristic organizations. The research is based on qualitative
tools.

18.2 Experience Marketing, Experiential Tools and Holistic
Marketing Approach in Development of Tourism
Based on Arts

Artistic projects and artistic environment have impact on development of touristic
experiences and tourism in one city. History facts prove that arts develop visits of
tourists. Modern society needs cultural and arts content when they visit some city
[1].

Holistic marketing approach has challenge in improving planning process of
tourism. Holistic marketing approach has integrated marketing communication with
target audiences, which present opportunities for research needs and wants of public,
as well as social movements [2]. All parts of holistic marketing approaches are impor-
tant, internal marketing, integrated marketing, relationship marketing and social
responsible marketing, present in Fig. 18.1. Internal marketing strategies improve
touristic organizational structures and communications with team workers. Strate-
gies of integrated marketing improve consistent of touristic services storytelling.
Social responsible approach is base for every touristic services. Strategies of rela-
tionship marketing make platforms for clear and direct communications with target
audiences of touristic services. In all these ways, a holistic marketing approach is
the base platform for realization of development of tourism [1].

Holistic marketing approach has integrated marketing communication with target
audiences of touristic services, which present opportunities for research needs and
wants of tourists. It is very important that integrated marketing communications
have consistent storytelling with target audiences of touristic services [4]. Strategies
of relationship marketing develop and improve communications between touristic
institutions and their target groups. Social responsible approach gives platform for
development of tourism, as well as purpose and message to target groups. Strategies of
relationship marketing have specific impact in leading of touristic development. They
give opportunities of interactive communications with public through traditional
ways of communication and modern, social media. Two way communications give
opportunities for listening of wants and needs of public that shows ways for future
touristic development [3].

The experiences are regarded as key concepts in marketing today, and there are
different views and interpretations about the content of terms. Experiential marketing
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Fig. 18.1 Model of holistic marketing approach [3]

is a marketing technique that creates experiences between brands and consumers.
There are two connected concept of experience and experiential marketing.

A consumers create meaning to all perceives. Experience represents a meaningful
relationship between a person’s perception activity and a life situation and is of
particular significance to the person [6].

When the customer experiences something to be important, this forms of life
situations consisting of everything are in meaningful relationship [6]. The difference
between experience and experiential marketing is presented in Fig. 18.2. Experiences
are formed out of these relationships and life situations [6].

18.3 Good Examples of Impact of Arts on Development
of Touristic Experiences

The good example of implementation of development of touristic experiences based
on arts is “Budva Theatre City”. Every night in centre of city Budva in Montenegro,
during summer nights, tourists have opportunity to enjoy some artistic presentation in
“Budva Theatre City”, in theatre events, in music events, literature events, exhibitions
and philosophical discussions.

It is theatre under the open sky, surrounding by old stone houses and in the centre is
stage where visitors could enjoy in arts, brilliant actors role and stories all-around of
the world. Every nigh, theatres around world present their theatre projects, literature
events, music events, exhibitions, movie nights and philosophical discussions. Some
projects are traditional, but some other projects are interactive, so visitors can take
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part in events. The city Budva bases brand of destination by this open sky theatre,
with others touristic, historical, gastronomy, hospitality and culture that city Budva
gives.

Tourists had opportunity to enjoy in touristic services in cities, as well as to
enjoy in theatre events. Visitors had opportunities to introduce beautiful theatre,
literature and music events. Specially touchable is theatre events with stories of
life of historical persons, music nights with brilliant musicians, writers, painters,
photographers, present in Figs. 18.3 and 18.4.

After projections, visitors could write comments in the yellow book in theatre,
or online, on Web site of theatre, on Instagram, Facebook or Twitter pages. The
comment was that visitors enjoy in beautiful artistically events. The theatre events
had attention of media, televisions, radio stations, as well as, social media. The theatre
events bring artistic experience to visitors. Touristic visits in the Budva rise every
year. It proves that cultural and art’s events impact on development of tourism on
global market place.

Good example of implementation of experience marketing of arts in development
touristic experiences and development of tourism of one country, as brand destination
is Split, in Croatia. Split has deep historical and artistic stories, brilliant hospitality,
gastronomy and tradition. Tourists adore to walk around streets of old centre of Split
to feel sea, mountains and kindness of people. In the centre of the city is Croatian
National Theatre, it is place where tourists could enjoy in art of theatre. Music, movie,
literature and dance festival follow summer time spirit. Tourists enjoy in atmosphere
of arts and culture in beautiful Split, full of arts and culture, present in Fig. 18.5.
Gastronomy, arts events, history, tradition, hospitality, all these give great touristic
experiences and develop Split as brand destination.

Fig. 18.3 Theatre City Budva, guest of evening is Bitef theatre from Belgrade with The King New
Dress. Source (gradteatar.me)
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Fig. 18.5 Split summer arts events. Source (splitsko-ljeto.hr)

Good example of implementation of experience marketing of arts in development
of tourism in European cities is exhibition Leonardo da Vinci—500 yr of genius.
The exhibition was present in London, Rome, Venice, Paris and Athens. In that time,
many tourists came to chosen city to enjoy in life of city and visit exhibition.

The exhibition gave whole view of Leonardo da Vinci work, life and thoughts. The
first room presented Leonardo’s machine works. Second room presented Leonardo’s
medical research of human body, present in Fig. 18.6. Third room presented different
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Fig. 18.6 World Exhibition “500 yr of Genius”. Source (whyathens.com)

views on Leonardo’s favourite paintings “Mona Lisa”, present in Fig. 18.7. Families
with children, young people, middle age people and retired people were visitors.
They enjoyed in look on Leonardo’s paintings. Special room presented Leonardo’s
painting “Secret dinner”. In middle of exhibition was room where was presented

Fig. 18.7 World Exhibition “500 yr of Genius”. Source (whyathens.com)
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multimedia artist’s work, with his philosophical thoughts, such as ‘“Nothing can
be loved or hated unless it is first understood”, “In time and with water, everything
changes”, “Water is the driving force in nature”. Comments on social media were that
exhibition is brilliant as Leonardo da Vinci deserve. Especially, young people was
interested on his work, thoughts and life. Many young tourists come to London, Paris,
Rome and Athens. Whole exhibition was sophisticate, and, also, strong experience,
according to visitors comments, what inspired tourists around world to come and
visit exhibition.

18.4 Focus Group

Author of this paper had opportunity to make focus group with touristic managers
in touristic organization of Budva, Split and Athens.

Managers of these organizations conclude that culture and arts have impact
on development of tourism in Budva, Split and Athens. They emphasized that all
aspects of holistic marketing approach are important, internal marketing, integrated
marketing, relationship marketing, based on social responsible approach in devel-
opment of tourism, based on culture and arts. Interesting is that they enlighten role
of care about tourists, in the way that people, visitors feel that touristic institutions
and organizations, hotels, hostels, restaurants, cafe bars, as well as cultural and art’s
institutions care about them and their experiences.

All these institutions touristic and artistic care about history, tradition and in that
way give brilliant experiences to tourists. They emphasize that in implementation of
marketing in development of tourism based on arts and culture, and it is important
to be passionate about tourism, be kind in hospitality of tourists, respectful and
sophisticate with tourists. Members of focus group, managers of touristic destination
Budva, Split and Athens, emphasized that it is important that offline and online media
write in good way about society, people, hospitality, nature, culture, and history,
arts in Montenegro, Croatia and Greece. They concluded that media contents about
tourism, culture and art’s events have impact on development of destination brand.
Every year people come to Budva, Split and Athens to visit historical places, to visit
National Theatres, exhibitions and museums. Media in these countries enlighten
all aspects of history, arts and culture. People on social media share pictures of
Budva, Split and Athens and their experiences. Tourists write comments on social
media, like Facebook, Twitter, especially Instagram about their visits. On the other
side, managers of touristic organizations, emphasized that it is important to open
Instagram profile of touristic organizations whose call tourists to send their pictures,
as well as managers call artists, photographers, painters to send their works, so all
pages are focus on the cities.
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18.5 Conclusion

The paper presents theoretical and empirical approach to experience marketing and
impact of arts on development of touristic experiences. In that way, countries could
build brand destination. In the paper are present case studies, as good examples of
impact of arts on development of touristic experiences. The research in the paper
has done by focus group with managers in touristic organizations. The research is
qualitative.

Theoretical analysis, comparative analysis, examples from practice and focus
group with managers in touristic organizations about implementation of culture and
arts in development of touristic experiences give conclusion that it is necessary
to innovate marketing strategies in the field of tourism. It is interesting that they
enlighten role of care about tourists, in the way that tourists, visitors feel that touristic
managers and art’s institutions care about them and their experience. Media contents
about tourism, culture and art’s events have impact on development of destination
brand. Social media gives opportunities to share experience about destination, to
write comments and create groups to describe beloved destination brand. Media
have role to improve destination as brand. Specialized journals for tourism write
about touristic important facts, but it is, also, important that daily newspaper write
about ordinary touristic information, cultural and art’s events, about lifestyle of local
people, tradition, music and history. It is very interesting that even movies impact on
development of destination brand. Literature has an impact on destination brand, by
located storied on some city, describing flow of book in that city. Social media have
the most important impact, because many bloggers have stories about experience in
some city. They describe experiences, feelings, gastronomy, history, culture and arts
of some city. Synergy of all these elements impact on development of destination
brand.

Results of focus group emphasized the most important experiential tools for devel-
oping of touristic experiences and building of brand destination. In focus group,
touristic managers emphasized that in implementation of marketing in tourism, and
it is important to be passionate about arts, culture, hospitality, respectful and sophis-
ticate and include culture and arts in development of touristic experiences in order to
build brand destination. Arts open hearts and it is way to connect people and share
messages.
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Chapter 19

The Territorial Organization of Public oo
Tourism Statistics in Spain: A Problem

of Date Generation and Use

in Geomarketing

Maria Pilar Pefiarrubia Zaragoza® and Moisés Simancas Cruz

Abstract The changes produced in the last decade in tourism have generated new
demands for statistical information that is comparable over time and space, on a
microdata scale and focused on knowledge of tourist behaviour. However, the decen-
tralization of the production of tourism statistics in Spain, derived from the division of
powers between the Spanish state and the autonomous communities, has produced
the emergence of various and multiple alternative entities for the generation and
transfer of tourism data. This fragmentation produces a high dysfunctionality and
inefficiency, due to, among other circumstances, a high heterogeneity and duplication
of data, a heterogeneity of methodology and types of data, which impede compa-
rability, a duplicity of spending, etc. All this explains the non-existence of a state
statistical system integrated tourist data. The result is that the important advances
in the statistical production and its diffusion from the scope of some autonomous
communities contrast sharply with the stagnation of the model of institutional coordi-
nation. Therefore, we are facing a problem of lack of governance. The main objective
of this paper is to identify the weaknesses of the current territorial organization of
public tourism statistics in Spain; this is to a problem of data generation and use in
geomarketing.

19.1 Introduction

Every tourist destination has attractive elements for particular and specific segments
that only satisfy certain types of demand. Indeed, every destination has a unique
profile due to its various physical features, which in turn affect its intangible aspects.
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This gives rise to a certain spatial behaviour among tourists, in the sense that most of
those that are found in the same area display similar preferences, needs, motivations,
behaviours, habits, attitudes, expectations and patterns of geographic mobility and
also consume similar products and services [1].

Identifying relatively homogenous subgroups of tourists based on the supposition
that they share a common interest in certain characteristics of a tourism area is
possible and necessary. Doing so allows the territorial behaviour patterns of tourists
to be identified, which can then be used as the basis for the spatial classification of
homogenous tourism areas.

The territorial variable is essential in this segmentation and even micro-
segmentation processes, not so much for its influence on behaviour, but rather for its
capacity to identify and characterize homogenous groups of tourists [2] and, there-
fore, the aforementioned areas. However, the usual approaches to segmenting demand
usually overlook such considerations. Geomarketing can resolve this problem
because, among other things, it is an efficient marketing methodology and plan-
ning technique which allows the geographic behaviour patterns of the consumer
to be defined. However, there are various problems with applying marketing in
coastal tourism areas, among which is the lack of microscale, geo-referenced and/or
geo-coded alphanumeric statistical information.

19.2 Problem Statement: The Lack of Adequate Statistical
Fata for the Application of Geomarketing Techniques

Geomarketing techniques and strategies provide an answer to innumerable issues
closely tied to geography that were traditionally dealt with using marketing tech-
niques. Itis not just a way to track the geographic location of people using geographic
location data obtained from a mobile device. On the contrary, it can be applied to
spatial economic analyses, based on the sociological-geographic premise that people
who share nearby geographic spaces tend to have similar behaviours, consumption
patterns and attitudes.

In essence, geomarketing is a discipline that analyses markets from a territo-
rial perspective. It represents a confluence of geography and marketing, although
some authors view it as a unique field [2—6]. According to reference [3], the main
function of geomarketing is to approach the four elements of traditional marketing
(product, communication, distribution and price) from a spatial perspective. This
helps answer several key questions asked when developing business strategies: who
are our clients and who should be our clients; what are the complementary estab-
lishments: where are our clients located; what do they buy; what do they use; where
is our potential market; are our distribution points located in the right places; or
where should we focus our marketing campaigns. It is essential to understand the
elements that make up a geomarketing system: the location and management of terri-
torial statistical information, understanding how the geographic information system
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works, proficiency in statistical techniques and spatial econometrics (localization
models, spatial interaction models, spatial regression) and knowledge of strategic
marketing tools [4].

Applying a geomarketing system in a tourist destination allows more detailed
studies to be carried out, if the appropriate data is available, especially regarding
tourist behaviour and the weaknesses and potential of the destination. In line with
intelligent business systems, applying geomarketing to the territorial segmentation
of tourist areas allows for the sufficient scalar desegregation of data, generating
knowledge about tourists and how they relate to the territory. This facilitates making
intelligent decisions in tourist destinations. For this geomarketing processes require
alarge amount of diverse, alphanumeric statistical information at the microscale that
is georeferenced and/or geocoded so that they can be properly represented on a map
[7, 8]. These geographic data are necessary to define areas in which tourists have
similar characteristics. Spatial data processed using spatial statistics and visualized
through thematic maps in order to determine market behaviour in specific geographic
areas is used to help make informed business decisions [9]. In this regard, reference
[10] suggests that the most sought after information is the demand profile, followed
by arelative analysis of the supply and competition and about innovation. Therefore,
going beyond mere information about the number and origin of tourists, these spatial
data should provide a deep understanding of tourist preferences, behaviours, needs,
expectations, consumption patterns, purchasing behaviour and attitudes, all of which
can be compared over time and space.

However, traditional sources of public statistics are not adapting well to the current
demand for tourism information, the use of data derived from digital footprints or
the impact that information and communication technologies are having on both the
consumers and supply [11]. The data provided by traditional statistical institutes and
observatories on the local level provides an extremely limited representation of the
state of the tourism system [8]; in this sense, the information is usually reduced to
the number of visitor arrivals and departures, the number of overnights, the amount
of money spent by foreign tourists, etc. Additionally, although there are instruments
and resources that provide optimal conditions to collect data, there is still a lack of
methods that can unify information at different territorial scales. Thus, the statistical
averages at the municipal level do not reflect the varied situations in different tourism
areas in each municipality. Therefore, the usual public statistics sources are not
enough to obtain a detailed understanding of the profile of today’s tourist at the
municipal and, above all, infra-municipal levels.

For more than thirty years, the sources of tourism information in Spain have
centred on collecting data [12, 14]. However, public data sources are outdated in rela-
tion to the information necessary for geomarketing. Reference [12] already pointed
out the need to elaborate new statistics in a framework in which the information
was unstructured and offered little information related to travellers and their trips.
Reference [13] reveals some of the shortcomings listed by [12] and alludes to a
statistical treatment limited to the limited data on the movements and characteristics
of tourists, as well as the offer of accommodations and tourism spending. Through
an analysis of the opinions of different expert users of tourism information sources,
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[15] points out serious shortcomings: (a) the lack of sources of information; (b) their
inability to provide a comprehensive understanding of tourism activity; (c) their
inadequacy in the face of the variability in the changes taking place in the sector;
(d) the confusion in conceptualization; (e) the lack of accessibility, which involves a
certain amount of obfuscation in the management of tourism information, as well as
delays in production times; (f) the inadequate geographic scale, as the data is usually
systematized at the regional (autonomous community) or provincial levels, but not
at the local level; (g) the heterogeneity of the sources, which hinders comparative
analyses between territorial areas and h) the lack of prospective analysis, information
sources are oriented towards events that have already happened and do not anticipate
future actions.. Reference [10] also considers the tourism information provided by
the institutions to be out of date, disperse and often not public. At the same time,
they suggest that any tourism knowledge and information platform must incorporate
private’s sources of information [10]. This makes it necessary to examine the public
systems of tourism data collection, especially those related to tourist behaviour,
preferences and movements.

The main objective of this paper is to identify the weaknesses of the current
territorial organization of public tourism statistics in Spain; this is to a problem of data
generation and use in geomarketing. In order to provide empirical evidence, analysis
is carried out on statistics provided by the state (national scale), the autonomous
community of the Canary Islands (regional scale) and the island of Tenerife (insular
scale). The Canary archipelago is one of the main coastal vacation destinations in
Europe; according to the Canary Islands Statistics Institute (ISTAC), the islands
received 15.110.866 visitors in 2019, ranking first in overnight stays in tourism
accommodations for non-residents among the 272 Nuts two statistical regions of the
European Union.

19.3 Methodology and Sources

This paper is presented as a case study. Thus, it is approached with an empirical
research methodology with fundamentally qualitative techniques based on the study
of the real context, in which multiple sources of evidence are used and with an essen-
tially inductive, partially, deductive scientific approach. To do this, a comparative
analysis of public statistics on Spanish tourism is necessary.

The public bodies that have traditionally managed the data on tourism activity
in Spain have been the INE and the Sub-Directorate General for Tourism Knowl-
edge and Studies, belonging to Turespana. INE is regulated by Law 12/1989, of
9 May, on the Government Statistics Act, which regulates the national statistical
activity, which is the exclusive competence of the central government, as well as
by Royal Decree 508/2011, of 11 May. Among INE’s statistical operations, 22 are
related to hotel and tourism operations; INE is the service responsible for carrying
out and disseminating 14 of them and is a participating body in the rest. However,
in accordance with the objective of this study, we will only analyse INE’s main
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statistical operations directed at tourism demand through direct personal interviews
with tourists: the “Residents Travel Survey” (ETR/FAMILITUR), the “Statistics on
Tourism Movements on Borders” (FRONTUR) and the “Tourist Expenditure Survey”
(EGATUR). These statistics study visits (trips and sightseeing) taken by both resi-
dents (ETR/FAMILITUR) and non-residents in Spain (FRONTUR and EGATUR).
Tourism visits are considered any movement outside an individual’s habitual area of
residence (lasting less than a year), as long as the main reason to travel is not for
employment in a business located in the place visited.

Public administration at the regional level in Spain is carried out by the
autonomous communities. Each autonomous community has its own system to
generate statistics related to their territory, which is organized and run according
to their own legal norms (autonomy statutes, statistics laws, statistics plans, etc.).
ISTAC is the central body of the statistics system in the Canaries and the official
research centre of the Government of the Canary Islands. This institute was created
and regulated by Law 1/1991, of 28 January, concerning Statistics in the Autonomous
Community of the Canary Islands. Its functions include providing statistical infor-
mation in this autonomous community, addressing the particular needs of the islands
and following the principles established in the European Statistics Code of Practice,
as well as coordinating public statistics activity for the archipelago.

The strategic importance of the tourism sector within the economy of the islands
explains why ISTAC elaborates nine statistical operations dealing with the hospitality
and tourism industries. These operations cover various topics, but the ones that are
related to our study are FRONTUR-Canarias (“Statistics on Tourist Movements on
the Borders of the Canaries”) and EGT (“Tourist Expenditure Survey”).

Article 23 of the Statute of Autonomy of the Canary Islands establishes that each
island is responsible for carrying out the functions that have been transferred or
delegated to them by the autonomous community and for collaborating in the devel-
opment and execution of the agreements adopted by the Government of the Canary
Islands, in accordance with the laws established by its parliament. In this sense, the
cabildos insulares (“island councils”) act as government, administrative and repre-
sentative bodies for each island, with a dual condition: on the one hand, they are the
independent entities of insular governance, and on the other, they are institutions of
the autonomous community of the Canary Islands. As an institution of insular govern-
ment, in 1975 the Cabildo Insular of Tenerife was the first body in the autonomous
community to generate tourism statistics. Today, it carries out three operations to
collect tourism data. The area of Employment, Commerce, Industry and Socioe-
conomic Development carries out the “Tenerife Receptive Tourism Statistics” and
“Survey of Tourists Visiting Tenerife”. The area of Tourism, Internationalization and
Foreign Action systematically collects data on hotels and non-hotel accommodations
through its “Tourist Police” department.

The sequence followed in the research work has been the identification and
analysis of the tourist statistical sources elaborated by public administrations at
different scales (national, regional and local) (Table 19.1), with the aim of detecting
duplications.
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Table 19.1 Comparative
analysis of the operations
carried out at each scale INE FRONTUR National

Institution Statistical operation Scale

Overview of tourist spending
(EGATUR)

ETR/FAMILITUR
Hotel occupation survey
ISTAC FRONTUR-CANARIAS Regional

Tourist expenditure survey
(EGT)

Tourism accommodation survey

Cabildo Receptive tourism in Tenerife Insular
statistics

Survey of tourists visiting
Tenerife

Police registry

Source Adapted from reference [8]

19.4 Main Results and Contributions

19.4.1 The Lack of Continuity and Consistency Between
the Different Administrative Levels
in the Construction of Data

There are currently many primary sources of information on tourism available at
different geographic scales in Spain (table 19.1). Nevertheless, the way in which
these large volumes of information are obtained make it difficult to convert the data
into concrete knowledge [16].

The public institutions themselves began to have concerns about the production
of statistics, leading INE in 2011 to consult the main institutions who used these
information sources regarding the strengths and weaknesses of the system. Refer-
ence [17] enunciates the deficiencies that were registered, highlighting the difference
between the information needed by the public administrations (tourist spending by
residents, private accommodations used for tourism, information about excursions,
as well as greater dissemination and in shorter time) and private businesses, which
demand not only indicators, but also forecast regarding the probable tendencies in
the sector.

The transversal scalar analysis carried out by reference [8] on the different
public statistics operations detected a serious problem related to the duplication
of tourism statistics operations at different geographic scales (Table 19.1). Thus,
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various statistics related to tourism supply and demand overlap, juxtapose and super-
impose different scales, continuously generating redundant data, specifically, related
to tourism demand.

The statistics related to demand are repeated in the operations carried out at
each scale by different institutions: INE creates the FRONTUR-EGATUR and
ETR/FAMILITUR surveys; ISTAC creates FRONTUR—with the sample expanded
for the Canaries—and the Tourist Expenditure Survey, and the Cabildo of Tenerife
is in charge of the “Survey of tourists visiting Tenerife”. Despite having the same
objectives (understanding the behaviour, characteristics and spending of tourists in
destination and origin) and methodologies (data collection in airports at the end of
trips), the statistics provided by INE and the regional and insular statistics are gener-
ated in different areas of action. The statistics provided by INE cannot be disag-
gregated below the regional scale (autonomous communities), making them invalid
for making decisions at sub-regional scales. In addition, INE’s surveys are based on
traditional variables that had provided adequate information before the appearance
of the new tourist paradigm. However, using only these kinds of variables today
leaves serious gaps in the information needed to understand tourist behaviour. In
contrast, the statistical operations elaborated at the regional and insular scales allow
for adequate geographical disaggregation, and they also consider variables that allow
new tourist behaviours to be understood. With this in mind, two statistical operations
have been identified that are valuable due to the quantity of information they are
capable of providing; the reason they are both used is because one presents official
tourism statistics produced in accordance with European law and global recommen-
dations (ISTAC), while the other is flexible enough to constantly adapt to meet the
needs of the demand relatively quickly (Cabildo de Tenerife).

19.4.2 The Disarticulation of the Territorial Organization
of Public Tourism Statistics in Spain
as an Explanation of the Problem

Explaining this problem is the disarticulation of the territorial organization of public
tourism statistics in Spain. The situation of public tourism statistics in Spain is conse-
quence of the compartmentalized and sectorial political and administrative structure
derived from the distribution of competences established in the Spanish Constitution
of 1978. This made Spain a decentralized political and administrative state, following
the principles of subsidiarity contemplated in article 5 of the Treaty of Maastricht.
In virtue of this constitutional precept, Law 12/1989, of 9 May, concerning Public
Statistics, outlined the competences of the central and regional administrations in
the area of statistics in its explanatory statements: “state competences are unlim-
ited and absolute, regardless of the also absolute competences of the autonomous
communities to organize and generate statistics that concern their interests”. This
allowed both the central administration and that of the Canaries to develop complete
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statistical services and activities and, therefore, to design, collect, validate, record,
filter and carry out any other treatment of information.

This decentralization of the production of tourism statistics caused by the distri-
bution of competences (following the principle of subsidiarity) between the Spanish
state and the regional autonomous communities has given rise to many alternative
entities that generate and transfer tourism data. This explains the proliferation of
regional, supra-municipal (insular), municipal and even infra-municipal (tourism
area scale) statistical instruments. Diverse public administrations now produce and
publish their own tourism data without coordinating their efforts with other admin-
istrative levels or even with the central state administration, despite the fact that
seeking opportunities for cooperation could be crucial or at least convenient, given
that they also have functions and competences assigned to them.

The transfer of exclusive competence over statistics for non-state purposes created
a functional decentralization in tourism statistics, with the exception of those for
“state purposes”. This explains some of the dysfunctionality and inefficiency in the
current organization of Spanish statistics, with the consequent negative effects on
the generation, use and dissemination of tourism data.

First of all, it generated a sui generis model of regional decentralization. The
territorial organization of Spanish tourism statistics is unique, and therefore, it is
difficult to compare it to other international examples [18].

Second, the shift from a centralized state to a state with autonomous communities
does not only generate changes in scale, but also gives more protagonism to the
public administration that has the competence produce and disseminate tourism data
at the infra-state level. In this sense, the strategic role of the regional administration
was reinforced, placing it on par with the state and local levels. This explains the
great diversity in administrative structure among the different levels and territories; it
is possible to find the same competence in partially or totally different departments,
sometimes as the only focus of that department, sometimes in conjunction with
other matters. This has made it more difficult to define a single, integrated statistical
system; although this is not surprising given that the preamble of Law 12/1989
expressly renounced a system of statistics that integrated the central administration
and the autonomous communities.

Third, given the administrative organization of Spain, each autonomous commu-
nity has its own system to generate statistics in its territory, elaborated according to
its own laws (statutes of autonomy, statistics laws, statistics plans, etc.). This has
increased the complexity of the political-administrative structure of public tourism
statistics: a state agency (INE), autonomous communities with their own statistics
agencies included in their regional administrations and provincial statistics agencies
that form part of the central system; to all of this, we have to include the case of the
Canary Islands, in which some of the cabildos insulares generate and disseminate
their own tourism statistics. The result is a disparate set of 17 regional statistics orga-
nizations, with highly unequal development and capacities. At the same time, for
the most part, they are “closed and independent systems from each other and even
virtually impermeable” [18].
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19.4.3 The Effects on the Production of Tourist Data
of the Territorial Organization of Statistics

This fragmentation is extremely inefficient. Among other issues, it generates dupli-
cate data, parallel statistical operations and heterogeneity in the methodology and
types of data, hindering the ability to compare results, an overload of responses
to the departments in charge of disseminating the information, increased spending,
etc. This problem is exacerbated by the fact that instead of undertaking the work of
coordinating, harmonizing and regulating these new sources, the National Statistics
Institute (INE) has limited itself to producing its own data. This explains why there is
no integrated state statistical system for tourism data. The final result is that there is a
stark contrast between the important advances in the production and dissemination of
statistics that have taken place in some autonomous communities and the stagnation
of the institutional coordination model.

Similarly, it created a heterogeneous administrative system, given the diversity
of organizations of the 17 Spanish autonomous communities. This has created a
dual situation: while some autonomous communities have shown interest in creating
their own tourism statistics apparatus, as in the case of the Canary Islands, which, in
practice, has created a network parallel to INE, others have only stated their intention
to do so. To a great extent, this difference is the result of different capacities for
organization and management by regional governments and political will, which is
manifested through adequate budget funding and providing personnel to produce,
treat and disseminate the statistics.

Furthermore, it provoked a rupture between the different levels of decision-making
defined by the political system. This is because decentralization has been accompa-
nied by a lack of coordination and cooperation between different administrations
in the Spanish state [19], both vertically and horizontally, formally and informally
[20, 21]. In addition, competition between the central and regional governments
contributes to blocking any advance in collaboration on statistics. This attitude is
also expressed by a lack of collaboration between public institutions and other orga-
nizations, that are not necessarily public, but that have the capacity to generate big
data [8]. In other words, the mechanisms for voluntary coordination and coopera-
tion between the state and the autonomous community have failed, as well as the
homogenization of statistics contemplated in Law 12/1989. To make matters worse,
infra-regional services do not allow themselves to be subject to effective coordination
and the central body in charge of statistics (INE) is not positioned correctly in the
organizational chart, which in practice hinders it from exercising its competences
[18].

All of this was exacerbated by the fact that some of INE’s statistical operations
were not designed to meet the need for territorially and functionally disaggregated
information in the autonomous communities. The same can be said of INE’s exces-
sively centralist approach to producing statistics [18]. This explains why the statistics
institutes of the autonomous communities opt to broaden the scope of some of INE’s
operations and to carry them out themselves, in order to obtain the data they need.
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The growing importance of administrative statistics also explains why tourism data
is generated at the infra-regional scale. Public statistics producers have moved closer
to the administrative departments that generate the information, either by directly
collecting information, or by exploiting administrative information.

The constitutional transfer of competences explains many of the contradictions
in how tourism statistics are generated, but problems can also be seen in the lack
of vertical coordination between national, regional and insular administrations and
even horizontal coordination between departments of the same public administration.
This is because there is no risk of prevalence of regional administrations over insular
administrations. So, regional statistics services face difficulties in collaborating in
the production of statistics of their autonomous communities. This explains why
there is often a lack of coordination in the generation and dissemination of statistical
data between the competent regional service (ISTAC, in the case of the Canaries),
the councils (departments) in which the regional service does not intervene and the
infra-regional administrations.

Therefore, the decentralization of statistical operations has produced more
detailed information on tourism which satisfies all the needs of the different levels
of public administration in the autonomous communities. This is certainly the case
of the Canary Islands.

In this context, the 2018-2022 Statistics Plan of the Canary islands, approved by
Decree 78/2018, of 21 May, has two objectives: first, to continue guaranteeing that
the autonomous community, the archipelago’s institutions and users are provided
the statistical information they need to make decisions, at the proper geographic
levels, promptly and in accordance with pre-established schedules; and second, to
continually improve the efficiency with which the statistics are produced. To this
end, it establishes that the statistical operations must be elaborated by ISTAC in
collaboration with other bodies and councils of the Government of the Canary Islands.
The plan does not figure in the budget for the autonomous community’s general
administration, because the cost is assumed by the different bodies in charge of
executing the operations with the available credit, without needing to make budget
changes.

19.5 Conclusions

Data has become a synonym for information, representing the raw material from
which knowledge is forged. While data is essential in any sector, it is particularly
important to make the proper decisions in tourism. It is no longer enough to simply
know the volume and origins of tourists, a deeper understanding is required: this
includes their preferences, needs, characteristics, geographic behaviour patterns and
distribution systems. Moreover, products and services that improve their experi-
ences by adapting the destination to their needs and expectations must be defined.
These changes in tourism activity have generated new demands for statistical infor-
mation focused on understanding tourist behaviour at the micro-data level that can
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be compared over time and space. The possibility of exploiting large databases,
the appearance of new demands for information and the need to integrate petitions
at the European, national, regional and local levels demand a new territorial and
administrative organization of public statistics.

As described, the decentralization of the production of public tourism statistics,
derived from the distribution of competences between different administrations in
Spain, has given rise to diverse entities that generate and transfer such data. In this
sense, the autonomous communities have taken a lead role because in the current
distribution of competences they are the main public agents in charge of developing
tourism and, as a consequence, of generating tourism data for planning, management
and making decisions. Meanwhile, the cabildos insulares, as bodies of government,
administration and representation of each island, have also become key agents, with
three data collection operations implemented. However, despite the fact that decen-
tralization has intensified the dynamic of intergovernmental relations, as well as led
to changes and reforms to facilitate the coordination between administrations [22]
and led to a considerable improvement in tourism management [23], the mere decen-
tralization of the production of public tourism statistics in Spain has not improved
the efficiency of the services offered. Moreover, although instruments and resources
are available that provide the best conditions to collect data, there is still a lack of
methods that unify the information from different territorial levels, as well as identify
the type of information that is truly relevant to make decisions [8].

The progressive disaggregated at scale (national, regional or sub-regional) anal-
ysis of public sources of tourism statistics has led to a large number of problems in
terms of duplicated statistical operations. This leads to redundant data, an increase
in unnecessary work for informers and greater public expenditure. This leads to
competition between the different public bodies at different levels in the elaboration
of surveys. As mentioned, this is due to the lack of cooperation between administra-
tions. In addition, it could be useful to make the structures and procedures to generate
tourism data established by public bodies more flexible, in order to achieve greater
timeliness in their delivery and interpretation.

The situation is made worse by problems in communication, dialogue and asso-
ciative and collaborative work between statistics agencies in the entire public admin-
istration, including the central administration, the autonomous communities and the
local administration (insular). The absence of a culture of compromise and cooper-
ation is a major obstacle to the effective operation of the state at its different levels
(central, regional and insular). This leads to situations in which statistics agencies at
the national, regional, insular and municipal levels, or even different entities at the
same administrative level develop identical initiatives at the same time, duplicating
the work.

All of this seems to be explained by the lack of multi-level governance. All of
these issues that have been discussed here lead to a reflection on the appropriateness
of homogenizing the administrative structures. Keeping in mind that coordination
does not imply uniform action, but rather coherence, compatibility and the search
for a common goal [21], the idea would be to establish criteria for organizing and
coordinating different departments that share the same strategic objective in matters
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regarding the generation, exploitation and dissemination of tourism statistics. In
this order, the multi-level governance can ensure adequate institutional coordina-
tion between the different administrations with competences over the generation of
tourism statistics. For it, the national entity assumes the role of coordinator of the
statistical operations to eliminate the dysfunctionalities and inefficiencies that we
have described in the current Spanish statistical organization. To achieve this, we
need political leadership and institutional commitment.
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Chapter 20 ®)
How Global Brands Create Firm Value: St
Revisiting Steenkamp’s 4V Model

and COMET Dimension

Mohammad Bagheri

Abstract Global brands are creating firm value that can be translated into financial
outcomes. For this reason, the purpose of the current study is to analyze how global
brands create firm value and to conceptualize a framework based on its findings.
After thoroughly studying the 4V model and COMET dimension of Steenkamp
(How global brands create firm value: the 4V model. Int. Mark. Rev. 31:5-29, 2014;
Global brands in a semi-globalized world: securing the good and avoiding the bad.
Kenan-Flagler Bus. Sch. UNC-Chapel Hill. 1-68 (2015)), a conceptual model is
fashioned to identify the process of creating value in global brands. The proposed
conceptual framework extends Steenkamp’s (How global brands create firm value:
the 4V model. Int. Mark. Rev. 31:5-29, 2014) 4V model through four steps. First,
selecting the positioning of the brand in the consumer’s mind, second, identifying and
targeting the source of value, third, delivering the value, and finally harvesting the
value. The model specifies the process for creating value in global brands through
a course of actions, which involve both internal and external stakeholders of the
company. It underlines the interrelations between each step of value creation and
how distinctive activities build the value in the following step and strengthen each
other. The limitations of the study are discussed, and new avenues of research are
proposed.

20.1 Introduction

One of the main issues that managers are encountering today is finding the best
approach to build value into the products and services they offer, especially in the
era of which companies usually face challenges such as product commoditization,
fast-paced innovations, emergent competitions, and more demanding customers [3].
Knox [4] declares that the central concern in building brand value is the main shift
in customers’ perception of value that is challenging companies to change the way
they create value for them.
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Bowman and Ambrosini [5] argue that value carries a distinctive meaning for
different stakeholders. Provided that the firm functions for the interests of its investors
in order to deal with the external stakeholders, it acts as both customer and supplier,
in which the firm’s drive will have an impact on its roles, while there is merely one
source of new value creation inside the company, which is human capital.

Steenkamp [1] indicates that although global brands make strategic sense, it is
not apparent in what way they create firm value. In other words, what process under-
lies the value creation of global brands. The strategic decisions of global brands in
building global brand image and firm value are the result of consistent marketing
activities. The current environment which a firm is performing in is the combination
of some strategic decisions it has made on its way to globalization that is inclusive
of selection and segmentation of international markets [6].

Global brands have been defined throughout different research as brands that
consumers can find under the same name in multiple countries with generally similar
and centrally coordinated marketing strategies [7]. Schuiling and Kapferer [8] define
local brands as brands that are in one or limited geographical location, while global
brands are the ones with the same marketing strategies and marketing mix in all target
markets. Research shows that international brands benefit from brand equity, brand
image, brand awareness, perception of brand superiority, quality, high prestige, and
status; however, research on local brands indicates different results.

Delgado-Ballester and Fernandez Sabiote [9] extend the results of previous empir-
ical studies, which proved that brand experience has an impact on satisfaction, loyalty,
and brand meaning. The authors confirm other consequences of the brand experien-
tial value, such as brand equity, consumer—brand identification, and positive word of
mouth. The findings show that the influence of brand experiential value is higher on
brand equity and consumer—brand identification compared to brand functional value,
which means that these two variables are more developed by abstract and intangible
considerations. However, positive word of mouth is highly influenced by the func-
tional values of the brand. Therefore, the authors recommend focusing on offering
higher experiential values to customers that play an essential role in the customers’
responses to the marketing efforts of a brand, i.e., brand equity, and customer—brand
identification.

The study of Belo, Lin, and Vitorino [10] pertinent to brand capital and firm value
shows that there is a strong correlation between brand capital and average stock
returns in the cross section of US publicly traded companies. Further, the authors
highlight three main points. First, companies with low brand capital investment rates
have higher average stock returns than businesses with high brand capital invest-
ment rates. Second, more brand capital-intensive companies have higher average
stock returns than less brand capital-intensive firms. Third, investment in both brand
capital and physical capital is volatile and procyclical [10]. Furthermore, Madden,
Fehle, and Fournier [11] use monthly stock returns for the period of 1994-2000 to
empirically validate whether brand development strategies create shareholder value.
They discover that based on the valuation of Interbrand, strong brands demonstrate
both statistically and economically substantial performance advantages in compar-
ison with the general market. The results illustrate that companies with strong brands
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offer more value to their shareholders at less risk through higher return on investment
compared to the market benchmark, which is robust in the face of market share and
industry control [11].

It can be perceived that a strong brand has an impact on the value it offers to the
stakeholders. Thus, it is quite crucial to know the process of which global brands
undergo to build firm value. Accordingly, this study is set to investigate the underlying
process that global brands endure building firm value. Therefore, the purpose of
this study is to analyze how global brands create firm value and to conceptualize a
framework based on the findings.

20.2 Literature Review

20.2.1 Research Related to the Topic Under Investigation

According to Steenkamp [2], the two most essential developments in marketing that
happened during the past ten years are the globalization of the marketplace and
the increased significance of branding. According to Steenkamp [2, 5], there are
some elements which support the global integration of markets including “falling
national boundaries, regional unification, standardization of manufacturing tech-
niques, global investment and production strategies, rapid increase in education and
literacy levels, growing urbanization among developing countries, free(er) flow of
information (e.g., Internet), labor, money, and technology across borders, increased
consumer sophistication and purchasing power, and the emergence of global media.”
Furthermore, the author emphasizes the importance of branding as the lifeblood of
firms for five reasons: generating market share, increasing customer loyalty, intensi-
fying channel power, offering the potential for higher profit margins, and guarding
against competitive attacks.

Holt, Quelch, and Taylor [12] refer to the work of Theodore Levitt—The Glob-
alization of Markets—and argue that globalization is not about having homogenous
markets, rather it is about the globalization of cultures. The rise of global culture is not
that consumers possess the same tastes or values, but it is about the people of different
locations with a conflicting point of view sharing the same conversation, which is
drawn upon shared symbols. The authors declare that now conversation is about the
global brands, and “global brands have become a lingua franca for consumers all
over the world” [2, 12].

Edeling and Fischer [13] investigate the impact of marketing variables on firm
value using 83 studies and data from North America, South America, Europe, and
Asia, covering 40 years. The results reveal that most marketing firm value elastici-
ties are positive. The findings indicate five points. First, investment in marketing is
relevant. Secondly, the large magnitudes of elasticities related to marketing assets
recommend that the possible growth of firm value is considerable. Thirdly, invest-
ment in brands and customer relationships are underinvested in companies. Fourthly,



242 M. Bagheri

it is better to combine brand and customer perspectives instead of merely focusing on
just one marketing metric. Finally, different industries have heterogeneous marketing
variables in terms of firm value effects.

As measured by American Customer Satisfaction Index (ACSI), O’Sullivan and
McCallig [14] discover that satisfaction has a substantial influence on firm value,
which was measured by Tobin’s ¢ model—a capital market-based measure of firm
performance widely used in marketing research [14]. Benefiting from Tobin’s q
model, the authors establish a method by which marketing researchers could demon-
strate the relationship between marketing assets and the company’s value in the form
of an earnings-based valuation model.

Steenkamp [2] argues that even though there is a massive potential for global
brands in creating firm value, there have been numerous failure cases due to a lack of
brand strategy adaptation to local markets. The author calls them four Fs or four Fs
of failure. The first F is the failure to recognize unique, culturally grounded needs.
Second F is the failure to connect with local consumers. The third F is the failure to
empower local management. The final one is the failure to recognize and overcome
strategic hubris.

Holt et al. [12] conduct a two-stage research project (qualitative and quantita-
tive) and discover that consumers throughout the world associate global brands with
three characteristics, including quality signal, global myth, and social responsibility.
However, American values did not pretty much concern the consumers considering
being assumed critical by several companies. These three factors explain more than
60% of the consumers’ brand preferences, which made the authors conclude that the
global dimensions of brands have a considerable impact on their value in the eyes of
the consumers. They also uncover that country of origin was critical in consumers’
decision-making process, but it was one-third as significant as the perceptions driven
by the globalness of a brand [12].

Based on the reviewed literature, it can be declared that recognizing the source of
value for global brands is an essential subject for global brands. Consequently, the
following section will further clarify this issue by taking a deep dive into the two
most recent models which investigate the source of value in global brands. First, the
paper looks at the COMET dimension of Steenkamp [2] and then analyzes the 4V
model of Steenkamp [1].

20.2.2 The COMET Dimension

Steenkamp [2] develops a framework named COMET for identifying the source of
value for global brands and claims that global brands provide value to the company
along consumer, organizational, marketing, economic, and transnational innovation
dimensions. From the consumer point of view, many consumers prefer global brands
over local brands [2-7-12-15]. Steenkamp [2] lists four prominent reasons of which
describe consumers’ rationale for global brand preference: perceived quality, pres-
tige, global myth, and country of origin. Furthermore, the findings of Holt et al.
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[12] and Steenkamp et al. [7] reveal that perceived quality is ranked number one
(explaining around 50% of the total variation in consumers’ preferences of a global
brand) followed by the global myth (10-15%), prestige, and country of origin [2].

From the organization’s point of view. There are several reasons which source
value to global brands. First, global brands have easier and streamlined internal
operations. Second, global brands have quick rollout of new products, usually using
the same global brand name. Third, global brands facilitate making global competi-
tive moves (i.e., cross-subsidization). Fourth, global brands bestow an identity to the
firm. Lastly, global brands attract the best talents throughout the world by their great
appeal [2].

From the marketing’s point of view. There are several reasons in favor of global
brands inclusive of benefiting from media spillover which promotes a consis-
tent image, pooling marketing resources across countries that generate higher-
quality marketing campaigns, and leveraging best marketing ideas developed by
headquarters and a local subsidiary around the world [2].

From the economy’s point of view. Global brands benefit from the economies of
scale in procurement and production, which contribute in reducing the cost of goods
sold and enjoy the advantage of economies of scope in research and development
(R&D) and selling along with general and administrative expenses (SG&A), which
save them costs locally and regionally [2].

Finally, from the transnational innovation’s point of view, global brands can inno-
vate by pooling the best minds to work on a single product and offer higher-quality
products. Global brands are using their local markets (overseas operations) to inno-
vate and extend product offerings to other markets and have a bottom-up innovation
approach to overcome the scarcity of great ideas. Ultimately, global brands can
benefit from the new concept in global research and development called frugal inno-
vation to redefine the value proposition. Frugal innovation is “the process of reducing
the complexity and cost of producing a product by removing nonessential features
without compromising on basic reliability. These products may subsequently be
introduced in other markets including the developed world.” [2, 24].

Steenkamp [2] argues that even though consumers’ preferences are the primary
source of value for global brands, this is not the whole picture. Because there are
consumers who do not know that the brand is global, or if they know, it is not of
concern to them. Considering that, the value for global brands is generated from other
sources, including organizational, marketing, economic, and transnational innovation
that are usually affiliated with global brands. Accordingly, the author proposes that
a global brand should not necessarily score high on all dimensions of the COMET
dimension. However, a brand with low scores on all these dimensions does not have
the advantage of leveraging its sources for global strengths.

In order to know which dimension is the source of value for the brand, one
can use the Steenkamp COMET scorecard by answering a set of questions and
plot the answers in a snake diagram, and then interpret the results using these four
measurement criteria. First, if scores are larger than +35.5, it is the primary source
of value for the global brand. Second, if scores are between 4 and +35.5, it is the
secondary source of global brand value. Third, if scores are between 2.5 and 4, it is



244 M. Bagheri

not the source of global brand value. Lastly, if scores are less than 2.5, it is potentially
hurting the global brand value. It is crucial to highlight that any scores below 2.5
imply that the company is not capable of leveraging that specific source productively
[2, 26].

20.2.3 The 4V Model

Following obtaining insights into various sources such as academic research, busi-
ness case studies, consulting, teaching, and qualitative discussion with practitioners,
Steenkamp [1] develops a framework called 4V model that differentiates between
valued brands, value sources, value delivery, and valued outcomes. The 4V model’s
interrelations can be conceptualized as a global brand value chain where the value is
shaped in every following stage.

In terms of valued brands, firstly, one needs to define global brands. A generally
accepted definition for global branding has not been agreed upon because of different
attitudes toward its metrics, which are the company’s strategy, consumer perception,
and international sales [2].

Steenkamp [2] explores these three attitudes and argues that global brands, from
the standardization of marketing strategies point of view, are brands that utilize
similar (but not the same) brand names, positioning strategies, and marketing mixes
in most of their target markets. While from the consumers’ perspective, global brands
are the brands that are perceived to be global and are present in multiple world regions.
Additionally, from the international sales point of view, global brands are the ones
with a presence in multiple regions of the world, with some specific percentage of
their sales coming from outside their home country. Steenkamp [2] argues that based
on AC Nielsen, the threshold is 5%, whereas Interbrand’s threshold is 50%.

The abovementioned definitions are not necessarily conflicting, but they empha-
size different aspects of the brand; hence, the author proposes a new definition for
global brands: “A global brand uses the same name and logo, has awareness, avail-
ability, and acceptance in multiple regions of the world. It shares the same strategic
principles, values, positioning, and marketing throughout the world. Although the
marketing mix can vary, it is managed in an internationally coo