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Solutions to the problem set 1
Question 1:

a) We solve the following system of equations using Gaussian elimination and Cramer’s rule:

3 0 —1\ /%1 0
-1 0 2 X2 1=1(0
-1 4 0 X3 2

Using Gaussian elimination, we immediately realize we can not set x, coefficient in the third
equation to zero because the coefficients of x, in other 2 equations are already zero. We try
swapping the second and third rows, since it will have no effect on the results.

3 0 —1\ /%1 0
-1 4 0 X2 =12
-1 0 2 X3 0

3 0 -1)0
2
0

-1 4 0
-1 0 2

using elementary row operations: (we use the first row to set the x; coefficients in second and third

row to zero)

We then form the augmented matrix:

dx, — =x; =0 > = =
X2 3x3 X2 5

3% — x3=0->x;, =0
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Using Cramer’s rule, we have:
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we first follow the elementary row operations:
1 0 -1 -—1]0]
-1 1 2 0|0
-1 4 0 0|2
[0 1 1 —1I1]

Subtracting the second row from the fourth row, we have:

(1 0 -1 -1|0]
-1 1 2 0|0
-1 4 0 012
(1 0 -1 -—1I1]

In the next step, we subtract the first row from the last one:

1 0 -1 -1j0
-1 1 2 0|0
-1 4 0 012
0 0 O 011

It seems like that the determinant of the matrix of the coefficients is zero and as the result, this
system of equations does not have any answer. To be more clear, consider the fourth equation in
the last matrix:



0x1 + Oxz + OX3 + OX4_ = 1
clearly, there are no values of independent variables (x;, x;, X3, x,) that can satisfy this equation.

We could also calculate the determinant of the matrix at the beginning and derive the same results.
Although determinant of a 4 by 4 matrix is hard to derive, the coefficient matrix has many zero
elements that can help us a lot. In the following, we will use the definition of sub-matrices to
calculate determinant:
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Note that we chose the last column of the matrix since it has two zero elements and it makes the
calculation much simpler.

Moreover, it is not possible to use Cramer’s rule in here because the determinant of the coefficient
matrix (the denominator) is equal to zero.

Question 2:
a)
We can prove the following properties for the transpose of a matrix:

1) (AT =4

2) (A+B)T = AT +BT

3) (kA)T = kAT

4) (AB)T = BTAT (to prove it just compare the (i, ) entries of (AB)T and BT AT)

using the properties 1 and 4:

B = (AATY = AT AT = AAT
so matrix B is symmetric.
b)

It can be proved that for any n by n matrices A and B:

1 Please visit here for the proofs.


https://sharmaeklavya2.github.io/theoremdep/nodes/linear-algebra/matrices/determinants/product.html

det(AB) = det(A).det (B)

but in here since det(4) = 0, we can follow a less complicated method to prove that. Assume that
the product of matrices AB has full rank and there is a matrix D where:

C=AB
CD =1 -ABD =1
since all the matrices A, B, Cand D are n by n matrices, we can name the product BD as E so:
AE = 1 - Eisaninverse of Aso Aisinvertable and has full rank
which is obviously not true, so AB is not invertible and does not have full rank.
c)

Assuming A, sm » Xnx1 and by,xq, We have:

Ax =Db
taking transpose from both sides:

(Ax)T = bT - xTAT = pT

Question 3:

We first try to solve the problem using the elementary row operations. We can form the augmented
matrix as follows:

14

14

14

Subtracting the first row from the second and third one, we have:
a—f B—a 0

i
0
0 a—p B—all

Now if @ = 3, all the coefficients of the second and third equation will be zero and the only
identifying equation will be:

a [ «a
a a f

[ﬁaa

[ B a a

Bxi+ax, +ax; =y

Obviously. there is no unique answer to this equation since the number of the variables is larger
than the one.

But if « # 8, we have the following system of equations:
Bxi+ax, +axz3 =y
(@a=PBx1+ (B —a)x, =0
(@a=PBxz+(B—a)xz =0



Using equations 2 and 3, it is easy to realize that:
x1 = x2 == X3
Putting it into the first equation, we have:

Y
p+2a

BH+2a)x=y->x=x1=x, = x3=

Which is a unique solution for the system of equations.

We can also use the Cramer’s rule to derive the variables:
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Using the exact same way, we will get the same results for x5 , x3.

Question 4:
a)

one way to show that a matrix has a full rank or not is to calculate the determinant of that matrix. If
the determinant is equal to 0 then the matrix does not have full rank. Otherwise, the rows and
columns of the matrix are linearly independent and it has full rank. So in here:

03 05 04
M=(04 01 0.5
03 04 0.1
And the determinant of the matrix M is:

0.1 05 04 05 04 0.1
04 01 03 0.1 03 04

= det(M) = 0.3(0.01 — 0.2) — 0.5(0.04 — 0.15) + 0.4(0.16 — 0.03) = 0.05 # 0

det(M) = 0.3 * det[ ] —0.5 det[ ] + 0.4 * det[

So the matrix M has full rank. Now for the second matrix N, which is:

N=|-04 09 -05

-03 -04 09

0.7 -0.5 —0.4]

Although it is possible to calculate the determinant to realize whether the matrix has full rank or not,
We can already say that the matrix N does not have full rank, because the rows of this matrix are not
linearly independent and:

First row + Second row = —Third row



b)

-04 09 -05

[O.7 -0.5 —0.4]
-03 -04 09

X1 0
X210 =10
X3 0
Since the determinant of the matrix of the coefficients, A, is zero it is possible to obtain a nonzero
response for the equation above.
using the second equation, we can write x3 as a linear function of x4 , x,:
X3 = —O.8X1 + 1.8x2
using equation 1 we have:
x1 = 1.19x,
any nonzero vector of x, which satisfies the above conditions is a valid response.
c)

Assume that we have a stochastic matrix A

So for every column of the matrix we have:

n

le‘j =1

i=1
Now we define a matrix B, which is equal to A — I.

Vi1 - Yin
B: . 5 .

ynl b Ynn

Now because B=A-I we can easily conclude that for every column of the matrix B:

n
Zyij =0
i=1

And this means that the rows of the matrix B are not linearly independent from each other and it is
easy to see that for any k:

[Xk1 - xkn]=_2[xi1 v Xin]
ik

So the matrix B does not have full rank.

We can get the exact same results for the matrix C = I — A.



Question 5:

a) We know that the sum of the column elements is
30

Zai}-=1

i=1

This is according to the assumptions of the question. The sum of the endorsements given by any
student should be equal to one.

b) Now we set
30
Bi = z al-j
j=1

This is equal to the total amount of endorsement that the individual i get from her classmates and it
is a good measure for determining the popularity of each student.

c) Itis easy to see that the matrix A is a stochastic matrix, and the sum of the elements of each
column is equal to one (Note that we assumed here that all of the students should give
endorsements about their classmates). So as we have seen before if A is a stochastic matrix
then A — I does not have full ranks.

d) Consider the case where we divide the class of 30 students into 15 groups and each group
consists of only two students and these two only endorse each other and no one else. For
example we can assume that student 1 only endorses student 2 and vice versa, and we have
the same situation for students 3 and 4 till we get to students 29 and 30. Reminding the
main equation:

Ax = x

We immediately realize that with the above conditions we will get the following results:

X1 = X2,X3 = Xg, .. ,X329 = X3¢

. 1
Moreover, we have the condition that f’fl Xi =35

Consequently, we have 30 variables but we only have 16 equations to solve them, and this means
that we have infinite solutions for these equations.



