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Design thinking, a design-based approach to solving human problems, is increasingly adopted by firms to de-
velop innovations. However, what design thinking is, how it works, whether it leads to successful new products
and services, and if such outcomes depend on market turbulence are unresolved issues. To address these
knowledge gaps, we theorize a nomological network of design thinking’s composition, consequence, and con-
tingency, and then examine the model through a survey of innovation managers. We conclude that design

thinking consists of six inter-related mindsets and actions, strengthens new product and service performance,
and has robust effects across levels of market turbulence. Based on one of the first confirmatory studies of design
thinking, we draw implications of our findings for innovation theory and practice.

1. Introduction

Design thinking, defined as a design-based approach to solving
human problems, is increasingly used for innovation. Firms as diverse
as IBM, Google, Pepsico, and Bank of America are applying design
thinking to create new products and services aimed at delighting cus-
tomers and growing sales (Gruber, de Leon, George, & Thompson,
2015). An impetus is managerial discontent with current approaches.
Studies show that a small minority of managers are satisfied with their
firms’ innovation efforts, a sentiment reflecting the fact that as few as
ten percent of introduced products and services are successful
(Castellion & Markham, 2013; McKinsey, 2015). These circumstances
provide reasons to seek fresh ways of inventing. Programs such as the
Stanford d-school and consultancies such as IDEO, a global design
company, have responded with books, courses, and projects on design
thinking as an alternative to traditional innovation methods (Brown,
2008; Kelly & Kelly, 2013).

As design thinking appears on the cusp of broad business adoption,
four critical research questions surface: (1) what is design thinking? (2)
how does it work, (3) does it lead to innovation success? and (4) if so
under which circumstances? Without answers to these questions, firms
may be drawn to design thinking as a panacea, but not obtain hoped-for
results. Though writings on design thinking are rapidly increasing, they
are largely anecdotal or prescriptive in nature, and short on rigorous,
research-based insights (Cousins, 2018; Liedtka, 2015). As noted in
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reviews, a major limitation of this emergent literature is a dearth of
confirmatory empirical investigations on design thinking in business
settings (Carlgren, Elmquist, & Rauth, 2014; Micheli, Wilner, Bhatti,
Mura, & Beverland, 2019).

To date formal research has highlighted design thinking’s diverse
applications (Beverland, Wilner, & Micheli, 2015; Cooperrider, 2010),
underlying principles (Micheli et al., 2019), and ties to organizational
capabilities (Elsbach & Stigliani, 2018; Zheng, 2018). Also, structures
and resources helpful to design thinking have been identified, such as
alliance arrangements (Bouncken, Fredrich, Ritala, & Kraus, 2018),
internal reward systems (Behrens & Patzelt, 2018), customer partici-
pation (Morgan, Obal, & Anokhin, 2018), and common techniques
(Frow, Nenonen, Payne, & Storbacka, 2015; Thomke, 1998).

While illuminating, these works have mostly been conceptual and
exploratory, such that the previous four questions have not been sys-
tematically addressed (Bagno, Salerno, & da Silva, 2017; Carlgren et al.,
2014). To meet these knowledge gaps, our study aims to determine the
composition, consequence, and contingency of design thinking in firms
by theorizing and empirically testing a research framework. We carry
out this study by proposing and confirming a nomological network of
design thinking, in order to provide a more coherent portrait of its
ontology, dynamics, and effects than before.

Specifically, we hypothesize design thinking’s inter-related compo-
nents, new product-service performance impact, and market turbulence
interaction. Meta-analyses indicate performance and turbulence are a
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major outcome and a dependency of innovation, respectively, so we
focus on them alongside design thinking (Evanschitzky, Eisend,
Calantone, & Jiang, 2012; Henard & Szymanski, 2001). We then test our
model through one of the first managerial surveys of design thinking.
Our contributions are a new conceptualization of design thinking as a
dynamic multi-dimensional construct, confirmation of design thinking’s
positive performance influence, and determination of its robust effects
across varying turbulence levels. Together these contributions offer a
more holistic view of design thinking for innovation over prior studies.
Hereafter, guided by the four research questions, we present a design
thinking conceptualization and set of hypotheses, followed by study
methods, findings, and implications.

2. What is design thinking?
2.1. Definition and composition

Design thinking has been variously called a logic, principles, prac-
tices, tools, discourse, philosophy, and mental model (e.g., Gruber
et al., 2015; Leavy, 2010). Its genesis in design practice and later
translation to business management have produced confusion about its
ontology (Brown, 2008; Lockwood, 2009). Emblematic is the variety of
definitions circulating. As shown in Table 1, which highlights recent
business scholarship on design thinking, there is no consensus defini-
tion. For example, Zheng (2018, p.738) states it is a “methodology
which is driven by design philosophy” with the traits of problem-
driven, stakeholder focus, holistic perspective, visualization, experi-
mentation and abductive reasoning, whereas Chen, Benedicktus, Kim,
and Shih (2018, p. 176) refer to it as the “implementation of design
philosophy into design processes and outputs” with the user centered
design technique as its chief feature. Literature reviews observe that a
single definition has not been widely accepted (Johansson-Skoldberg,
Woodilla, & Cetinkaya, 2013; Liedtka, 2015).

Compounding this problematic polysemy are the differing articu-
lations of design thinking’s components. Some practitioners offer design
thinking as the five steps of empathize, define, ideate, prototype, and
test (Interaction Design Foundation, 2020), while other researchers
propose eighteen characteristic tools and attributes (Micheli et al.,
2019). Although design thinking is recognized as multi-dimensional, it
has eluded a comprehensive yet parsimonious conceptualization,
without which empirical research and scholarly knowledge are im-
peded (Beverland et al., 2015; Johansson-Skoldberg et al., 2013). An
analogous situation occurred in the 1980s when market orientation was
accepted business nomenclature, but with no shared meaning and un-
derstanding. Researchers then theorized its nature, enabling discovery
of drivers and outcomes (Kohli & Jaworski, 1990; Narver & Slater,
1990). In the same vein, we aim to advance the literature by addressing
the question of what design thinking is.

To build a new, useful, and coherent concept of design thinking we
first define it. We do so by identifying core commonalities from extant
definitions. As indicated in Table 1, while the exact wording across
definitions used in business studies differs, design thinking is often
described as an approach that relies on designers’ ways of addressing
deeply human problems (Brown, 2008; Carlgren, Elmquist, & Rauth,
2016; Liedtka, 2015; Micheli et al., 2019). Some of the most prominent
interpretations reflect these qualities, including by IDEO’s CEO Tim
Brown (2008, p. 86): “a discipline that uses the designer’s sensibility
and methods to match people’s needs with what is...feasible....” To
capture the essence of design thinking, we propose the definition of a
design-based approach to solving human problems.

Beyond the definition, what constitutes design thinking? The term
design thinking is itself informative. It indicates both design and
thinking are present. Put another way, there are design tasks and ac-
tivities alongside design perspectives and thoughts that make up design
thinking as a distinctive form of problem solving. This notion is sup-
ported in research descriptions of design thinking, where words such as

118

Journal of Business Research 118 (2020) 117-128

process and implementation indicate actions, and words like logic and
philosophy point to thoughts (see Table 1). In addition, both cognitions
and activities have been observed in studies (Brenner, Uebernickel, &
Abrell, 2016; Johansson-Skoldberg et al., 2013; Seidel & Fixson, 2013).
Conceiving of design thinking as mindsets as well as actions also dif-
ferentiates the approach from traditional innovation methods, which
are task-centric or -exclusive (Cooper, 1979). Hence, we posit that de-
sign thinking is critically composed of mindsets and actions that to-
gether form a multi-plex whole.

2.2. Design thinking mindsets

But which mindsets constitute design thinking? Three are salient in
the literature: human centeredness, abductive reasoning, and learning
by failing. These mindsets appear as integral to and distinctive of design
thinking (Beverland et al., 2015; Cousins, 2018; Lockwood, 2009).
First, human centeredness is a focus on the people to be served by the
solution. Human centeredness is considered so fundamental to design
thinking, that in some circles the fuller name is “human centered design
thinking” (Brown, 2008).

This mindset goes beyond customer orientation by empathically
seeking to resolve user issues as experienced, including the full range of
emotional, embodied, and material events (Beverland et al., 2015;
Jaworski & Kohli, 1993). With this mindset, innovations are developed
to provide compelling moments to users, not simply be the aggregate
result of discrete design choices. The human focus translates customer
preferences into memorable and meaningful experiences that become a
part of the innovation itself (Gruber et al., 2015; Zheng, 2018).

A second mindset is abductive reasoning, which is challenging what
exists in order to invite alternatives. Deductive or inductive logic,
which is common in other innovation methods, arrives at answers
through careful premise building, usually to evaluate and justify a
project or design decision (Cooper, 1979). Abduction by contrast makes
creative leaps without tethers to the apparent and feasible in order to
imagine possibilities. Based more on assertion than evidence, it con-
tinuously asks what might or ought to be rather than what already is,
reflecting how designers broach dilemmas (Michlewski, 2008; Liedtka,
Ogilvie, & Brozenske, 2019).

Learning by failing, the third mindset, is framing failure as neces-
sary for learning. Daring to fail in order to learn permits arriving sooner
at effective solutions. Risk aversion on the other hand delays real an-
swers by searching for safe options that may not satisfy underlying
needs (Sandberg & Aarikka-Stenroos, 2014). Instead of careful step-
wise reduction of errors by making always appropriate choices,
learning by failing recognizes that risk taking—and paradoxically mis-
takes—can lead to unexpected solutions. This mindset is distinctive in
widening the vista of exploration, contrasting with the narrow confines
of uncertainty reduction characterizing other routes of innovation
(Summers & Scherpereel, 2008).

2.3. Design thinking actions

In terms of design thinking actions, the literature points to diverse
activities. These activities collectively form a progression of steps
iteratively taken to develop an invention. The proposed number of
activities varies, such as the five of empathize, define, ideate, prototype,
and test (Interaction Design Foundation, 2020), and the four of an-
swering what is? what if? what wows? and what works? (Liedtka et al.,
2019). However, three activities have been identified by researchers as
fundamental: understanding the innovation need, generating potential
answers, and testing and refining to arrive at the answer (Gruber et al.,
2015; Liedtka, 2015; Seidel & Fixson, 2013; Shane & Ulrich, 2004).
Interestingly, the same trio is offered by IDEO, a leading practitioner
(ideo.com). Consequently, we propose the key activities of design
thinking to be these three as well, calling them discovery, ideation, and
experimentation, respectively.



Journal of Business Research 118 (2020) 117-128

-Sunyury) uSIsap Uo SI[IIIIe SsauIsnqg A[TR[OYDS JUIAI JO ISI] ‘DAISUSY2IdWOd J0U ‘DAneIuasaIdal v

orjojirod ULy B UT UOIIRAOUUT

Buruoseax
9A1INPQe ‘uoneZI[ensiA ‘uonejuswLIadxa
‘aandadsiad onewslsAs pue ansijoy

uoneAoUUl
snomnxapiqure 0} A[rewnyn Surures|

SUON  [eIUSWIDUTI O) [EJIPRI JO ddUR[Rg ‘sn20J Jop[oyayels ‘uaalp-walqoid jo syre1],  (8e.'d) Aydosoryd udisop £q uaALp A30[0poyIal,, snonxapiquie y3noiy 1q jo uoney remdasuo) (8107) Suayz
(0z'd) ¢s1dedouod [aaou
dofaaap AJnyssedons 03 spoyow udisap sased (€102)
SQUON Afy1anou 1daduon 3urd£10101d pue ‘Gururrolsurelq ‘SurpuypasN QUON  9sn sured) Areur[dSIpNNW 321A0U MOH,, QAnENeNd  UOSXI] PUB [9pIaS
(z9'd) .91qIsesJ A[esruIouodd
pue A[[edIuyda) SI Jeym 0} SPadu S ISWO0ISND el
Ajureyrad 1o sofes euy SUIYdeaI ‘UOTINJOS 0} Surpuejsiopun [ed1So[opoylow pue dgpaymouy uonn[os saes sased (£102)
QUON Ayure)rad sores sofes & SurudIsop ‘UONBIYNUSPI WR[qOIJ ‘fiqrsuas s,1oudIsap 9y} sasn Jeyy aur(diosip,, e Je JulALLIR Jo suBSW B se unjury) udisaq aAnelend ‘Te 12 e[ojon
2189531
uonezifensia "8 SpoyIaU/S[00} 2ININJ pue SPOYIaUI/S[00]} PUE SAINGLIIE (6102)
QUON QuoN  1y31e pue uonera) ‘8+9 sanqume Arewrid suiN SUONIUYApP pasn ATUOWWIOD Jsour 321) sajoN  o[durid AJrusapr 01 2IMIBIN] JO MIIARY Temydaduo) Te 39 I[_YIIA
Blep SuruLyuodsip 3unjoo[I9A0 Bumpeyms uondumsse pue SURRWISUIS (sz6'd)
pue seapl [9A0U Sumn[eAlapun 9ATIRIOQR[[0D *3°3 S|00) UOUIIOD SUIOS (9z6°d) 3urajos ud[qoid 03 s[ooy pue 1A YIm pajerdosse sjool ssaoord Aoy
QUON 83 saseirq aAn1uS0d padnpay pue sadels ¢ Apysour se [ Jo s[opou snolrep  spoypau ‘saydeordde ‘sojdioutid sioudisap Surduriq,, pue ‘sardounid ‘suondumsse jo maiaal,, remdaduo) (ST0Z) BeyIpart
JUSSI9AIP "SA JuUa310AU0D "3°9 SAAIS (vLgz d) SIUDUIUOIIATUD (8102)
Bupqury pue :3urdfolord pider ‘Suruiioisurelq pue ‘sassad01d ‘s1onpoid [erdIaUIWOD Jo S1BUSISAP (8£zz'd)  H2mmind Teuoneziuedio uer3ns
SUON o Jeuoneziuedio ‘Burddeur 85 yoes ur sjooy ‘saseyd o Aq sjoo} sasn ey Surajos waqoid 03 yoeoidde ue, 03 sare[al Supjuryl udissp moy,, remdasuo) pue yseqsig
£y1970d TRqO[3
-39 sansst Ajiqeureisns Surssaxd jsowr
a3 2A[0S 0] 1913980) SW0D Ued SupjuIyy (0102)
QUON QUON QUON QUON ulisop pue A3a1ens 91e10dI10d MOH Temydaduo) 1opradoon
poyaw udrsap oyads e S9UIOdINO
Bursn BapI JUIPNIS B JO IN[RA pUB (9£1°d) smdino pue sassadoxd Bunayrew sonpoid o) sanbruysa) JuawILradxe
ouoN  ‘ANeur3iio ‘ssaunjasn paAladIad onbruypa) udrsap pareuad 1asn u8isop ojur Aydosoqryd uisop jo uonejuswaduir,, u8isop e1a Sunjurnyy udisap Surydes, uepMmIsS  (810%) 'Te 19 usyD
(9ve-d)
£1S19A1p pue ‘UonejusWILIadXe ‘UOTIRZI[ENSIA
‘Burureny wv[qoid ‘sndoj Jasn'*sanbruyda)y e d) s1oudisap Aq pandsur yoeordde sased (9102)
QUON uoneyuawadw] [ pue ‘saonoeid 9aspuru/safdourid jo 19s,, UONBAOUUT PaIajuad-uewmy ‘Areurfdosipnnial,, 1.d Sunuswidur 0} s1oLIRg aAnelend Te 39 ua1d[Ie)
(£65°d) SsoupaIaIuad
uewmny pue aandadsiad onsijoy ‘uonejuswradxa
90uBAJ[aI pue AJUSISISUOD  pue SUD[UIY) dANRISIT ‘SuTuOsear aAndNpqe’'Aq A)119)xapIqure sased (S102)
QuoN puelq Jo JuswRSeURN paziiaoeIeyd ssadoxd o18ajens pue aanean,  (065'd) s1oudisap jo seonoeid pue d13o[ JuareyuL,,  puelq jo suolsud) SurSeuew o) pre se [q aaneend ‘[e 19 pue[IaAdg
Ao>uadunuo) 1d jo duanbasuo) 1d jo uonisodwo) 1d jo uonrugaq ordog, yoaeasay POYRIN (1ea)) sioyIny

119

C. Nakata and J. Hwang

*9INJRIDII[ SSOUISN] Y UL SAIPNIS (L) SUnB[UIY) USISIP JURY
1 3IqeL



C. Nakata and J. Hwang

Discovery as the first action is aimed at deeply understanding user
needs. Such understanding helps create innovations that meet articu-
lated and unarticulated desires. Critically too the understanding can
help reformulate a problem, which is especially appropriate for com-
plex or ambiguous projects (Liedtka, 2015; Zheng, 2018). In discovery,
a host of techniques can be applied. Ethnography and in-person inter-
views are popular choices, helpful in eliciting user stories, motivations,
and meanings (Beckman & Barry, 2007; Chen et al., 2018). An ac-
companying task is gaining contextual insights, accounting for the
surroundings that often shape human behaviors.

Ideation is the next activity. In this action, new concepts aligned
with user requirements are generated, employing visual, interactive
forms of brainstorming. Visualization captures imagery or narrative, for
example through charts, photos, maps, and drawings, while interaction
sparks and builds powerful ideas that would not have been produced
independently. Interactions are constructive when participants have
different yet complementary perspectives, expertise, and skills
(Carlgren et al., 2016; Cousins, 2018). Through ideation, the envelope
of possibility is extended by loosening constraints on assumptions and
frames.

The third action of experimentation is iteratively testing ideas to
determine what works and improving the design before settling on the
final form. The action involves rapid prototyping and soliciting stake-
holder feedback (Lockwood, 2009). Rapid prototyping is inexpensively
and quickly mocking up potential solutions. Learning occurs by making,
revising, or discarding low fidelity models in which little time, money
and effort are invested. When rapid prototyping is combined with so-
liciting and applying stakeholder feedback, experimentation acts as a
form of hypothesis generation and testing (Carlgren et al., 2016;
Cousins, 2018).

3. How does design thinking work?
3.1. Dynamics of mindsets to actions

In the preceding section, we address the knowledge gap on what
design thinking is by offering the definition of a design-based approach
to solving human problems, and by proposing the conceptualization of
two sets of specific mindsets and actions. Now we move to research
question of how design thinking works. We do so by first outlining
possible relationships among design thinking’s six elements. Unlike
prior static conceptualizations, we detail the dynamics within design
thinking as another contribution to the literature.

We begin by hypothesizing that each mindset influences a specific
action. These effects are theorized from innovation studies indicating
that cognitions and cognitive styles are significant determinants of in-
novation activities. Independent cognitions have been found to influ-
ence intra-unit learning, and reflective cognitions affect inter-unit
learning on innovation projects (Lin & McDonough, 2014), while the
tendency to engage in and enjoy thinking is an antecedent of individual
innovative behaviors (Wu, Parker, & de Jong, 2014).

A further basis for this mind-action tie are theories of complex
human behavior. Innovation is considered such a behavior. The theory
of reasoned action and its later expansion as the theory of planned
behavior argue that attitudes and intentions precede behaviors (Ajzen,
1985; Fishbein & Ajzen, 1975). These theories have successfully pre-
dicted substance abuse, HIV prevention, and other complicated activ-
ities (Albarracin, Kumkale, & Johnson, 2004). Similarly, the theory of
self-efficacy states that confidence in the ability to perform a behavior
affects carrying it out, as shown in many empirical studies (Bandura,
1971; Bandura, Adams, Hardy, & Howells, 1980; Bandura & Locke,
2003). Finally, the theory of implicit intelligence (Dweck, 1999) ob-
serves that beliefs, or mindsets, about personal capabilities shape
choices. In the growth mindset, individuals who are motivated to learn
engage in difficult behaviors at the risk of failure, whereas those with a
fixed mindset avoid new challenges that may prove their skills are
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inadequate (Dweck, 2006). As described by these and related theories,
actions cannot be understood in isolation; instead, what is thought in-
fluences what is done.

In terms of specific expectations, we hypothesize the mindset of
human centeredness is critical for the action of discovery. Human
centeredness invites entering fully into people’s lives to gather mean-
ingfully human, rather than superficially abstract, insights, often
through first-hand observations and open-ended interviewing. In ap-
plying this mindset, designers try to fathom the full-range of human
experiences (Beverland et al., 2015; Gruber et al., 2015). The mindset
requires empathy, or the ability to sense, imagine, and share what
others undergo, and provides a key portal to lived experiences (Leonard
& Rayport, 1997; Kelly & Kelly, 2013). Human centeredness thus pro-
pels discovery, without which insights are contextually detached
(Elsbach & Stigliani, 2018; Seidel & Fixson, 2013).

H1: Human centeredness is positively related to discovery.

The second mindset is abductive reasoning. By not accepting the
problem as a given, abductive reasoning fuels creativity more than
deductive or inductive logic (Beckman & Barry, 2007; Verganti, 2011).
A signature trait of designers is adopting the frame of imagined possi-
bility (‘what if’) instead of objective constraints (‘what is’) (Leavy,
2010; Liedtka, 2015). Abductive reasoning may especially spur the
action of ideation, whereby fresh concepts are generated. Abductive
reasoning temporarily suspends the rational analytical thinking that
prematurely aborts novel ideas before they are explored (Kelly & Kelly,
2013). The abductive-ideation link is suggested in studies identifying
abductive reasoning as an avenue to original ideas, even in resource-
strapped settings, thus inspiring innovations out of adaptive bricolage
(Bicen & Johnson, 2015), and enabling new configurations of ideas in
innovation projects by overcoming mental puzzles, contradictions, and
competency traps (Dunne & Dougherty, 2016). Conceivably, abduction
fosters ideation by producing multiple views of what might work (Dew,
2007; Zheng, 2018).

H2: Abductive reasoning is positively related to ideation.

Design thinking’s mindset of learning by failing accepts each
stumble as illuminating the problem to arrive ultimately at an effective
answer. In contrast, when a mindset of avoiding mistakes permeates,
solutions are by default less innovative (Carlgren et al., 2016). In re-
lation to design thinking actions, the learning-by-failing mindset may
support experimentation in particular. A hallmark of design thinking is
fast, inexpensive trial-and-error experimentation, such as by assembling
rough prototypes and exposing them to stakeholders for feedback
(Beckman & Barry, 2007; Beverland et al., 2015). Without a friendly
posture toward disconfirmation, experimentation can be indefinitely
postponed, foreclosing opportunities to make changes on a timely basis
or to abandon a poor idea prior to introduction. The sunk cost fallacy
can take over. An unfortunate result is unpromising projects are con-
tinued because they are not subjected to validation (Sarangee, Schmidt,
& Calantone, 2019). Learning by failing however encourages ques-
tioning and testing all concepts.

H3: Learning by failing is positively related to experimenta-
tion.

3.2. Dynamics of actions to actions

Along with mindsets fostering actions, a second dynamic within
design thinking is actions aiding other actions, specifically of discovery
propelling ideation and in turn ideation fostering experimentation.
Recursive loops may occur between actions, but the overall thrust is
moving from discovery to ideation and finally to experimentation. This
sequence has not been theorized and confirmed but implied in the lit-
erature (Gruber et al., 2015; Seidel & Fixson, 2013; Liedtka, 2015).

The first action step of discovery is aimed at comprehending users as
fully as possible, including subtle motivations, emotions, sensations,
and reasonings that underlie wants. Eliciting stories from users through
naive questioning surfaces rich insights, often in tandem with
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ethnographic observations rather than relying entirely on second-hand
accounts (Beckman & Barry, 2007; Chen et al., 2018). Secondary data
and surveys are also helpful in identifying important contextual factors,
such as market trends, economic realities, and social structures
(Beverland et al., 2015; Brown, 2008).

We hypothesize that discovery supports the action step of ideation.
It does so by providing the basis to perceive solutions that are situa-
tionally appropriate to users. Discovery may in addition inspire and fuel
ideation. Compassionately connecting with customers by directly
watching, listening, and engaging with them during discovery can
strengthen the motivation to come up with a concept that addresses
underlying needs (Elsbach & Stigliani, 2018; Seidel & Fixson, 2013).
Also given the breadth and complexity of findings, more ideas of greater
variety can be produced. Studies suggest that perspective diversity aids
ideation by increasing the divergence and even attractiveness of con-
cepts (e.g., Perry-Smith, 2006). Discovery in addition encourages pro-
blem reframing, so what began as the given issue may be reformulated
to produce a more relevant and significant answer (Beckman & Barry,
2007; Liedtka, 2015).

H4: Discovery is positively related to ideation.

Another linkage among design thinking actions is from ideation to
experimentation. By expanding the range and number of options,
ideation increases the willingness to evaluate and dispense with weaker
choices during experimentation. The cost of nonrecoverable losses, such
as in time, money, and manpower spent on an innovation project, is
lower with a greater number and assortment of possibilities, encoura-
ging speculative testing through experimentation. Losing a few con-
cepts to validation exercises still leaves plenty more in the hopper. Loss
aversion and unproductive behaviors tied to constrained thinking are
thereby diminished (Kahneman & Tversky, 1992).

Suggestive of such dynamics are studies on the escalation of com-
mitment in new product development. Studies show that weak projects
are continued even in the face of mounting evidence of likely failure,
due to the belief that applying resources will turn such projects around,
and avoid regretting premature abandonment. Psycho-emotional com-
mitment to such projects also increases over time since there is no easy
alternative to turn to (Sarangee et al., 2019; Sarangee, Schmidt, &
Wallman, 2013).

Ideation may also promote experimentation by signaling a search
for more powerful answers. Risk taking momentum can build during
ideation and carry over into experimentation (Beverland et al., 2015;
Liedtka, 2015). This momentum further spurs experimentation. As new
and not-so-new concepts are further probed, refined, merged, and re-
moved through experimentation, more effective designs can emerge
(Zheng, 2018).

H5: Ideation is positively related to experimentation.

4. Does design thinking lead to success?

To address the next research question of whether design thinking
leads to success, we theorize a potential consequence of this problem
solving approach. Although success is an implied outcome in much of
what has been written about design thinking, the evidence is scant since
prior research is predominantly conceptual and exploratory.
Conceptual studies for example propose that design thinking achieves
broad organizational aims such as addressing global sustainability
concerns (Cooperrider, 2010), as well as focused goals such as reducing
cognitive biases when inventing (Liedtka, 2015). Similarly, exploratory
studies using case methods probe several effects, including design
thinking’s impact on brand consistency, concept novelty, and certainty
in the sales process (Beverland et al., 2015; Luotola, Hellstrom,
Gustafsson, & Perminova-Harikoski, 2017; Seidel & Fixson, 2013).
While illuminating, findings have yet to confirm innovation perfor-
mance per se improves (see Table 1). Systematic assessments of design
thinking from a performative perspective in organizations have been
noted as a critical lapse in the literature (Carlgren et al., 2014; Micheli
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et al., 2019).

One of the most coveted innovation outcomes is new product and
service performance as indicated by meta analyses (Henard &
Szymanski, 2001; Montoya-Weiss & Calantone, 1994) and individual
innovation studies (Chen, Wang, Huang, & Shen, 2016; Morgan et al.,
2018). Scholars have a long-standing interest in how different innova-
tion methods determine market and financial results of inventions
(Cooper, 1979; Salgado, Sanches da Silva, Mello, & Samaan, 2017; Yu,
Jacobs, Chavez, & Feng, 2019). We therefore look at the potential im-
pact of design thinking on new product and service performance, which
is the degree to which a new product or service achieves success re-
lative to major competitors in terms of sales, profits, market share, and
return on investment (Montoya-Weiss & Calantone, 1994; Page, 1993).

We hypothesize that design thinking makes a positive contribution,
specifically that the experimentation action directly enhances new
product-service performance. Through making and testing early pro-
totypes, experimentation increases understanding of user requirements
as well as of current offerings. As this understanding guides revising
designs to improve their functional, aesthetic, and symbolic value,
buyer satisfaction with and sales of the finished innovations should
grow (Bornemann, Scholer, & Homburg, 2014). Experimentation, par-
ticularly the procedure of spotting and rectifying problems, also sti-
mulates improvisation (Eisenhardt & Tabrizi, 1995; Nisula & Kianto,
2016), which can yield cost and time efficiencies and even avert cata-
strophic errors (Thomke, 1998). Past studies indicate that market and
product testing, which subject innovations to real-world evaluation,
helps new product performance (Cooper, 1979; Kong, Gang, Fen, & Sun,
2015).

H6: Experimentation is positively related to new product and
service performance.

5. Under what condition does design thinking lead to success?

Finally, we address the research question of what condition design
thinking’s success may depend on, since contingencies have received
little to no scholarly attention (Table 1). Design thinking is said to be
suitable for shifting and ambiguous innovation needs (Liedtka, 2015;
Lockwood, 2009), or ill-defined challenges with no apparent answer
(Brown, 2008; Kelly & Kelly, 2013). One circumstance where change
and uncertainty elevate, producing ambiguous difficulties, is market
turbulence (Murray, Gao, & Kotabe, 2011). Market turbulence refers to
the rate of change in the composition and preferences of customers
(Jaworski & Kohli, 1993), and is a chief factor in how well innovations
are received by buyers (Moorman & Miner, 1997; Sethi & Igbal, 2008).
Therefore, we study market turbulence as a potential contingency of
design thinking’s impact on performance.

When market turbulence increases, uncertainty around a firm’s fu-
ture revenue and pressures to adapt to unknown demands grow as
customer preferences shift (Moorman & Miner, 1997; Jaworski & Kohli,
1993). Under this condition, design thinking may strengthen the impact
of experimentation on new product and service performance by
speeding identification of and astute adjustments to such market shifts.
In particular the experimentation action may help the organization
navigate the altering terrain by figuring out how best to adapt an in-
novation to satisfy a moving target. Research shows that inflexible in-
novation systems suffer under greater turbulence, resulting in learning
failures or non-integration of new information into existing knowledge
structures and project plans (Sethi & Igbal, 2008). Conversely, strong
market linking capabilities enable monitoring and absorbing new re-
quirements that improve innovation performance in volatile environ-
ments (Chen et al., 2016; Murray et al., 2011). By opening new lines of
inquiry and action, experimentation may be more potent when the
replication logic under stable circumstances no longer applies, leading
to the creation of higher performing innovations (Austin & Devlin,
2003; Liedtka, 2004).

H7: Market turbulence positively moderates the relationship of
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Fig. 1. Conceptual framework.

experimentation to new product and service performance.
The above hypotheses and nomological network are summarized in
Fig. 1.

6. Methodology
6.1. Data collection

Data were collected by a market research company through an
online survey of a panel of innovation professionals in the U.S. To
qualify, participants met the criteria of managing innovation projects,
having two or more years of work experience in new product or service
development, and being employed in a business unit with annual rev-
enues of $1 million or more. Titles of respondents included chief ex-
ecutive officer, chief innovation officer, director of service develop-
ment, and product manager. Respondents more often had 3-5 years
(34%) or 6-10 years (41%) of new product or service experience. Unit
revenues ranged from $1 million to more than $250 million annually,
with 22% earning $1 million to $4.9 million, 15% generating $5 million
to $9.9 million, 14% receiving $10 million to $24.9 million, and 13%
selling $25 million to $49.9 million. Table 2 details these and other
sample characteristics.

To capture a variety of industries, the survey was distributed to
managers employed in major sectors, including retail, agriculture,
construction, manufacturing, transportation, telecommunications, and
financial services. Following recommended practices for online surveys,
attention filters were incorporated (Hulland, Baumgartner, & Smith,
2018). Respondents who failed to answer correctly all attention ques-
tions were removed from the final analysis. Out of 2544 panelists sent

Table 2
Respondent key characteristics (N = 312).

the survey, 326 qualified and successfully completed it, a completion
rate (12.26%) consistent with recent managerial surveys (Miozzo,
Desyllas, Lee, & Miles, 2016; Morgan et al., 2018). Fourteen re-
spondents were removed through standard outlier treatment, resulting
in a final sample of 312. To assess non-response bias, early versus late
respondents were compared, under the assumption that later re-
spondents approximate non-respondents (Armstrong & Overton, 1977).
No significant differences were found between early and late re-
spondents on key firm characteristics such as firm age (x> = 1.15,
p = 0.88), firm size (X2 = 3.25, p = 0.66) and formalization of new
product development (x> = 4.14, p = 0.38), as well as key respondent
characteristics such as tenure with the business (x> = 2.99, p = 0.55),
and years of new product development experience (x> = 0.12,
p = 0.74). We concluded that the likelihood of non-response bias was
low.

6.2. Measurement procedures

Building on prior scholarship as elaborated below, we created six
measures to reflect the mindsets and actions of design thinking. For new
product and service performance, we adapted a previously used mea-
sure (Page, 1993), while for market turbulence we adopted an existing
scale (Jaworski & Kohli, 1993). In survey instructions, design thinking
was defined and respondents were asked to answer questions about the
use of design thinking in their strategic business unit (SBU), and if no
SBU then for their firm. A test sample of responses indicated adequate
measurement validity and reliability. The final sample, excluding the
test portion, was subjected to a confirmatory factor analysis (CFA) to
formally assess the measurement model. Each measurement item

Firm Industry % Firm Revenues % Firm Employees % Respondent Years Innovation Experiences %
Agriculture, Forestry, and Fishing 4 $1 - $4.9 million 22 < 20 employees 7 < 2 years 0
Mining 2 $5 - $9.9million 15 20-99 employees 22 3-5 years 34
Construction 16 $10 - $24.9 million 14 100-999 employees 37 6-10 years 41
Manufacturing 16 $25 - $49.9 million 13 1000-2499 employees 17 11-20 years 19
Transport, Comms, Utilities, Sani 12 $50 - $99.9 million 14 2500-5000 employees 9 20 + years 6
Wholesale Trade 4 $100 - $249.9 million 8 5000 + employees 8

Retail Trade 14 $250 + million 14

Finance, Insurance, and Real Estate 14

Other Services 19
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Table 3
AVEs, means, standard deviations, and correlations.
Mean (SD) 1 2 3 4 5 6 7 8
1. Abductive Reasoning (AR) 5.73 (0.95) 0.82
2. Discovery (DS) 5.82 (1.01) 0.69 0.87
3. Experimentation (EX) 5.74 (1.02) 0.67 0.69 0.87
4. Human Centeredness (HC) 5.79 (0.93) 0.71 0.63 0.55 0.79
5. Ideation (ID) 5.72 (0.97) 0.74 0.76 0.76 0.64 0.83
6. Learning by Failing (LF) 5.41 (1.20) 0.70 0.58 0.65 0.52 0.69 0.85
7. New Product and Service Performance (NPSP) 5.86 (0.83) 0.66 0.54 0.61 0.58 0.57 0.53 0.78
8. Market Turbulence (MKT) 5.69 (0.93) 0.68 0.59 0.62 0.61 0.66 0.62 0.69 0.71

The diagonals are the squared root of average variance extracted (AVE), and the below are the shared correlations between constructs.

loaded significantly (p < 0.001) on its latent construct, with the ex-
ception of one item for market turbulence.

Each scale surpassed the 0.70 threshold for Cronbach alpha and
0.60 for composite reliability (Bagozzi & Yi, 1988) as detailed in Ap-
pendix A. Thus, convergent validity was established. Furthermore, the
AVE values were higher than the shared correlations between con-
structs (Fornell & Larcker, 1981). With these values and the upper
confidential intervals of Heterotrait-Monotrait Ratio smaller than the
cutoff 0.90 (Gold, Malhotra & Segars, 2001), discriminant validity was
supported. Correlations, means, standard deviations, and AVEs appear
in Table 3.

Altogether the results indicated desirable psychometric properties.
To assess common method variance, a procedure outlined by Podsakoff
et al. (2003) and elaborated in Liang, Saraf, Hu, and Xue (2007) was
performed. In a PLS measurement model we included a common
method factor using all trait factors’ indicators. Each indicator’s ex-
plained variance was then calculated by principal construct and method
factor analyses. The results showed that the average substantively ex-
plained variance was 0.68 and the average method-based variance was
0.006 (Liang et al., 2007). Furthermore, the indicator’s substantive
variances were 114.69 times greater than the method variance (0.68
versus 0.006), and the method factor loadings were insignificant (Ap-
pendix B). With this test showing a high ratio of trait-to-method var-
iance, common method variance was deemed unlikely (Liang et al.,
2007; Williams, Edwards, & Vandenberg, 2003).

6.3. Measures

6.3.1. Design thinking

Design thinking refers to the design-based approach to solve human
problems, and is composed of three mindsets (human centeredness,
abductive reasoning, and learning by failing) and three actions (dis-
covery, ideation, experimentation). Six measures capture the multiple
dimensions of design thinking, reflecting the extent to which each
mindset and action is established or performed in the firm or business
unit, from not at all (1) to well (7). Appendix A presents item loadings,
Cronbach alphas, and composite reliabilities for the design thinking and
other measures.

6.3.2. Design thinking mindsets

For the human centeredness mindset, four items capture the focus
on humans when developing innovations, such as “maintaining the
human perspective while solving customer problems” (Beverland et al.,
2015; Gruber et al., 2015). The four items loaded significantly to pro-
duce a measure with a Cronbach alpha of 0.80. The abductive reasoning
mindset was reflected in a scale of four items emphasizing possibilities
by challenging what already exists (Michlewski, 2008; Liedtka, 2015;
Zheng, 2018). All items, such as “asking what-if questions to discover
new ideas,” loaded significantly, yielding a scale with an alpha of 0.84.
Finally, four items form a scale of the learning-by-failing mindset, in-
cluding “inviting mistakes in order to learn” (Carlgren et al., 2016). All
items loaded on one factor, with the resulting Cronbach alpha of 0.88.
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6.3.3. Design thinking actions

The discovery action was measured with a 3-item scale on carrying
out research to uncover deep unarticulated needs to develop fresh in-
sights on the potential innovation (Beckman & Barry, 2008; Chen et al.,
2018). Items such as “seeking to discover new insights on customers
through research” all loaded as intended to produce a Cronbach of 0.85.
The ideation action was measured with a 4-item scale on generating
new ideas (Gruber et al., 2015; Lockwood, 2009). All items were re-
tained in the purification process, producing a Cronbach of 0.86. The
experimentation action was scaled with three items on iteratively
testing and refining ideas (Gruber et al., 2015; Lockwood, 2009). All
items were retained after factor and reliability analyses, resulting in a
measure with a Cronbach of 0.85.

6.3.4. New product and service performance

The dependent variable of our model is new product and service
performance (Montoya-Weiss & Calantone, 1994; Page, 1993). We ex-
panded the Page (1993) new product performance measure to include
services, as services are increasingly considered an important innova-
tion along with products (Martin, Raj, & Ciravegna, 2018). The adapted
measure has four items on a 7-point agreement scale assessing the
success of new products and services in terms of sales, market share,
profits, and return on investment relative to those of competitors’. All
items were retained due to significant factor loadings. The scale had a
Cronbach of 0.79.

6.3.5. Market turbulence

Market turbulence provides the exogenous contingency in our
model (Moorman & Miner, 1997; Jaworski & Kohli, 1993). We adopted
a well-validated measure of turbulence from Jaworski and Kohli (1993)
that consists of five items, including “In our kind of business, customers'
product and service preferences change quite a bit over time.” All items
but one loaded significantly on the expected factor. For these reasons,
the low-loading item was removed, resulting in a measure with four
items with a Cronbach alpha of 0.79.

6.3.6. Control variables

For model testing purposes, we included two control variables
commonly applied in new product or service development studies:
annual revenues and industry. Annual revenues is the dollar amount of
sales the prior year, while industry reflects the ten largest standard
industrial classifications. Revenue and industry can impact innovation
performance, so they were included to shed light on the robustness of
the model.

6.4. Hypothesis testing procedures

The hypotheses were examined using PLS-SEM, a recommended
method for testing predictive effects, handling complex models, and
obtaining high level of statistical power with small to medium sized
samples (Chin, 1998; Hair, Hult, Ringle, & Sarstedt, 2017). Though not
required in PLS-SEM, model fit was assessed with Standardized Root
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Table 4
PLS-SEM hypotheses testing results.

Journal of Business Research 118 (2020) 117-128

Hypothesis Path B t-value p-value Hypothesis Supported/ Not supported
H1 Human Centeredness — Discovery 0.64 13.74 < 0.001 Supported

H2 Abductive Reasoning — Ideation 0.41 6.50 < 0.001 Supported

H3 Learning by Failing — Experimentation 0.24 4.06 < 0.001 Supported

H4 Discovery — Ideation 0.48 6.84 < 0.001 Supported

H5 Ideation — Experimentation 0.60 10.06 < 0.001 Supported

H6 Experimentation — New Product and Service Performance 0.31 4.13 < 0.001 Supported

H7 Market Turbulence X Experimentation — New Product and Service Performance 0.04 0.44 0.67 Not supported

We included two control variables, sales and industry, in the model. Neither control variable was found to influence new product and service performance, with
coefficients at B = 0.04 (p = 0.43) and $ = 0.03 (p = 0.69) for sales and industry, respectively.
Though not required in PLS-SEM, model fit was assessed with Standardized Root Mean Square Residual (SRMR). The SRMR was 0.057, indicating a good fit with the

data (Hu & Bentler, 1999).

Mean Square Residual (SRMR). The SRMR was 0.057, indicating a good
fit with the data (Hu & Bentler, 1999). We furthermore estimated
multicollinearity. Collinearity indices were below 3, except between the
moderator and moderator term as expected. Falling below the threshold
of 5, indices indicated no significant multicollinearity issues existed
(Belsley, Kuh, & Welsch, 1980). The PLS-SEM results are reported in
Table 4.

7. Results

We proposed that the mindsets of design thinking influence the
actions, as represented by H1 - H3. We found human centeredness is
positively tied to the action of discovery. The results are supported with
a significant standardized coefficient (f = 0.64, p < 0.001). Thus H1
is evidenced. In the second hypothesis, we theorized that abductive
reasoning is linked positively to ideation. The coefficient was sig-
nificant as well, providing support for H2 (3 = 0.41, p < 0.001).
According to H3, learning by failing is positively associated with ex-
perimentation, a relationship that was supported (3 0.24,
p < 0.001). Next we proposed in H4 — H5 a sequence of influences
among the actions of design thinking. We expected that discovery is
positively related to ideation in H4 ( = 0.48, p < 0.001). We con-
clude there is evidence for H4. Thereafter, we predicted ideation to be
positively tied to experimentation. The relationship was significant
(B = 0.60, p < 0.001). Therefore, H5 is supported.

In H6, we theorized a performance consequence, namely that ex-
perimentation positively impacts new product and service performance.
The result showed the positive impact of experimentation (f = 0.31,
p < 0.001), supporting H6. Finally, we hypothesized that market
turbulence positively moderates the tie between experimentation and
new product and service performance (H7). However, the interaction
coefficient was not significant (3 = 0.04, p = 0.67). A separate multi-
group test of interaction between high versus low market turbulence
groups determined the difference between groups was likewise non-
significant (A = 0.53, p = 0.15). Those results indicated that ex-
perimentation contributes to new product and service performance
regardless of the level of market turbulence. We later discuss implica-
tions of this finding.

7.1. Robustness checks

To determine the robustness of the hypothesized model, we carried
out four robustness checks. First, we included two control variables,
sales and industry, in the model. Neither control variable was found to
influence new product and service performance: for sales (§ = 0.04,
p = 0.43) and for industry ( = 0.03, p = 0.69). Thus, regardless of
firm industry or revenue, the empirical model is stable. Second, we
conducted a mediation test of discovery to experimentation through
ideation. This mediation was found to be significant (t 3.28,
p = 0.001), confirming the proposed sequence of effects among design
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thinking actions. Third, we tested an alternative model where each
action was directly and positively linked to new product and service
performance. However, neither discovery ( = 0.04, p = 0.99) nor
ideation (f = 0.03, p = 0.98) had a significant coefficient, indicating
that the proposed model where the effects occur from discovery to
ideation and finally to experimentation is supported. Fourth, we tested
the original model using regression analyses to confirm the PLS results.
The regression analyses, available from the authors, were similar to
those of PLS-SEM, with all hypothesized relationships significant in the
directions predicted and a non-significant interaction between market
turbulence with experimentation.

8. Discussion

Our study aims to address the research questions of (1) what is
design thinking? (2) how does it work? (3) does it lead to innovation
success? and (4) if so under which circumstances? We began our study
by defining design thinking and developing a new conceptualization.
Thereafter, we formulated hypotheses about how the six components
relate to one another, and the ultimate impact on new product and
service performance. We also hypothesized the potential moderation of
this impact by market turbulence. Next we developed, adapted, or
adopted construct measurements, and tested the model through a
survey of innovation managers. The model was supported except for the
non-significant moderation of market turbulence. Our contributions are
a new conceptualization of design thinking as a dynamic multi-di-
mensional construct, confirmation of design thinking’s positive perfor-
mance outcomes, and determination of its robust effects across varying
levels of turbulence. Together these contributions offer a more com-
prehensive framework or nomological network of design thinking for
innovation. Based on these results, we draw several theoretical and
managerial implications.

8.1. Theoretical implications

By conceptualizing design thinking as paired sets of mindsets and
actions, this study provides a more coherent and parsimonious inter-
pretation of design thinking over prior works. It is coherent in theo-
rizing both mindsets and actions as integral to design thinking, and
specifying components such as human centeredness and experimenta-
tion. Our conceptualization is also more parsimonious than articula-
tions of design thinking as many possible principles, tools, methods,
techniques, and concepts. We do not claim ours is the only way to
understand design thinking, but offer it as one articulation especially
useful for empirical investigations.

Our study finds certain mindsets influence particular actions, such
as abductive reasoning on ideation. We thus contribute a view of design
thinking as multi-dimensional and dynamic, accounting for linkages
among its constituent parts. This notion is consistent with theories of
complex human behavior and past innovation findings (e.g., Fishbein &
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Ajzen, 1975; Lin & McDonough, 2014). We elaborate how design
thinking is not merely a static list of tools or features, but rather dy-
namic couplings of mindsets and actions that in tandem create in-
novations. Both thinking about and performing innovation tasks even-
tually lead to new product and service performanace. By specifying
mind-action connections, we demonstrate that thoughts are crucially
linked to tasks. This perspective differs from other innovation frame-
works that bypass cognitions to focus solely on activities, a shortcoming
lamented in the literature (Castellion & Markham, 2013; Sethi & Igbal,
2008).

Furthermore, we contribute an enlarged perspective on the in-
novation process by acknowledging the role of emotions and less ra-
tional cognitions. Innovation is typically presented in academic writ-
ings as a logical, somewhat mechanical exercise of analyzing and filling
user needs (Henard & Szymanski, 2001; Kong, Gang, Feng, & Sun, 2015;
Salgado et al., 2017). Yet design thinking is more nuanced, in-
corporating emotions that can be directed to aid the invention process,
such as leveraging compassion (with users) and reducing fear (of
failing) (Loch, 2017; Sethi & Igbal, 2008). Other less rational forms of
thinking are activated in design thinking, for example, abductive rea-
soning to engender creativity (Kelly & Kelly, 2013).

Critically we find that design thinking leads to successful new pro-
ducts and services. This finding confirms the long-held belief that de-
sign thinking is value-enhancing for firms. In so doing, it opens up the
possibility that other methods tapping into the fuller expanse of human
experiences are effective paths for innovation. More immediately, our
finding suggests design thinking deserves further examination to detail
its mechanisms of impact, including via intermediary outcomes such as
team collaboration, new product advantage, and new service innova-
tiveness. Additionally we show the sequential relationships among de-
sign thinking actions, such that discovery and ideation are necessary for
the experimentation that leads to new product and service success.

Finally, in determining that market turbulence does not moderate
the relationship of experimentation with new product and service
performance, we shed light on design thinking’s applications. Though
often described as suitable for difficult, ‘wicked’ situations (Gruber
et al., 2015; Liedtka, 2015), design thinking was found to have a po-
sitive impact on performance even when the environment is fairly
stable and known. Thus design thinking is sufficiently robust on its own
to strengthen innovation outcomes irrespective of the level of market
turbulence. This finding is not entirely surprising. Studies have not
consistently shown that environmental uncertainty benefits innovation
outcomes, sometimes having an impact and other instances not
(Evanschitzky et al., 2012).

8.2. Managerial implications

Several managerial implications flow from our study. Because de-
sign thinking was found to significantly improve new product and
service performance, the chief implication is for firms to implement the
approach. As managers search for new ways to reduce high rates of
innovation failure, design thinking is worthy of serious consideration.
This does not necessarily mean that other ways should be abandoned. It
may well be that design thinking is one of several a firm uses, with the
selection depending on team expertise, project type, business strategy,
and other factors. Alternatively, design thinking may be applied with
other approaches, such as agile project management and Stage-gate
techniques. Future research may investigate when design thinking may
be more effective on its own versus in combination with others.

A second managerial implication is attending to mindsets as well as
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actions when creating new products and services. Focusing just on ac-
tions appears direct and efficient. Innovation is often conceived as a
series of tasks to do and check off. Yet without accounting for cognitive
biases, the quality of work and resulting new product or service can
suffer (Liedtka, 2015; Sethi & Igbal, 2008). We found actions are de-
termined by mindsets. Ignoring human centeredness, abductive rea-
soning, and learning by failing weakens discovery, ideation, and ex-
perimentation, and in the end jeopardizes innovation success. To ensure
the proper mindsets are cultivated, firms will need to provide employee
training to instill these ways of thinking, which are not widely practiced
in business. Learning by failing for example is discouraged in many
organizations (Edmondson, 2011).

A third, related implication reflects the reality that innovation
programs are impacted by their surrounding organizational context. If
the design thinking mindsets are to take hold, along with the actions,
potential incongruencies between design thinking mindsets and the
organization’s mental frames should be identified, and then efforts
made to minimize clashes of logic. Such efforts may include creating a
separate unit for design thinking projects, and giving the chief in-
novation officer an organization-wide design thinking mandate. A se-
parate unit offers time and opportunity to establish and mesh design
thinking practices with the rest of the firm. Similarly, appointing a chief
innovation officer with a design thinking mandate can direct resources
to transform the entire firm around design thinking, removing obstacles
and fostering adoption. P&G for example implemented design thinking
by establishing the role of a vice president of design strategy and in-
novation as supported by the CEO, and rolling out design thinking in-
itiatives to thousands of employees worldwide (Leavy, 2010).

This brings us to a fourth and fifth implication around im-
plementation. Since we learned that design thinking is beneficial re-
gardless of sector, revenue, and turbulence, we recommend executing
design thinking in a range of industries, firm sales sizes, and changing
environments. Nonetheless, other organizational characteristics may
matter, such that certain firms stand to gain or lose more from im-
plementing design thinking. The literature suggests that design thinking
may conflict with entrenched functional structures and bureaucratic
cultures (Carlgren et al., 2016; Rauth, Carlgren, & Elmquist, 2014). It
may well be that businesses with longstanding linear, systematized,
metric-based processes of innovation will resist design thinking.
Therefore our last implication is that design thinking be executed after
careful consideration and accommodation of existing structures, cul-
tures, and processes.

8.3. Study limitations and future research

Our study is cross-sectional in nature, and therefore causal re-
lationships cannot be concluded. Longitudinal data to better assess and
establish causal links may be incorporated in other studies. Another
limitation is that antecedents of design thinking are not known. The
role of organizational, managerial, and employee variables, including
mental frames and structural factors as suggested above, merit in-
vestigation. The findings would help firms enact design thinking and
materialize its full benefits. Since ours is an early performative study on
design thinking, we prioritized conceptualizing it and determining its
direct and moderated impacts. Another line of future inquiry is to
consider cultural factors. Learning by failing for example may be re-
sisted in Confucian-based, face-sensitive cultures in Japan and South
Korea (Chiou, 2001). We encourage scholars to join us in exploring
further the potential of design thinking for innovation.
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Appendix A. Measurements

Items Item Cronbach’s Composite relia-
loading Alpha bility
Human Centeredness a. Empathizing deeply with customers 0.782 0.803 0.871
b. Being more centered on customer, not business', needs 0.791
c. Maintaining the human perspective while solving customer problems 0.845
d. Understanding the context of customer needs, such as how customer lives, works. 0.753
Abductive Reasoning b. Pushing the boundaries of possible product or service ideas 0.833 0.838 0.892
c. Going beyond immediately observable solutions 0.826
d. Asking “what if” questions to discover new ideas 0.791
e. Challenging “what is” or assumed in pursuit of novelty 0.832
Learning by Failing a. Inviting mistakes in order to learn 0.868 0.880 0.917
b. Embracing failures because they lead to new insights 0.880
c. Risking failure early and often 0.804
d. Believing better solutions come faster by permitting failure 0.877
Discovery a. Collecting first-hand data on customers to discover deep needs 0.865 0.852 0.910
b. Seeking to discover new insights on customers through research 0.888
c. Utilizing various methods to make fresh discoveries about customers 0.883
Ideation a. Generating new concepts that challenge what's assumed to work 0.864 0.858 0.904
b. Brainstorming new concepts to meet customers' functional and emotional wants 0.806
c. Arriving at fundamentally new concepts by reframing problems 0.849
d. Asking questions to ideate new concepts 0.831
Experimen-tation a. Iteratively testing ideas to refine and launch new products or services 0.887 0.849 0.908
b. Repeatedly experimenting while developing new products or services 0.888
c. Adjusting new product or service ideas more than once based on customer feedback 0.854
New Product and Service Perf- a. Sales 0.805 0.787 0.862
ormance b. Market share 0.763
c. Return on investment 0.791
d. Profits 0.763
Market Turbulence a. In our kind of business, customers' product and service preference change quite a bit over 0.775 0.788 0.862
time
b. Our customers tend to look for new products or services all the time 0.804
c. We are witnessing demand for our products and services from customers who never 0.793

bought them before
d. New customers tend to have product- or service-related needs different from those of our 0.758
existing customers

Appendix B. Common method bias analysis

Substantive Factor Loading (R1) R12 Method Factor Loading (R2) R22
Human centeredness HC1 0.793 0.629 —0.004 0.000
HC2 0.792 0.627 —-0.001 0.000
HC3 0.837 0.701 0.016 0.000
HC4 0.751 0.564 —0.012 0.000
Abductive reasoning AR1 0.712 0.507 0.022 0.000
AR2 0.877 0.769 —0.051 0.003
AR3 0.775 0.601 0.021 0.000
AR4 0.817 0.667 0.009 0.000
Learning by failing LF1 0.824 0.679 0.050 0.003
LF2 0.808 0.653 0.085 0.007
LF3 0.918 0.843 -0.135 0.018
LF4 0.886 0.785 —0.009 0.000
Discovery DS1 0.863 0.745 0.001 0.000
DS2 0.920 0.846 —0.035 0.001
DS3 0.853 0.728 0.034 0.001
Ideation ID1 0.669 0.448 0.213 0.045
ID2 0.791 0.626 0.015 0.000
ID3 0.999 0.998 —0.165 0.027
D4 0.892 0.796 —0.065 0.004
Experimentation EXPE1 0.858 0.736 0.033 0.001
EXPE2 0.986 0.972 -0.113 0.013
EXPE3 0.781 0.610 0.112 0.013
New product and service performance MKT 0.698 0.487 —0.125 0.016
Profit 0.880 0.774 —0.125 0.016
ROI 0.821 0.674 —0.025 0.001
Sales 0.724 0.524 0.040 0.002
Market Turbulence MKT1 0.731 0.534 0.070 0.005
MKT2 0.847 0.717 —0.038 0.001
MKT3 0.784 0.615 0.022 0.000
MKT4 0.768 0.590 —0.008 0.000
Average 0.822 0.681 —0.006 0.006
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