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## PREFACE

The aim of the present volume is to add a substantial contribution to the textbook literature in the field of ordered algebraic structures. The fundamental notion which permeates the entire work is that of a residuated mapping and this is indeed the first unified account of this topic. The origin of this concept has been traced by J. Schmidt [26] to M. Benado [3] and G. Nöbeling [22, 23]. It also appears in the work of P.Dubreil [11] and R.Croisot [8]. The general theory of residuated mappings seems to have lain dormant for approximately 20 years until the appearance of papers by J.C.Derderian [9] and M.F.Janowitz [16, 17]; however, during this time particular types of residuated mappings were employed in studying residuated semigroups, principally by M.L.Dubreil-Jacotin [12], I. Molinaro [20], J. Querré [24] and T. S. Blyth [5].

This text has grown out of courses given by T.S.B. at the Universities of St. Andrews, Western Australia and Western Ontario and by M.F.J. at the Universities of Massachusetts, New Mexico and Western Michigan. In this (hopefully happy) marriage of our efforts, the choice of text material has, quite frankly, been selfish and more or less motivated by our own research interests. It was never our intention to write an encyclopaedia on the subject (we leave that happy task to someone else!) but rather to produce a self-contained and unified introduction to the subject which may be used either as a textbook or as a reference book in this area. In this connection we mention that many research papers are listed in the bibliography without explicit reference to their contents being made in the text. Many of these have had to be excluded because of space limitations and we hope that we have offended no one by so doing. The reader will undoubtedly find the present text useful in supplying the unified background material necessary to read those papers. Little attempt has been
made to credit results to their originators and we have tried to present the material in a well-marshalled and readable manner without the clutter of numerous references.

The advantage of the combined efforts of a British and an American author is that the book is designed to satisfy a variety of courses on both sides of the Atlantic. For example, Chapter 1 may be used as an advanced under-graduate course on ordered sets and lattice theory; Chapters 1 and 2 as a one-semester post-graduate course on lattice theory; and the whole text as an M.Sc. course on lattices and residuated semigroups. We have included a large number of illustrative examples and exercises. The exercises are of varying degrees of difficulty, some serving to provide examples and counter-examples to supplement the text, some being designed to help the student gain intuition and some to extend the text material.

We assume that the reader has most of his under-graduate training behind him, so that he has a good grounding in abstract algebra; for example, we shall feel free to assume that the reader knows what is meant by a ring, an ideal of a ring, etc. We shall also assume that he is familiar with Zorn's axiom. Some knowledge of general topology will be helpful for some of the examples, but not essential for understanding the book. Though no prior knowledge of lattice theory is expected, the reader might find it helpful on occasion to consult a standard elementary text on the subject, for there will be times when we simply will not be able to delve as deeply as we would like into a given branch of the subject.

We have organized the text by dividing it into three chapters, the first of which contains an introduction to residuated mappings and lattice theory. This chapter has been specifically written with an advanced undergraduate course in mind and contains all of the elementary material which is required later. In Chapter 2 we deal with the concept of a Baer semigroup and employ residuated mappings to show how these semigroups may be used to study lattices. In so doing, we incorporate some of the important work of D.J.Foulis [13] and S.S.Holland, Jr. [15] on orthomodular lattices. Finally, in Chapter 3, we use the notion of a residuated mapping as a basis for a discussion of residuated semigroups. In particular, we show how a certain residuated semigroup plays a fundamental rôle in the study of homomorphic images of ordered semigroups,
a starting point of which is a result of A. Bigard [4]. Whenever possible, we have phrased our results in terms of residuated mappings; for this reason, even one well versed in lattice theory would find here a fresh approach to the subject.

By far the majority of the results given here appear for the first time in book form and indeed some of them are only just seeing the lightf of day. Most of the material in Chapters 2 and 3 has been developed in the last decade; we hope that it may serve to inspire further research.

Our grateful thanks are due to Professors E.A.Schreiner and G.D. Crown for their valuable criticisms of the manuscript and to Dr T.P. Speed for his assistance in the proof-reading. Finally we would express our admiration at the ease with which the printers undertook a difficult task.
T.S.B.; M.F.J.

## CHAPTER 1

## FOUNDATIONS

## 1. Ordered sets

Let $E$ be a set and let $R$ be a binary relation between elements of $E$. Of the properties which $R$ may enjoy, the most commonly encountered in mathematics are the following: $R$ is said to be
(a) reflexive if $(\forall x \in E) x R x$;
(b) transitive if ( $x R y$ and $y R z$ ) $\Rightarrow x R z$;
(c) anti-symmetric if ( $x R y$ and $y R x$ ) $\Rightarrow x=y$;
(d) symmetric if $x R y \Rightarrow y R x$.

A relation $R$ which satisfies (a), (b) and (d) on $E$ is called an equivalence relation on $E$, as the reader will undoubtedly be aware. Although we shall meet with many equivalence relations in the pages which follow, we shall be concerned primarily with relations which satisfy the properties (a), (b), (c). A relation which satisfies these three properties on $E$ will be called an order relation on $E$ or simply an ordering on $E$. By an ordered set we shall mean a set $E$ together with an ordering on it. We shall usually denote an ordering by the symbol $\leq$ so that the properties (a), (b), (c) become
(a) $(\forall x \in E) x \leq x$;
(b) $(x \leq y$ and $y \leq z) \Rightarrow x \leq z$;
(c) $(x \leq y$ and $y \leq x) \Rightarrow x=y$.

Upon occasions, however, we shall find it convenient to use a variation of this symbol.

Example 1.1. The only binary relation on a set $E$ which is both an equivalence relation and an ordering on $E$ is the relation of equality.

Example 1.2. The set $\mathbf{R}$ of real numbers is an ordered set, $\leq$ having
its usual meaning. For each subset $A$ of $\mathbf{R}$ we shall use the notation $A_{+}=\{x \in A ; x>0\}$.

Example 1.3. The set $\mathbf{P}(E)$ of all subsets of a set $E$ is an ordered set under the relation $\subseteq$ of set inclusion.

Example 1.4. The set $\mathbf{Z}_{+}$of positive integers is an ordered set under the definition $m \preccurlyeq n \Leftrightarrow m$ is a factor of $n$.

Example 1.5. Let $E, F$ be sets with $F$ ordered. The set $\operatorname{Map}(E, F)$ of all mappings of $E$ into $F$ is ordered under the definition

$$
f \preccurlyeq g \Leftrightarrow(\forall x \in E) \quad f(x) \leq g(x) .
$$

Example 1.6. If $E_{1}, \ldots, E_{n}$ are ordered sets, then so also is their Cartesian product $\underset{i=1}{X} E_{i}$ under the definition

$$
\left(x_{1}, \ldots, x_{n}\right) \preccurlyeq\left(y_{1}, \ldots, y_{n}\right) \Leftrightarrow(i=1, \ldots, n) x_{i} \leq y_{i}
$$

More generally, if $\left(E_{\alpha}\right)_{\alpha \in A}$ is a family of ordered sets then $\underset{\alpha \in A}{ } E_{\alpha}$ is an ordered set with respect to the ordering specified in Example 1.5:

$$
\left(x_{\alpha}\right)_{\alpha \in A} \preccurlyeq\left(y_{\alpha}\right)_{\alpha \in A} \Leftrightarrow(\forall \alpha \in A) x_{\alpha} \leq y_{\alpha} .
$$

We shall say that a set $E$ is totally ordered (or forms a chain) if it is ordered in such a way that for any given elements $x, y \in E$ we have $x \leq y$ or $y \leq x$. The ordered set of Example 1.2 is totally ordered. If we define

$$
x<y \Leftrightarrow(x \leq y \quad \text { and } \quad x \neq y)
$$

then a totally ordered set may be described as an ordered set in which any two distinct elements $x, y$ satisfy either $x<y$ or $y<x$. It should be noted, however, that the relation $<$ as defined above is not an ordering for it does not satisfy (a). Also, the relations $x \nleftarrow y$ and $y<x$ are equivalent only in the case of a totally ordered set and not in the general case of an ordered set.

We say that two elements $x, y$ of an ordered set $E$ are comparable if $x \leq y$ or $y \leq x$ and denote this symbolically by writing $x \nVdash y$. If, on the other hand, neither $x \leq y$ nor $y \leq x$ holds, then we say that $x, y$ are incomparable and write $x \| y$. If $E$ is an ordered set and $F$ is a non-empty subset of $E$, then we shall say that $F$ is totally unordered if the elements of
$F$ are pairwise incomparable. This is equivalent to saying that in $F$ we have $x \leq y \Leftrightarrow x=y$; in other words, the restriction to $F$ of $\leq$ is equality.

Example 1.7. Consider the set $E=\{a, b, c\}$. In the ordered set $\mathbf{P}(E)$ the subset $J=\{\{a\},\{b\},\{c\}\}$ is totally unordered as is the subset $K=\{\{a, b\},\{a, c\},\{b, c\}\}$.

Let $R$ be a binary relation on a set $E$ and let $R^{t}$ denote its converse, i.e. $R^{t}$ is given by $x R^{t} y \Leftrightarrow y R x$. It is readily seen that if $R$ is an ordering on $E$, then so also is $R^{t}$. We denote the converse of $\leq$ by $\geq$ and the converse of $<$ by $>$.

Many ordered sets can be conveniently represented by means of Hasse diagrams. In such a diagram we represent $x \leq y$ by

i.e. we join the point representing $x$ to that representing $y$ by an increasing line segment. In drawing Hasse diagrams we shall agree not to include any superfluous line segments which arise through the transitivity of $\leq$. This principle is illustrated in the following example.

Example 1.8. Let $E$ be the set of all positive factors of 12 . If we order $E$ according to Example 1.2 we obtain a chain. If we order $E$ according to Example 1.4, the corresponding Hasse diagram is


Note that in the above diagram we have not joined 2 and 12 by a direct line segment; for $2 \leq 6$ and $6 \leq 12$ imply that $2 \leq 12$ by transitivity, so such a line is superfluous.

By the dual of a Hasse diagram we mean the Hasse diagram associated with the converse ordering. It is clear that to obtain the dual diagram all we have to do is to turn the original upside down. By the dual of an ordered set we shall mean the same set equipped with the converse order. When we the need arises, we shall use the notation $P^{*}$ to denote the dual of the ordered set $P$.

## EXERCISES

1.1. Prove that every finite ordered set has a Hasse diagram.
1.2. Let $E$ be the set of factors of 120 , ordered by divisibility. Draw the Hasse diagram for $E$.
1.3. Draw the Hasse diagrams for all possible orderings on a set consisting of (a) 3 , (b) 4 , (c) 5 elements.
1.4. Let $\left(P_{1}, \leq_{1}\right),\left(P_{2}, \leq_{2}\right)$ be ordered sets. Show that the relation $\leq$ defined on $P_{1} \times P_{2}$ by

$$
\left(x_{1}, x_{2}\right) \leq\left(y_{1}, y_{2}\right) \Leftrightarrow\left(x_{1} \leq_{1} y_{1} \text { and } x_{2} \leq_{2} y_{2}\right)
$$

is an ordering. Show also that $\leq$ is a total ordering if and only if $\leq_{1}$ and $\leq_{2}$ are total orderings and $P_{1}$ or $P_{2}$ consists of a single element.
1.5. Let $\left(P_{1}, \leq_{1}\right),\left(P_{2}, \leq_{2}\right)$ be ordered sets. Prove that the relation $\leq$ defined on $P_{1} \times P_{2}$ by

$$
\left(x_{1}, x_{2}\right) \leq\left(y_{1}, y_{2}\right) \Leftrightarrow\left\{\begin{array}{ll}
\text { either } & x_{1}<1 y_{1} \\
\text { or } & x_{1}=y_{1}
\end{array} \text { and } x_{2} \leq 2 y_{2}\right.
$$

is an ordering. This is known as the lexicographic ordering on $P_{1} \times P_{2}$. Show that $\leq$ is a total ordering if and only if $\leq_{1}$ and $\leq_{2}$ are total orderings.
1.6. Let $P_{1}$ and $P_{2}$ be the ordered sets with respective Hasse diagrams



Draw the Hasse diagrams for $\boldsymbol{P}_{\mathbf{1}} \times \boldsymbol{P}_{\mathbf{2}}$ and $\boldsymbol{P}_{\mathbf{2}} \times \boldsymbol{P}_{1}$ when ordered as in Examples 1.4 and 1.5.
1.7. Let $\left(P_{1}, \leq_{1}\right)$ and $\left(P_{2}, \leq_{2}\right)$ be disjoint ordered sets. Show that each of the following defines an ordering on $P=P_{1} \cup P_{2}$ :
(a) $x \leq y \Leftrightarrow x \leq_{1} y$ or $x \leq_{2} y$;
(b) $x \leq y \Leftrightarrow x \leq_{1} y, x \leq_{2} y$ or $x \in P_{1}$ and $y \in P_{2}$.

## 2. Mappings between ordered sets; residuated mappings

Let $P$ be an ordered set. By an (order) ideal of $P$ we shall mean any nonempty subset $I$ of $P$ satisfying the property

$$
(x \in I \text { and } y \leq x) \Rightarrow y \in I .
$$

By a principal ideal of $P$ we shall mean any ideal of the form

$$
[\leftarrow, x]=\{y \in P ; y \leq x\} .
$$

We define the dual notions of an (order) filter of $P$ to be any non-empty subset $J$ having the property

$$
(x \in J \text { and } y \geq x) \Rightarrow y \in J
$$

and a principal filter of $P$ to be any filter of the form

$$
[x, \rightarrow]=\{y \in P ; y \geq x\} .
$$

If $P, Q$ are ordered sets and $f: P \rightarrow Q$ is any mapping, then for each non-empty subset $R$ of $Q$ we define the pre-image of $R$ under $f$ to be the subset of $P$ given by

$$
f \leftarrow(R)=\{x \in P ; f(x) \in R\} .
$$

Our first result shows how the above notions can be used to characterize an important type of mapping between ordered sets.

Theorem 2.1. If $A, B$ are ordered sets and $f: A \rightarrow B$ is any mapping, the following conditions are equivalent:
(1) $x \leq y \Rightarrow f(x) \leq f(y)$;
(2) the pre-image of every principal ideal of $B$ is either empty or is an ideal of $A$;
(3) the pre-image of every principal filter of $B$ is either empty or is a filter of $A$.

Proof. Note that we use the same symbol $\leq$ to denote the ordering in both $A$ and $B$; no confusion will arise since the context will always make it clear to which set we are referring. We shall show that $(1) \Leftrightarrow$ (2); a dual argument will clearly yield (1) $\Leftrightarrow$ (3). Suppose then that $f$ satisfies (1) and let $x \in B$ be such that $f^{-}[\leftarrow, x] \neq \varnothing$ (where we write $f^{\leftarrow}[\leftarrow, x]$ in place of $f^{\leftarrow}([\leftarrow, x])$ ). Then if $y \in f^{-}[\leftarrow, x]$ and $z \leq y$ we have, by (1), $f(z)$
$\leq f(y) \leq x$ so that $z \in f^{\leftarrow}[\leftarrow, x]$. This shows that $(1) \Rightarrow$ (2). Suppose, conversely, that $f$ satisfies (2). For each $y \in A$ we have trivially $f(y) \leq f(y)$ and so $y \in f^{\leftarrow}[\leftarrow, f(y)]$. Since, by (2), $f^{\leftarrow}[\leftarrow, f(y)]$ is an ideal of $A$, it follows that

$$
x \leq y \Rightarrow x \in f^{\leftarrow}[\leftarrow, f(y)] \Rightarrow f(x) \leq f(y) .
$$

We shall say that $f: A \rightarrow B$ is isotone if and only if it satisfies any of the mutually equivalent conditions of Theorem 2.1. We shall make frequent use of the fact that if $f, g, h: A \rightarrow B$ are mappings with $g \leq h$ then $g \circ f \leq h \circ f$ and, if $f$ is isotone, $f \circ g \leq f \circ h$. There is, of course, a dual result which characterizes mappings which are antitone, namely:

Theorem 2.1*. If $A, B$ are ordered sets and $f: A \rightarrow B$ is any mapping, the following conditions are equivalent:
(1) $x \leq y \Rightarrow f(x) \geq f(y)$;
(2) the pre-image of every principal ideal of $B$ is either empty or is a filter of $A$;
(3) the pre-image of every principal filter of $B$ is either empty or is an ideal of $A$.

Suppose now that $f: A \rightarrow B$ is an isotone bijection. In general, the inverse map $f^{-1}$ is not necessarily isotone. For example, consider the ordered sets $A=\{x, y, z\}$ and $B=\{\alpha, \beta, \gamma\}$ with Hasse diagrams


and consider the mapping $f: A \rightarrow B$ given by $f(x)=\beta, f(y)=\alpha, f(z)=\gamma$. Clearly $f$ is an isotone bijection; but $f^{-1}$ is not isotone, for $\beta \leq \gamma$ and ${ }^{-1}(\beta)=x \| z=f^{-1}(\gamma)$.

We shall say that the ordered sets $A, B$ are (order-)isomorphic if and only if there is an isotone bijection $f: A \rightarrow B$ such that $f^{-1}$ is isotone. It
follows from this that $A, B$ are order-isomorphic if and only if there is a surjection $f: A \rightarrow B$ such that $x \leq y \Leftrightarrow f(x) \leq f(y)$. In a similar way, we say that the ordered sets $A, B$ are dually(order-)isomorphic if and only if there is a bijection $f: A \rightarrow B$ such that both $f$ and $f^{-1}$ are antitone, i.e. if and only if there is a surjection $f: A \rightarrow B$ such that $x \leq y \Leftrightarrow f(x) \geq f(y)$. Ordered sets which are dually isomorphic to themselves are said to be self-dual.

Consider now the following problem: given the diagram of ordered sets and mappings

we wish to determine under what conditions there exists an isotone mapping $h: B \rightarrow C$ such that $h \circ f \geq g$ [resp. $h \circ f \leq g$ ]. Though the next theorem does not solve the problem, it does provide some useful information.

Theorem 2.2. Let $A, B, C$ be ordered sets with mappings $f: A \rightarrow B$ and $g: A \rightarrow C$. If $h: B \rightarrow C$ is isotone, the following are equivalent:
(1) $h \circ f \geq g$;
(2) $(\forall x \in B) \quad f^{-}[\leftarrow, x] \subseteq g^{\leftarrow}[\leftarrow, h(x)]$.

Likewise, the following are equivalent:
(3) $h \circ f \leq g$;
(4) $(\forall x \in B) \quad f^{\leftarrow}[x, \rightarrow] \subseteq g^{\leftarrow}[h(x), \rightarrow]$.

Proof. (1) $\Rightarrow$ (2): If $f^{-}[\leftarrow, x]=\varnothing$ there is nothing to prove; a nd $i$ $f^{\leftarrow}[\leftarrow, x] \neq \varnothing$ then for each $y \in f^{-}[\leftarrow, x]$ we have $f(y) \leq x$ so that, $h$ being isotone, $g(y) \leq(h \circ f)(y)=h[f(y)] \leq h(x)$ whence $y \in g^{\leftarrow}[\leftarrow, h(x)]$.
(2) $\Rightarrow$ (1): For each $y \in A$ we have $y \in f \leftarrow[\leftarrow, f(y)] \subseteq g^{\leftarrow}[\leftarrow, h(f(y))]$ and so $g(y) \leq h[f(y)]$ whence $g \leq h$ с $f$ as required.

The equivalence of (3) and (4) is proved similarly.

We shall now consider the associated problem in which all the arrows are reversed, namely given the diagram of ordered sets and mappings

to determine under what conditions there exists a mapping $h: C \rightarrow B$ such that $f \circ h \leq g$ [resp. $f \circ h \geq g]$. Note that in this case we do not require $h$ to be isotone.

Theorem 2.3. If $A, B, C$ are ordered sets with mappings $f: B \rightarrow A$ and $g: C \rightarrow A$ then the following conditions are equivalent:
(1) there exists $h: C \rightarrow B$ such that $f \circ h \leq g$;
(2) $(\forall x \in C) f^{\leftarrow}[\leftarrow, g(x)] \neq \varnothing$.

Likewise, the following conditions are equivalent:
(3) there exists $h: C \rightarrow B$ such that $f \circ h \geq g$;
(4) $(\forall x \in C) f^{+}[g(x), \rightarrow] \neq \varnothing$.

Proof. Again we show that $(1) \Leftrightarrow(2)$, the proof of $(3) \Leftrightarrow(4)$ being similar. Suppose that (1) holds. Then from ( $\forall x \in C) f[h(x)] \leq g(x)$ it follows that $(\forall x \in C) h(x) \in f^{\leftarrow}[\leftarrow, g(x)]$ whence (2) holds. Conversely, if (2) holds then we can define a mapping $h: C \rightarrow B$ by associating with each $x \in C$ a chosen element $h(x) \in f^{-}[\leftarrow, g(x)]$. Clearly we have $(\forall x \in C)$ $(f \circ h)(x)=f[h(x)] \leq g(x)$, from which (1) follows.

In what follows we shall denote by $\mathrm{id}_{E}$ the identity map on a set $E$.
Corollary. If $f: A \rightarrow B$ is isotone then the following conditions are equivalent:
(1) there exists $h: B \rightarrow A$ such that $f \circ h \leq i d_{B}$;
(2) for each principal ideal $[\leftarrow, x]$ of $B, f^{-}[\leftarrow, x]$ is an ideal of $A$.

Likewise, the following conditions are equivalent:
(3) there exists $h: B \rightarrow A$ such that $f \circ h \geq i d_{B}$;
(4) for each principal filter $[x, \rightarrow]$ of $B, f^{-}[x, \rightarrow]$ is a filter of $A$.

Proof. That (1) and (2) are equivalent follows by applying Theorem 2.3, in the light of Theorem 2.1, to the diagram


A similar proof establishes the equivalence of (3) and (4).
We shall say that $f: A \rightarrow B$ is quasi-residuated if it is isotone and satisfies either of the equivalent conditions (1), (2) of the above corollary. A more useful characterization of a quasi-residuated mapping is the following: a mapping $f: A \rightarrow B$ is quasi-residuated if and only if it is isotone and such that $(\forall y \in B)\{x \in A ; f(x) \leq y\} \neq \emptyset$. In fact this latter condition is equivalent to saying that $(\forall y \in B) f^{-}[\leftarrow, y] \neq \varnothing$. The result is therefore immediate from Theorem 2.3.

We say that $f: A \rightarrow B$ is dually quasi-residuated if it is isotone and satisfies either of the equivalent conditions (3), (4) of the above corollary. A particularly important type of dually quasi-residuated mapping which plays a prominent rôle in the theory of ordered algebraic structures is known as a closure mapping. By a closure mapping on an ordered set $A$ we mean an isotone mapping $f: A \rightarrow A$ such that $f=f \circ f \geq \mathrm{id}_{A}$. In a dual manner we define a dual closure mapping on $A$ to be an isotone mapping $f: A \rightarrow A$ such that $f=f \circ f \leq \mathrm{id}_{A}$ [note: $f$ is isotone in each case]. A dual closure mapping is clearly a particulartype of quasi-residuated mapping. As our next result shows, these mappings also admit characterizations in terms of pre-images of principal ideals and filters.

Theorem 2.4. If $A$ is an ordered set and $f: A \rightarrow A$ is any mapping, the following conditions are equivalent:
(1) $f$ is a dual closure mapping;
(2) $(\forall x \in A) f^{\leftarrow}[\leftarrow, x]=f^{\leftarrow}[\leftarrow, f(x)]$.

Likewise, the following conditions are equivalent:
(3) $f$ is a closure mapping;
(4) $(\forall x \in A) f^{\leftarrow}[x, \rightarrow]=f^{\leftarrow}[f(x), \rightarrow]$.

Proof. We prove that $(1) \Leftrightarrow(2)$; the proof of $(3) \Leftrightarrow(4)$ is similar. Suppose that (1) holds. It is evident that, for each $x \in A, x \in f^{\leftarrow}[\leftarrow, f(x)]$ $\subseteq f^{\rightarrow}[\leftarrow, x]$. Moreover,

$$
y \in f^{-}[\leftarrow, x] \Rightarrow f(y) \leq x \Rightarrow f(y) \leq f(x) \Rightarrow y \in f^{\leftarrow}[\leftarrow, f(x)],
$$

which yields (2). Conversely, if (2) holds then we have

$$
(\forall x \in A) \quad f^{\leftarrow}[\leftarrow, x]=f \leftarrow[\leftarrow, f(x)]=f \leftarrow[\leftarrow, f(f(x))] .
$$

Now $x$ is an element of the second of these sets. It therefore belongs to the other two and so

$$
(\forall x \in A) \quad f(x) \leq x \text { and } f(x) \leq(f \circ f)(x)
$$

giving $f \leq \mathrm{id}_{A}$ and $f \leq f \circ f$. Now $f$ is isotone; for

$$
y \leq x \Rightarrow f(y) \leq y \leq x \Rightarrow y \in f^{\leftarrow}[\leftarrow, x]=f^{\leftarrow}[\leftarrow, f(x)] \Rightarrow f(y) \leq f(x) .
$$

We therefore deduce from $f \leq \mathrm{id}_{A}$ that $f \circ f \leq f$. Collecting the above results, we see that $f$ is an isotone map which is such that $f=f \circ f \leq \mathrm{id}_{A}$, i.e. is a dual closure mapping.

Our next result characterizes mappings of paramount importance in our future discussion.

Theorem 2.5. Let $f: A \rightarrow B$ be a mapping between the ordered sets $A, B$. The following conditions on $f$ are equivalent:
(1) $f$ is isotone and there exists an isotone mapping $h: B \rightarrow A$ such that $h \circ f \geq i d_{A}$ and $f \circ h \leq i d_{B}$;
(2) for each principal ideal $[\leftarrow, x]$ of $B, f^{\leftarrow}[\leftarrow, x]$ is a principal ideal of $A$.

Proof. Suppose that (1) holds. Then, applying Theorem 2.2 and the corollary to Theorem 2.3, we have

$$
(\forall x \in B) \quad \varnothing \subset f^{+}[\leftarrow, x] \subseteq[\leftarrow, h(x)] .
$$

But if $y \in[\leftarrow, h(x)]$, then $y \leq h(x)$, and so we have $f(y) \leq f[h(x)]$ $=(f \circ h)(x) \leq \operatorname{id}_{B}(x)=x$ whence $y \in f^{+}[\leftarrow, x]$. Consequently,

$$
(\forall x \in B) \quad \varnothing \subset f^{\rightarrow}[\leftarrow, x]=[\leftarrow, h(x)] .
$$

This establishes (2). Conversely, suppose that (2) holds, i.e. that

$$
(\forall x \in B)(\exists y \in A) \quad \emptyset \subset f^{\leftarrow}[\leftarrow, x]=[\leftarrow, y] .
$$

It follows by Theorem 2.1 that $f$ is isotone. Moreover, the element $y$ defined above is clearly unique for each $x \in B$ so we can define a mapping $h: B \rightarrow A$ by setting $h(x)=y$. For this mapping $h$ we have

$$
(\forall x \in B) \quad(f \circ h)(x)=f[h(x)] \leq x,
$$

since $h(x) \in[\leftarrow, h(x)]=f^{\leftarrow}[\leftarrow, x]$; and

$$
(\forall z \in A) \quad(h \circ f)(z)=h[f(z)] \geq z,
$$

since $z \in f^{\leftarrow}[\leftarrow, f(z)]=[\leftarrow, h(f(z))]$. This establishes (1).
We shall say that a mapping $f: A \rightarrow B$ is residuated if and only if it satisfies either of the equivalent conditions of Theorem 2.5; and dually residuated if it satisfies the dual theorem.

Let us note that if $f: A \rightarrow B$ is residuated then the mapping $h: B \rightarrow A$ satisfying $h \circ f \geq \mathrm{id}_{A}$ and $f \circ h \leq \mathrm{id}_{B}$ is unique. In fact, if $h, h^{*}$ satisfy these properties, then

$$
h=\operatorname{id}_{A} \circ h \leq\left(h^{*} \circ f\right) \circ h=h^{*} \circ(f \circ h) \leq h^{*} \circ \operatorname{id}_{B}=h^{*},
$$

and in a similar way $h^{*} \leq h$ whence we have $h=h^{*}$. We denote this unique mapping by $f^{+}$and call it the residual of $f$. It is clear from the proof of Theorem 2.5 that a mapping $f: A \rightarrow B$ is residuated if and only if for each $y \in B$ the set $\{x \in A ; f(x) \leq y\}$ is not empty and admits a greatest element. Moreover, when it exists, the residual $f^{+}$of $f$ is given by

$$
(\forall y \in B) f^{+}(y)=\max \{x \in A ; f(x) \leq y\} .
$$

Remark. Let us pause to note that when $f: A \rightarrow B$ is residuated, $f$ and its residual $f^{+}$are related by the inequalities $f^{+} \circ f \geq \mathrm{id}_{A}$ and $f \circ f^{+}$ $\leq \mathrm{id}_{B}$. Until he becomes familiar with these inequalities, the reader should take care not to confuse them. It is also important to notice that if one regards $f, f^{+}$as mappings between $A^{*}$ and $B^{*}$, then $f^{+}: B^{*} \rightarrow A^{*}$ is residuated with $f$ as its associated residual map.

At this point the reader may well ask just what there is about residuated mappings that makes then so important. As we shall soon see, the residuated mappings on a bounded ordered set $E$ form a semigroup with a zero and an identity. What is more important, however, is that many important properties which $E$ may enjoy can be characterized naturally in this semigroup. Residuated mappings crop up in a variety of situations.

Whilst we shall discuss this in some detail later, we mention here a few examples to whet the reader's appetite:

1. There is a bijection between the binary relations on a set $E$ and the residuated mappings on the power set of $E$.
2. Every linear transformation $f$ on a vector space $V$ induces a residuated mapping on the lattice of subspaces of $V$, namely the mapping $M \rightarrow\{f(m) ; m \in M\}$.
3. Every bounded linear operator $f$ on a Hilbert space $H$ induces a residuated mapping on the lattice of closed subspaces of $H$, namely the mapping $M \rightarrow\{f(m) ; m \in M\}^{\perp 1}$.
4. If $A$ is a commutative ring with an identity element then, in the ordered semigroup of ideals of $A$, multiplication by a fixed ideal is a residuated mapping.
5. If $X$ is a $T_{1}$-topological space and if $R$ is a binary relation on $X$ which is continuous in the sense that

$$
A \text { open } \Rightarrow\{x \in X ;(\exists y \in A) x R y\} \text { open }
$$

then $R$ induces a residuated mapping on the lattice $L(X)$ of closed subsets of $X$ and every residuated mapping on $L(X)$ arises in this manner.

For the remainder of this section we shall look at some elementary properties of residuated mappings.

Theorem 2.6. If $A, B$ are ordered sets and $f: A \rightarrow B$ is residuated, then
(1) $f \circ f^{+} \circ f=f$ and $f^{+} \circ f \circ f^{+}=f^{+}$;
(2) the following conditions are equivalent:
(a) $f^{+} \circ f=i d_{A}$;
(b) $f$ is injective;
(c) $f^{+}$is surjective;
(d) if $C$ is any set and $g, h: C \rightarrow A$ are any mappings then

$$
f \circ g=f \circ h \Rightarrow g=h ;
$$

(3) the following conditions are equivalent:
( $\alpha$ ) $f \circ f^{+}=i d_{B}$;
$(\beta)$ f is surjective;
( $\gamma$ ) $f^{+}$is injective;
( $\delta$ ) if $C$ is any set and $g, h: B \rightarrow C$ are any mappings then

$$
g \circ f=h \circ f \Rightarrow g=h .
$$

Proof. Since $f$ is isotone and $f^{+} \circ f \geq \operatorname{id}_{A}, f \circ f^{+} \leq \mathrm{id}_{B}$, we have $f \circ f^{+} \circ f \geq f \circ \mathrm{id}_{A}=f$ and $f \circ f^{+} \circ f \leq \operatorname{id}_{B} \circ f=f$. This yields the first equality of (1), the second being proved similarly. Toprove (2), we show that $(a) \Leftrightarrow(c)$ and that $(a) \Rightarrow(b) \Rightarrow(d) \Rightarrow(a)$. It is clear that $(a) \Rightarrow(c)$; conversely, if (c) holds then for each $x \in A$ there exists $y \in B$ such that $f^{+}(y)=x$ so that, using (1),

$$
x=f^{+}(y)=\left(f^{+} \circ f \circ f^{+}\right)(y)=\left(f^{+} \circ f\right)\left[f^{+}(y)\right]=\left(f^{+} \circ f\right)(x),
$$

whence (a) holds. If now (a) holds then

$$
f(x)=f(y) \Rightarrow x=f^{+}[f(x)]=f^{+}[f(y)]=y,
$$

so that (b) holds. If (b) holds then

$$
\begin{aligned}
f \circ g=f \circ h & \Rightarrow(\forall x \in C) \quad f[g(x)]=f[h(x)] \\
& \Rightarrow(\forall x \in C) \quad g(x)=h(x) \\
& \Rightarrow g=h,
\end{aligned}
$$

whence (d) holds. Finally, if (d) holds then from the equality $f \circ f^{+} \circ f$ $=f=f \circ \mathrm{id}_{A}$ we deduce that $f^{+} \circ f=\mathrm{id}_{A}$ which is (a). The proof of (3) is dual to that of (2).

Using the previous result we can give the following characterization of closure mappings modulo residuated mappings.

Theorem 2.7. If $A$ is an ordered set then $f: A \rightarrow A$ is a closure mapping if and only if there is an ordered set $B$ and a residuated mapping $g: A \rightarrow B$ such that $f=g^{+} \circ g$.

Proof. Suppose first that $g: A \rightarrow B$ is residuated. Then, on the one hand, $g^{+} \circ g \geq \mathrm{id}_{A}$; and, on the other, by Theorem 2.6, $g=g \circ g^{+} \circ g$ so that $g^{+} \circ g=\left(g^{+} \circ g\right) \circ\left(g^{+} \circ g\right)$. Thus $g^{+} \circ g$ is a closure mapping, for being the composition of two isotone mappings it is also isotone.

Conversely, suppose that $A$ is an ordered set with $f: A \rightarrow A$ a closure
mapping. Let $F$ be the equivalence relation associated with $f$, i.e. $x \equiv y(F)$ $\Leftrightarrow f(x)=f(y)$. Define the relation $\leqslant$ on $A \mid F$ by

$$
x / F \preccurlyeq y \mid F \Leftrightarrow f(x) \leq f(y) .
$$

It is readily seen that $\leqslant$ is an ordering and, since $f$ is isotone, the canonical surjection $\mathfrak{\natural}_{F}: A \rightarrow A / F$ is isotone. Now each equivalence class modulo $F$ has a greatest element, the greatest element in the class of $x$ modulo $F$ being the element $f(x)$. We can therefore define a mapping $g: A \mid F \rightarrow A$ by setting $g(x \mid F)=f(x)$. We then have

$$
\left\{\begin{array}{l}
\left(g \circ \mathfrak{h}_{F}\right)(x)=g\left[\mathfrak{h}_{F}(x)\right]=g(x \mid F)=f(x) \geq x ; \\
\left(\mathfrak{h}_{F} \circ g\right)(x \mid F)=\mathfrak{\hbar}_{F}[f(x)]=[f(x)] / F=x \mid F,
\end{array}\right.
$$

from which it follows that $\mathfrak{G}_{F}$ is residuated with $g=\xi_{F}^{+}$and that $f=$ 的 $_{F} \circ \mathfrak{q}_{\mathrm{F}}$.

Remark. In the above proof we were concerned with an equivalence relation which was the equivalence associated with an isotone mapping. We shall be taking a very close look at such relations later.

Theorem 2.8. Let $A, B, C$ be ordered sets and let $f: A \rightarrow B$ and $g: B \rightarrow C$ be residuated mappings. Then $g \circ f$ is residuated with $(g \circ f)^{+}$ $=f^{+} \circ g^{+}$.

Proof. Clearly $g \circ f$ and $f^{+} \circ g^{+}$are isotone. Moreover the isotonicity of $f, g$ together with the relations $f^{+} \circ f \geq \mathrm{id}_{A}, f \circ f^{+} \leq \mathrm{id}_{B}$, $g^{+} \circ g \geq \mathrm{id}_{B}, g \circ g^{+} \leq \mathrm{id}_{C}$ yields

$$
\left\{\begin{array}{l}
\left(f^{+} \circ g^{+}\right) \circ(g \circ f) \geq f^{+} \circ \mathrm{id}_{B} \circ f=f^{+} \circ f \geq \mathrm{id}_{A} ; \\
(g \circ f) \circ\left(f^{+} \circ g^{+}\right) \leq g \circ \mathrm{id}_{B} \circ g^{+}=g \circ g^{+} \leq \operatorname{id}_{C},
\end{array}\right.
$$

from which we deduce, using the uniqueness of residuals, that $(g \circ f)^{+}$ exists and is none other than $f^{+} \circ g^{+}$.

Theorem 2.9. If $A$ is an ordered set and $f: A \rightarrow A$ is a residuated mapping, then
(1) $\left(\forall n, p \in \mathbf{Z}_{+}\right) f^{p}=f^{p+n} \Leftrightarrow\left(f^{+}\right)^{p}=\left(f^{+}\right)^{p+n}$;
(2) $f \leq i d_{A} \Leftrightarrow f^{+} \geq i d_{A}$;
(3) $f \geq i d_{A} \Leftrightarrow f^{+} \leq i d_{A}$.

Proof. (1) We use the notation $f^{p}$ to denote $f \circ f \circ \cdots \circ f$ ( $p$ factors). The result is in fact immediate on remarking that $\left(f^{+}\right)^{p}$ is the residual of $f^{p}$ [to prove this, use Theorem 2.8 and induction] and that $\left(f^{+}\right)^{p+n}$ is the residual of $f^{p+n}$. (2) If $f \leq \mathrm{id}_{A}$ then $\mathrm{id}_{A} \leq f^{+} \circ f \leq f^{+} \circ \mathrm{id}_{A}=f^{+}$. (3) is proved similarly to (2).

Theorem 2.10. If $A$ is an ordered set and $f: A \rightarrow A$ is residuated then the following conditions are equivalent:
(a) $f$ is a closure mapping;
(b) $f^{+}$is a dual closure mapping;
(c) $f=f^{+} \circ f$;
(d) $f^{+}=f \circ f^{+}$.

Likewise, the following conditions are equivalent:
(x) $f$ is a dual closure mapping;
$(\beta) f^{+}$is a closure mapping;
( $\gamma$ ) $f=f \circ f^{+}$;
( $\delta$ ) $f^{+}=f^{+} \circ f$.
Proof. That (a) and (b) are equivalent follows from Theorem 2.9, for $f=f \circ f \geq \mathrm{id}_{\boldsymbol{A}}$ if and only if $f^{+}=f^{+} \circ f^{+} \leq \mathrm{id}_{A}$. To establish the equivalence of (a), (b), (c), (d) we shall show that $(a) \Rightarrow(c) \Rightarrow(d) \Rightarrow(b)$. Suppose that (a) holds; then (c) follows from the inequalities

$$
\left\{\begin{array}{l}
f^{+} \circ f=f^{+} \circ f \circ f \geq \mathrm{id}_{A} \circ f=f \\
f=f \circ f^{+} \circ f \geq \mathrm{id}_{A} \circ f^{+} \circ f=f^{+} \circ f
\end{array}\right.
$$

If now (c) holds then from $f=f^{+} \circ f$ we deduce that $f \circ f^{+}=f^{+} \circ f \circ f^{+}$ $=f^{+}$which is (d). Finally, if (d) holds, then $f^{+} \circ f^{+}=f \circ f^{+} \circ f \circ f^{+}$ $=f \circ f^{+}=f^{+}$and $f^{+}=f \circ f^{+} \leq \mathrm{id}_{A}$, and hence (b) holds. The equivalence of $(\alpha),(\beta),(\gamma),(\delta)$ is proved similarly.

The final result we shall prove in this section is a simple consequence of what has gone before. However, we require some additional terminology before formulating it.

Definition. By an ordered semigroup we shall mean a semigroup $S$ on which there is defined an ordering $\leq$ in such a way that for each $x \in S$ the translations $\lambda_{x}, \varrho_{x}$ given by the prescriptions $\lambda_{x}(y)=x y$ and $\varrho_{x}(y)=y x$
are isotone [in other words, $S$ satisfies the property that $y \leq z \Rightarrow(\forall x \in S)$ $x y \leq x z$ and $y x \leq z x]$.

Example 2.1. $(\mathbf{R},+),\left(\mathbf{R}_{+}, \cdot\right)$ are ordered semigroups under the usual ordering.

Example 2.2. For any set $E,(\mathbf{P}(E), \cap)$ and $(\mathbf{P}(E), \cup)$ are ordered semigroups under set inclusion.

Example 2.3. For any ordered set $E$, the semigroup formed by the isotone mappings $f: E \rightarrow E$ is an ordered semigroup when ordered as in Example 1.5.

Example 2.4. Let $R$ be a commutative ring and let $I(R)$ denote its set of ideals. Define a multiplication on $I(R)$ by letting ab be the set (= ideal) of elements of $R$ which can be expressed in the form $\sum_{i=1}^{n} a_{i} b_{i}$, where $a_{i} \in \mathbf{a}$ and $b_{i} \in \mathbf{b}$. With respect to this multiplication and set inclusion, $I(R)$ forms an ordered semigroup.

Definition. Let $A, B$ be ordered semigroups. We say that $A, B$ are isomorphic if and only if there is a semigroup homomorphism $f: A \rightarrow B$ which is an order isomorphism. We say that $A, B$ are anti-isomorphic if and only if there is a semigroup anti-homomorphism $f: A \rightarrow B$ (i.e. for all $x, y \in A, f(x y)=f(y) f(x))$, which is a dual order isomorphism.

Theorem 2.11. If $E$ is an ordered set then the set Res ( $E$ ) of residuated mappings $f: E \rightarrow E$ forms an ordered semigroup and the set of their residuals forms an ordered semigroup Res ${ }^{+}(E)$. Moreover, Res ( $E$ ) and Res ${ }^{+}(E)$ are anti-isomorphic.

Proof. It is clear from Theorem 2.8 that Res $(E)$ and Res ${ }^{+}(E)$ form semigroups under composition of mappings. Moreover, these semigroups are ordered semigroups (under the ordering defined in Example 1.5) since all the mappings in question are isotone. Since $f \leq g \Leftrightarrow f \circ g^{+} \leq \mathrm{id}_{E}$ $\Leftrightarrow g^{+} \leq f^{+}$, it then follows from Theorem 2.8 and the uniqueness of residuals that the mapping $(+): \operatorname{Res}(E) \rightarrow \operatorname{Res}^{+}(E)$ described by $(+)(f)=f^{+}$establishes an anti-isomorphism between $\operatorname{Res}(E)$ and Res ${ }^{+}(E)$.

The following example is instructive.

Example 2.5. Consider the set $E=\{1,2,3\}$ ordered in the usual way. There are ten isotone mappings from $E$ to itself, namely:

$$
\begin{aligned}
& \theta_{0}=\mathrm{id}_{E} ; \\
& \theta_{1}: 1 \rightarrow 2, \quad 2 \rightarrow 3, \quad 3 \rightarrow 3 \text {; } \\
& \theta_{2}: 1 \rightarrow 1, \quad 2 \rightarrow 3, \quad 3 \rightarrow 3 \text {; } \\
& \theta_{3}: 1 \rightarrow 1,2 \rightarrow 2, \quad 3 \rightarrow 2 \text {; } \\
& \theta_{4}: \quad 1 \rightarrow 2, \quad 2 \rightarrow 2, \quad 3 \rightarrow 3 \text {; } \\
& \theta_{5}: 1 \rightarrow 1, \quad 2 \rightarrow 1, \quad 3 \rightarrow 3 \text {; } \\
& \theta_{6}: 1 \rightarrow 1,2 \rightarrow 1, \quad 3 \rightarrow 2 \text {; } \\
& \theta_{7}: 1 \rightarrow 3, \quad 2 \rightarrow 3, \quad 3 \rightarrow 3 \text {; } \\
& \theta_{8}: \quad 1 \rightarrow 2, \quad 2 \rightarrow 2, \quad 3 \rightarrow 2 \text {; } \\
& \theta_{9}: \quad 1 \rightarrow 1, \quad 2 \rightarrow 1, \quad 3 \rightarrow 1 .
\end{aligned}
$$

Of these isotone mappings, those which are residuated are

$$
\alpha_{0}=\mathrm{id}_{E} ; \quad \alpha_{1}=\theta_{2} ; \quad \alpha_{2}=\theta_{3} ; \quad \alpha_{3}=\theta_{5} ; \quad \alpha_{4}=\theta_{6} ; \quad \alpha_{5}=\theta_{9},
$$

their residuals being respectively

$$
\beta_{0}=\mathrm{id}_{E} ; \quad \beta_{1}=\theta_{5} ; \quad \beta_{2}=\theta_{2} ; \quad \beta_{3}=\theta_{4} ; \quad \beta_{4}=\theta_{1} ; \quad \beta_{5}=\theta_{7}
$$

The respective semigroups are given by the following Cayley tables which exhibit the anti-isomorphism:

|  | $\alpha_{0} \alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4} \alpha_{5}$ |  | $\beta_{0} \beta_{1} \beta_{2} \beta_{3} \beta_{4} \beta_{5}$ |
| :---: | :---: | :---: | :---: |
| $\alpha_{0}$ | $\alpha_{0} \alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4} \alpha_{5}$ | $\beta_{0}$ | $\beta_{0} \beta_{1} \beta_{2} \beta_{3} \beta_{4} \beta_{5}$ |
| $\alpha_{1}$ | $\alpha_{1} \alpha_{1} \alpha_{1} \alpha_{3} \alpha_{3} \alpha_{5}$ | $\beta_{1}$ | $\beta_{1} \beta_{1} \beta_{2} \beta_{1} \beta_{2} \beta_{5}$ |
| $\alpha_{2}$ | $\alpha_{2} \alpha_{2} \alpha_{2} \alpha_{4} \alpha_{4} \alpha_{5}$ | $\beta_{2}$ | $\beta_{2} \beta_{1} \beta_{2} \beta_{5} \beta_{5} \beta_{5}$ |
| $\alpha_{3}$ | $\alpha_{3} \alpha_{1} \alpha_{5} \alpha_{3} \alpha_{5} \alpha_{5}$ | $\beta_{3}$ | $\beta_{3} \beta_{3} \beta_{4} \beta_{3} \beta_{4} \beta_{5}$ |
| $\alpha_{4}$ | $\alpha_{4} \alpha_{2} \alpha_{5} \alpha_{4} \alpha_{5} \alpha_{5}$ | $\beta_{4}$ | $\beta_{4} \beta_{3} \beta_{4} \beta_{5} \beta_{5} \beta_{5}$ |
| $\alpha_{5}$ | $\alpha_{5} \alpha_{5} \alpha_{5} \alpha_{5} \alpha_{5} \alpha_{5}$ | $\beta_{5}$ | $\beta_{5} \beta_{5} \beta_{5} \beta_{5} \beta_{5} \beta_{5}$ |

Remark. This example shows in particular that Res $(E) \cup \operatorname{Res}^{+}(E)$ is not in general a semigroup; for example, $\alpha_{2} \circ \beta_{4}=\theta_{8} \notin \operatorname{Res}(E)$ $\cup$ Res $^{+}(E)$.

## EXERCISES

2.1. Let $E, F$ be sets. For any mapping $f: E \rightarrow F$ define the associated mappings $f^{\rightarrow}: \mathbf{P}(E) \rightarrow \mathbf{P}(F)$ and $f^{-}: \mathbf{P}(F) \rightarrow \mathbf{P}(E)$ as follows

$$
(\forall X \in \mathbf{P}(E)) \quad f^{\rightarrow}(X)=\{y \in F ;(\exists x \in X) y=f(x)\} ;
$$

$$
(\forall Y \in \mathbf{P}(F)) \quad f^{+}(Y)=\{x \in E ; f(x) \in Y\}
$$

Prove that $f^{\rightarrow}$ is residuated and that $\left(f^{\rightarrow}\right)^{+}=f^{+}$.
2.2. Let $\mathbf{N}$ denote the set of non-negative integers, ordered in the usual way. Let $m \in \mathbf{N}(m \neq 0)$ and define $f_{m}: \mathbf{N} \rightarrow \mathbf{N}$ by the prescription

$$
(\forall n \in \mathbf{N}) \quad f_{m}(n)=m n
$$

Prove that $f_{m}$ is residuated and determine $f_{m}^{+}$.
2.3. Let $E$ be any set. For each subset $A$ of $E$ show that the mapping $t_{A}: P(E)$ $\rightarrow \mathbf{P}(E)$ given by

$$
(\forall X \in \mathbf{P}(E)) \quad t_{A}(X)=A \cap X
$$

is a residuated dual closure map on $P(E)$ and determine $t_{A}^{+}$.
2.4. Let $S$ be a semigroup with a zero element 0 . Let $P_{0}(S)$ be the set of all subsets of $S$ which contain 0 , ordered by set inclusion. For each $A \in P_{0}(S)$ define the mappings $\lambda_{A}, \varrho_{A}: P_{0}(S) \rightarrow P_{0}(S)$ by setting $\lambda_{A}(X)=A X=\{a x ; a \in A, x \in X\}$ and $\varrho_{A}(X)=X A$ $=\{x a ; a \in A, x \in X\}$. Prove that $\lambda_{A}, \varrho_{A}$ are residuated and determine $\lambda_{A}^{+}, \varrho_{A}^{+}$.
2.5. With reference to Example 2.4, draw a conclusion analogous to that of Exercise 2.4.
2.6. If $E$ is an ordered set and $f: E \rightarrow E$ is residuated, prove that the following conditions are equivalent: (a) $f=f^{+}$; (b) $f \circ f=\mathrm{id}_{E}$; (c) $f^{+\circ} f^{+}=\mathrm{id}_{E}$.
2.7. Let $E$ be an ordered set and let $T$ be the semigroup of isotone maps on $E$. For each subset $S$ of $T$ let $\langle S\rangle$ denote the subsemigroup generated by $S$; i.e., the set of all isotone mappings of the form $f_{1} \circ f_{2} \circ \cdots \circ f_{n}$, where each $f_{i} \in S$. If $f: E \rightarrow E$ is residuated, prove that the following conditions are equivalent:
(a) $f \neq f^{+}$and $\left\langle\left\{f, f^{+}\right\}\right\rangle=\left\{f, f^{+}\right\}$;
(b) $f$ is either a closure mapping or a dual closure mapping but not both.
2.8. Given ordered sets $E, F$ and antitone mappings $f: E \rightarrow F, g: F \rightarrow E$ we say that the pair $(f, g)$ establishes a Galois connection between $E$ and $F$ if and only if $f \circ g$ $\geq \mathrm{id}_{F}$ and $g \circ f \geq \mathrm{id}_{E}$. Prove that if the antitone mappings $f: E \rightarrow F, g: F \rightarrow E$ set up a Galois connection between $E$ and $F$, then $f$ is a residuated mapping from $E \rightarrow F^{*}$ and a dually residuated mapping from $E^{*} \rightarrow F$. Show that an antitone mapping $f: E \rightarrow F$ admits a Galois connection with at most one antitone mapping $g: F \rightarrow E$ and that, when such an occasion arises,
(a) $f=f \circ g \circ f$ and $g=g \circ f \circ g$;
(b) $\{y \in F ; y=(f \circ g)(y)\}=\operatorname{Im} f$;
(c) $\{x \in E ; x=(g \circ f)(x)\}=\operatorname{Im} g$;
(d) the restriction of $f$ to $\operatorname{Im} g$ is a dual isomorphism of $\operatorname{Im} g$ onto $\operatorname{Im} f$ whose inverse is the restriction of $g$ to $\operatorname{Im} f$.

Remark. The reason for our emphasis on residuated mappings rather than Galois connections can be found in Theorem 2.8: two residuated mappings may be composed to yield a new residuated mapping; this is not the case with antitone mappings.
2.9. Let $K, M$ be fields with $K$ a subfield of $M$. Let $G_{K}$ be the group consisting of all those automorphisms $f$ on $M$ which are such that $(\forall x \in K) f(x)=x$. Let $[K, M]$ denote the set of subfields contained between $K$ and $M$ and let $L\left(G_{K}\right)$ be the set of subgroups of $G_{K}$. Order $\left[K, M\right.$ ] and $L\left(G_{K}\right)$ by set inclusion. Define $f:[K, M] \rightarrow L\left(G_{K}\right)$ by $f(N)=G_{N}$ and $g: L\left(G_{K}\right) \rightarrow[K, M]$ by $g(H)=\{x \in M ;(\forall h \in H) h(x)=x\}$. Show that the pair $(f, g)$ establishes a Galois connection between $[K, M]$ and $L\left(G_{K}\right)$.
2.10. Let $A$ be an ordered set and let $I(A)$ be the set of ideals of $A$, ordered by set inclusion. Let $f: A \rightarrow A$ be quasi-residuated. Extend $f$ to a mapping $f^{\rightarrow}: I(A) \rightarrow I(A)$ by the prescription $f^{\rightarrow}(I)=\{y \in A ;(\exists x \in I) y \leq f(x)\}$. Similarly, define $f^{\circ}(I)=\{x \in A$; $f(x) \in I\}$. Show that $f^{\rightarrow}$ is residuated with $\left(f^{-}\right)^{+}=f^{+}$.
2.11. Let $X$ be a non-empty set, let $E$ be a collection of subsets of $X$ ordered by set inclusion and let $f: X \rightarrow X$ be such that for each $A \in E$ the set of elements of $E$ containing $f^{-}(A)$ is not empty and contains a smallest element denoted by $E_{A}$. Show that if $\xi_{f}$ is defined by setting $\xi_{f}(A)=E_{A}$ for each $A \in E$ then $\xi_{f}$ is residuated if and only if $f^{-}(A)=\{x \in X ; f(x) \in A\}$ contains a largest element of $E$. [Hint. If $\xi_{f}$ is residuated, note that for each $A \in E$ we have $\left(f^{\rightarrow} \circ \xi_{f}^{+}\right)(A) \subseteq\left(\xi_{f} \circ \xi_{f}^{+}\right)(A) \subseteq A$ and $\xi_{f}^{+}(A) \in E$. If $B \in E$ and $B \subseteq f^{-}(A)$, then $\xi_{f}(B) \subseteq A$ and $B \subseteq \xi_{f}^{+}(A)$. Thus $\xi_{f}^{+}(A)$ is the largest element of $E$ contained in $f^{-}(A)$. To obtain the converse, show that the mapping which sends $A$ to the largest element of $E$ contained in $f^{+}(A)$ is effective as the residual mapping associated with $\xi_{f}$.] Remark. Note that the following are particular cases of this example: (a) Exercises 2.1, 2.4 and 2.9; (b) $X$ any $A$-module, $E$ the set of $A$-submodules of $X$ and $f$ any $A$-endomorphism.
2.12. Let $E$ be an ordered set having a smallest element 0 (i.e. $0 \leq x$ for all $x \in E$ ). Show that an isotone mapping $f: E \rightarrow E$ is quasi-residuated if and only if $f(0)=0$.
2.13. Let $E=\{1,2,3, \ldots, n\}$ under the natural order. Prove that an isotone mapping $f: E \rightarrow E$ is residuated if and only if $f(1)=1$.
2.14. Given the diagram $A \xrightarrow{f} B \xrightarrow{g} C$ of ordered sets and isotone mappings in which $f$ and $g \circ f$ are residuated, show that $g$ is quasi-residuated but not in general residuated.

## 3. Directed sets; semilattices

If $E$ is any ordered set and $x$ is any element of $E$, it is clear that the canonical injection of $[\leftarrow, x]$ into $E$ is an isotone mapping. If we insist that each such injection be quasi-residuated or residuated, this has important consequences as far as the structure of $E$ is concerned.

Theorem 3.1. If $E$ is an ordered set, the following are equivalent:
(1) for each $x \in E$ the canonical injection of $[\leftarrow, x]$ into $E$ is quasiresiduated;
(2) the set intersection of any two principal ideals of $E$ is not empty (and hence is an ideal of $E$ );
(3) the set intersection of any two ideals of $E$ is an ideal of $E$.

Proof. Let $i_{x}:[\leftarrow, x] \rightarrow E$ be the canonical injection of $[\leftarrow, x]$ into $E$. By definition, $i_{x}$ is quasi-residuated if and only if, for each $y \in E, i_{x}^{\leftarrow}[\leftarrow, y]$ $\neq \emptyset$. This is equivalent to saying that for each $y \in E$ there exists $z \in[\leftarrow, x]$ such that $i_{x}(z) \leq y$. In other words, it is equivalent to saying that $[\leftarrow, x]$ $\cap[\leftarrow, y] \neq \varnothing$. The theorem now follows.

Definition. If $E$ is an ordered set which satisfies any of the equivalent conditions of Theorem 3.1, we shall say that $E$ is lower directed. There is, of course, a dual result concerning filters and if $E$ satisfies the dual propositions we say that $E$ is upper directed. In this connection, let us note carefully that the dual of Theorem 3.1(1) is: for each $x \in E$ the canonical injection $j_{x}:[x, \rightarrow] \rightarrow E$ is dually quasi-residuated. Likewise, the dual of Theorem 3.1(2) is: the intersection of any two principal filters of $E$ is not empty. Likewise, condition (3) becomes: the set intersection of any two filters of $E$ is a filter.

From the result of Theorem 3.1, two questions arise: (a) What happens if we restrict each canonical injection to be residuated? (b) Under what conditions is the intersection of two principal ideals of $E$ a principal ideal of $E$ ? As the next result shows, these problems are the same.

Theorem 3.2. If $E$ is an ordered set then the following are equivalent:
(1) for each $x \in E$ the canonical injection of $[\leftarrow, x]$ into $E$ is residuated;
(2) the set intersection of any two principal ideals of $E$ is a principal ideal of $E$.
Proof. It is clear that (1) holds if and only if, for any given $x, y \in E$, the set of elements $z \in[\leftarrow, x]$ such that $z=i_{x}(z) \leq y$ is not empty and admits a maximum element $z^{*}$; i.e. if and only if for any given $x, y \in E$; there exists $z^{*} \in E$ such that $[\leftarrow, x] \cap[\leftarrow, y]=\left[\leftarrow, z^{*}\right]$.

Definition. If an ordered set $E$ satisfies either of the equivalent condi-
tions of Theorem 3.2 we shall say that $E$ is an $\cap$-semilattice. In this case we shall denote by $x \cap y$ the element $z^{*}$ such that $[\leftarrow, x] \cap[\leftarrow, y]$ $=\left[\leftarrow, z^{*}\right]$. Note that we are using the same symbol $\cap$ to mean two different things; no confusion will arise since the context will always make it clear to which operation we are referring. We call $x \cap y$ the intersection of $x$ and $y$. There is, of course, a dual result which gives rise to the definition of a $\cup$-semilattice in which $[x, \rightarrow] \cap[y, \rightarrow]=[x \cup y, \rightarrow]$ and $x \cup y$ is called the union of $x$ and $y$.

It is clear from the above definition that if $E$ is an $\cap$-semilattice then $(x, y) \rightarrow x \cap y$ is a law of composition on $E$ which is commutative and associative; it is also idempotent in the sense that $(\forall x \in E) x \cap x=x$. In fact, semilattices are characterized by these three properties as our next result shows.

Theorem 3.3. A set E can be given the structure of a semilattice if and only if it can be endowed with a law of composition $(x, y) \rightarrow x \top y$ which is commutative, associative and idempotent.

Proof. In view of the preceding remarks, we need prove only sufficiency. This we shall do for $n$-semilattices; a dual proof will yjeld the result for $u$-semilattices. Suppose then that $E$ is an abelian idempotent semigroup under the law of composition $(x, y) \rightarrow x \top y$. Define a relation $R$ on $E$ by

$$
x R y \Leftrightarrow x \top y=x .
$$

This relation $R$ is an ordering on $E$. In fact, (1) since $x \top x=x$ we have $x R x$; (2) if $x R y$ and $y R x$, then $x=x$ т $y=y$ ग $x=y$; (3) if $x R y$ and $y R z$, then $x=x$ т $y$ and $y=y \top z$, so that $x=x \top y=x$ т $(y \top z)$ $=(x \top y) \top z=x \top z$, whence we have $x R z$. We shall therefore write $\leq$ in place of $R$. If now $x, y$ are any two elements of $E$, we have $x$ T $y$ $=x \top x$ Т $y=x$ T $y$ T $x$ and so $x$ T $y \leq x$. Inverting the rôles of $x, y$ we deduce that $x$ т $y \leq y$ and hence $x$ т $y \in[\leftarrow, x] \cap[\leftarrow, y]$ which is therefore not empty. Now

$$
\begin{aligned}
z \in[\leftarrow, x] \cap[\leftarrow, y] & \Rightarrow z \leq x \text { and } z \leq y \\
& \Rightarrow z=z \uparrow x \text { and } z=z \uparrow y \\
& \Rightarrow z=z \uparrow y=z \uparrow x \uparrow y \\
& \Rightarrow z \leq x \text { }
\end{aligned}
$$

These observations show that $[\leftarrow, x] \cap[\leftarrow, y]$ has a maximum element, namely the element $x T y$. It follows that $E$ is an $\cap$-semilattice in which $x \cap y=x \top y$. A dual proof using the relation $x \equiv y(S) \Leftrightarrow x \top y=y$ yields the corresponding result for $\cup$-semilattices.

Definitions. If $E$ is an ordered set and $F$ is a non-empty subset of $E$, then $x \in E$ is said to be a lower bound of $F$ if and only if $(\forall y \in F) x \leq y$; and the greatest lower bound of $F$ if it is a lower bound of $F$ and such that, for every lower bound $z$ of $F, z \leq x$. In particular, if $E$ is an $\cap$-semilattice then every two-element subset $\{x, y\}$ admits a greatest lower bound, namely the element $x \cap y$. Conversely, if $E$ is an ordered set in which every two-element subset $\{x, y\}$ has a greatest lower bound, $z$ say, then clearly $[\leftarrow, x] \cap[\leftarrow, y]=[\leftarrow, z]$ and so $E$ is an $\cap$-semilattice with $x \cap y=z$. If $E$ is an $\cap$-semilattice then it follows from the equality $\left[\leftarrow, x_{1}\right] \cap\left[\leftarrow, x_{2}\right]=\left[\leftarrow, x_{1} \cap x_{2}\right]$ and simple induction that every finite subset $\left\{x_{1}, \ldots, x_{n}\right\}$ of $E$ admits a greatest lower bound; and g.l.b. $\left\{x_{1}, \ldots, x_{n}\right\}=x_{1} \cap \cdots \cap x_{n}$. There are, of course, the dual notions of upper bound and least upper bound; we leave the reader to formulate these.

Example 3.1. Consider the set $E=\{1,2,3,4,5,6\}$ ordered by divisibility. The corresponding Hasse diagram is


It is readily seen that $E$ is an $\cap$-semilattice with respect to this ordering, with $m \cap n=$ h.c.f. $\{m, n\}$. $E$ is not an upper directed set, however, for $[3, \rightarrow] \cap[5, \rightarrow]=\varnothing$ and so $\{3,5\}$ has no upper bounds in $E$.

Example 3.2. If $R, S$ are equivalence relations on a set $A$, let us agree to write $R=S$ if and only if $R, S$ are logically equivalent, in the sense that $x R y \Leftrightarrow x S y$. Under this definition of equality it is readily verified that the relation $\leq$ defined on the set $E$ of equivalence relations on $A$ by

$$
R \leq S \text { if and only if } x R y \Rightarrow x S y
$$

is an ordering on $E$. Moreover, with respect to this ordering $E$ is an $\cap$ semilattice. Intersection in $E$ is given by

$$
x \equiv y(R \cap S) \Leftrightarrow(x \equiv y(R) \quad \text { and } \quad x \equiv y(S))
$$

As a third example of a semilattice we consider certain implications between properties of a residuated mapping. If $E$ is an ordered set and $f: E \rightarrow E$ is a residuated mapping, then we say that $f$ satisfies the property ( $p, n$ ) if and only if $f^{p}=f^{p+n}$. In this context, $p$ and $n$ are integers with $p \geq 0$ and $n>0$; we agree to write $f^{0}=\mathrm{id}_{E}$.

Theorem 3.4. Consider the set $\mathscr{E}$ of all the conditions ( $p, n$ ), $I$ (injective), $S$ (surjective), C (closure), DC (dual closure) which can be satisfied by a residuated mapping $f$ on an ordered set $E$. When $\mathscr{E}$ is ordered by logical implication it forms an $\cap$-semilattice, part of the Hasse diagram of which is the following (in which t is a prime):


Proof. It is clear that $(p, n) \Rightarrow\left(p^{*}, n^{*}\right)$ whenever $p^{*} \geq p$ and $n^{*}$ is a multiple of $n$; and that the properties of closure and dual closure each imply the condition ( 1,1 ). Just as clearly, any property of the form $(0, n)$ implies $B$ which in turn implies $I$ and $S$. In order to show that the 2 BRT
properties in question are in general distinct, we consider the following four examples:

Example 3.3. Let $p, n$ be integers with $p \geq 0$ and $n>0$. Let $E_{p n}$ be a set consisting of $(p+1) n$ elements labelled $\alpha_{i j}$, where $i \in[0, p]$ and $j \in[1, n]$. Endow $E_{p n}$ with the ordering defined by

$$
\alpha_{i j} \leq \alpha_{k t} \Leftrightarrow(i \leq k \quad \text { and } j=t) .
$$

Consider the mapping $f: E_{p n} \rightarrow E_{p n}$ described by

$$
f\left(\alpha_{i j}\right)= \begin{cases}\alpha_{0, j+1} & \text { if } i=0, j \neq n ; \\ \alpha_{0,1} & \text { if } i=0, j=n ; \\ \alpha_{t-1, j+1} & \text { if } i \neq 0, j \neq n ; \\ \alpha_{i-1,1} & \text { if } i \neq 0, j=n .\end{cases}
$$

The Hasse diagram for $E_{p n}$ is as follows, in which the dotted arrows indicate the effect of the mapping $f$ :


It is readily seen from this diagram that $f$ is residuated. In fact, for each $\alpha_{i j}$,

$$
\max \left\{\alpha_{k t} ; f\left(\alpha_{k t}\right) \leq \alpha_{i j}\right\}
$$

exists and is given by

$$
f^{+}\left(\alpha_{i j}\right)= \begin{cases}\alpha_{i+1, j-1} & \text { if } i \neq p, \quad j \neq 1 \\ \alpha_{p, j-1} & \text { if } i=p, j \neq 1 ; \\ \alpha_{i+1, n} & \text { if } i \neq p, j=1 ; \\ \alpha_{p, n} & \text { if } i=p, j=1\end{cases}
$$

It is also readily seen from this diagram that $f$ is such that $f^{p}=f^{p+n}$ and is such that $f^{q}=f^{q+r}$ if and only if $p \leq q$ and $r$ is a multiple of $n$. Moreover, $f$ is a closure mapping only in the cases $p=0, n=1$ and $p=1$, $n=1$; and is injective, surjective or bijective only in the case $p=0$.

Example 3.4. In Example 2.5 the mapping $\theta_{3}$ is residuated and is such that $\theta_{3}=\theta_{3} \circ \theta_{3} \leq \mathrm{id}$. Thus $\theta_{3}$ is a dual closure mapping. Clearly $\theta_{3}$ is not a closure mapping, nor is it either injective or surjective.

Example 3.5. Consider the mapping $f: \mathbf{Z}_{+} \rightarrow \mathbf{Z}_{+}$described by

$$
f(n)=\left\{\begin{array}{cc}
1 & \text { if } n=1 \\
n-1 & \text { otherwise }
\end{array}\right.
$$

Clearly $f$ is residuated; its residual is given by $f^{+}(n)=n+1$. This mapping satisfies none of the properties ( $p, n$ ), is surjective but not injective.

Example 3.6. Taking the situation which is dual to that in Example 3.5 we obtain a residuated mapping $f^{+}: \mathbf{Z}_{+}^{*} \rightarrow \mathbf{Z}_{+}^{*}$ which is injective, not surjective and satisfies none of the properties ( $p, n$ ).

These examples establish that the conditions under consideration are in general all distinct and that the restriction of our ordering to the subset consisting of all properties of the form ( $p, n$ ) yields an ordered set isomorphic to $\mathbf{N} \times \mathbf{Z}_{+}$, where $\mathbf{N}$ is ordered in the usual way and $\mathbf{Z}_{+}$is ordered by divisibility. It follows immediately that

$$
(p, n) \cap\left(p^{*}, n^{*}\right)=\left(\min \left\{p, p^{*}\right\}, \text { h.c.f. }\left\{n, n^{*}\right\}\right) .
$$

We leave the rest of the details to the reader.
It should be noted that in Examples 3.5 and 3.6 the ordered sets in question are infinite. This is not without purpose, for in the case of a finite set the notions injective, surjective and bijective are equivalent. This
is the only modification to the diagram of Theorem 3.4 in the case of a finite ordered set, as is borne out by the fact that in Examples 3.3 and 3.4 we were dealing with finite sets.

The diagram of Theorem 3.4 is enormously simplified in certain circumstances. In the exercises for this section we shall impose further conditions on $f$ and note the simplification which occurs.

## EXERCISES

3.1. If $f: E \rightarrow E$ is residuated and such that $f^{2} \leq f$, prove that for each integer $n \geq 2$ the property $(p, n)$ is equivalent to the property $(p, 1)$.
3.2. Show that the mapping $f: \mathbf{Z} \rightarrow \mathbf{Z}$ described by $f(n)=n-1$ is residuated, bijective and such that $f^{2} \leq f$ but satisfies none of the conditions $(p, 1)$. Observing that the residuated mappings of Examples $3.4,3.5,3.6$ all satisfy $f^{2} \leq f$ and that if $n=1$ in Example 3.3 this is also the case, deduce that if a residuated mapping $f$ is such that $f^{2} \leq f$, then the diagram of Theorem 3.4 simplifies as far as the following

3.3. Let $f: E \rightarrow E$ be residuated and such that $f^{2} \leq f$. Prove that if $E$ satisfies the ascending chain condition (in that every ascending chain $x_{1} \leq x_{2} \leq \cdots \leq x_{n} \leq \ldots$ is finite), then the property $(0,1)$ is equivalent to surjectivity. With the same hypothesis on $f$ prove that if dually $E$ satisfies the descending chain condition then the property $(0,1)$ is equivalent to injectivity. In the ascending chain case let $f$ be surjective and consider the set $F=\{x \in E ; f(x)<x\}$. Show that $F$ is empty. In the descending chain case let
$f$ be injective and consider $G=\{f(x) \in E ; f[f(x)]>f(x)\}$. Show that $G$ is empty and apply Theorem 2.6(d).]
3.4. Let $f: E \rightarrow E$ be residuated and such that $f \leq \mathrm{id}_{E}$. Prove that the property $(0,1)$ is equivalent to $f$ being a closure mapping and that the property $(1,1)$ is equivalent to $f$ being a dual closure mapping. Determine how far the diagram of Theorem 3.4 simplifies in this case.

## 4. Lattices; complete lattices

An ordered set which forms, with respect to its ordering, both a $\cup$-semilattice and an $n$-semilattice will be called a lattice. Thus an ordered set $E$ is a lattice if and only if each canonical injection $i_{x}:[\leftarrow, x]$ $\rightarrow E$ is residuated and each canonical injection $j_{x}:[x, \rightarrow] \rightarrow E$ is dually residuated. We can also characterize lattices in the following way.

Theorem 4.1. A set $E$ can be given the structure of a lattice if and only if it can be endowed with two laws of composition $(x, y) \rightarrow x+y$ and $(x, y) \rightarrow x \perp y$ such that
(1) $(E, \mathrm{~T})$ and $(E, \perp)$ are abelian semigroups;
(2) the following absorption laws hold:

$$
(\forall x, y \in E) \quad x \subset(x \perp y)=x=x \perp(x \subset y)
$$

Proof. Suppose that $E$ is a lattice; then $E$ has two laws of composition which satisfy (1), namely $(x, y) \rightarrow x \cap y$ and $(x, y) \rightarrow x \cup y$. To show that (2) holds, we note that for all $x, y \in E$ we have $x \leq x \cup y$ and so $x \cap(x \cup y)$ $=x$; similarly, $x \cap y \leq x$ yields $x \cup(x \cap y)=x$.

Conversely, suppose that $E$ has two laws of composition $T$ and $\perp$ satisfying (1) and (2). Using (2) twice we have

$$
(\forall x \in E) \quad x \perp x=x \perp[x \subset(x \perp x)]=x
$$

and, similarly, $x$ т $x=x$. This, together with Theorem 3.3 and its dual, shows that $E$ can be given the structure of a semilattice with respect to each of $T, \perp$. In order to show that $E$ can be made into a lattice we have to show that, with $T$ as $\cap$ and $\perp$ as $\cup$ for example, the orderings defined by them coincide; in other words, we must show that

$$
x \subset y=x \quad \text { is equivalent to } \quad x \perp y=y
$$

Now using (2) and (1) we have

$$
\left\{\begin{array}{l}
x \uparrow y=x \Rightarrow y=(x \uparrow y) \perp y=x \perp y \\
x \perp y=y \Rightarrow x=x \uparrow(x \perp y)=x \uparrow y
\end{array}\right.
$$

It therefore follows that $E$ is a lattice in which the ordering is given by

$$
x \leq y \Leftrightarrow x \upharpoonleft y=x \Leftrightarrow x \perp y=y
$$

It is also clear from results given previously for semilattices that an ordered set $E$ is a lattice if and only if every two-element (and hence any finite) subset of $E$ admits a greatest lower bound and a least upper bound.

Example 4.1. For any set $E,(\mathbf{P}(E), \cap, \cup, \subseteq)$ is a lattice.
Example 4.2. Every totally ordered set is a lattice.
Example 4.3. The diagram of Example 1.8 is that of a lattice. In this example $m \cap n=$ h.c.f. $\{m, n\}$ and $m \cup n=$ l.c.m. $\{m, n\}$.

Example 4.4. Let $X, Y$ be arbitrary subgroups of a group $G$. The set theoretic intersection $X \cap Y$ is a subgroup of $G$. Denote by $X \vee Y$ the subgroup generated by $X$ and $Y$ [i.e. the smallest subgroup of $G$ to contain the set theoretic union $X \cup Y]$. With respect to the laws of composition $(X, Y) \rightarrow X \cap Y,(X, Y) \rightarrow X \curlyvee Y$, the set of all subgroups of $G$ forms a lattice, known as the subgroup lattice of $G$.

Example 4.5. Let $L, M$ be lattices and let $H$ denote the set of all isotone mappings from $L$ to $M$. If, for each $f, g \in H$, we define the mappings $f \wedge g$ and $f \vee g$ by

$$
(\forall x \in L) \quad(f \wedge g)(x)=f(x) \cap g(x) ; \quad(f \vee g)(x)=f(x) \cap g(x)
$$ then $(f, g) \rightarrow f \wedge g$ and $(f, g) \rightarrow f \vee g$ are laws of composition on $H$ and $(H, 人, \bigvee)$ is a lattice.

EXAMPLE 4.6. If $E_{1}, \ldots, E_{n}$ are lattices, then so also is ${\underset{i}{i=1}}_{n} E_{i}$ when ordered as in Example 1.6. A similar assertion holds for arbitrary direct products

Definitions. We say that a $\cup$-semilattice [resp. lattice] is $\cup$-complete if and only if every non-empty subset admits a least upper bound. It is clear that if $L$ is $\cup$-complete then $L$ contains a maximum element. We define the
notion of $n$-completeness in a similar way. A lattice which is both $u$ complete and $n$-complete will be called simply complete. We say that a lattice is bounded if and only if it has both a maximum element and a minimum element. In particular, every complete lattice is bounded. By the notation $\bigcup_{\alpha \in A} x_{\alpha}$ we shall mean the least upper bound of the family $\left\{x_{\alpha}\right\}_{\alpha_{\in A}}$ (whenever it exists). $\bigcap_{\alpha \in A} x_{\alpha}$ is defined similarly.

It is clear that every finite lattice is complete. The lattices of Examples 4.1 and 4.4 are complete; that of Example 4.5 is complete whenever $M$ is; that of Example 4.2 is not in general complete, for if we consider the chain $\mathbf{Q}$ of rationals we see that the subset of rationals whose squares are less than 2 has no upper bound in $\mathbf{Q}$.

Theorem 4.2. A u-complete $\cup$-semilattice is a complete lattice if and only if it has a minimum element.

Proof. Clearly, if $L$ is a complete lattice, then $L$ has a minimum element, namely the greatest lower bound of all the elements in $L$.

Conversely, suppose that $L$ is a $u$-complete $\cup$-semilattice with minimum element $0_{L}$. Let $X=\left\{x_{\alpha}\right\}_{\alpha \in A}$ be a non-empty subset of $L$ and let $M=\left\{m_{\beta}\right\}_{\beta_{\in \in} \in}$ be the set of lower bounds of $X$. Clearly $M \neq \varnothing$ for $0_{L} \in M$. By hypothesis, the element

$$
a=\bigcup_{\beta \in B} m_{\beta}
$$

exists. Now by the definition of $M$ we have

$$
\left(\forall x_{\alpha} \in X\right)\left(\forall m_{\beta} \in M\right) \quad m_{\beta} \leq x_{\alpha}
$$

and so

$$
\left(\forall x_{\alpha} \in X\right) \quad a=\bigcup_{\beta \in B} m_{\beta} \leq x_{\alpha},
$$

whence $a$ is a lower bound of $X$. By its definition, $a$ is thus the greatest lower bound of $X$. Since $X$ was chosen arbitrarily, it follows that $L$ is also an $n$-complete $\cap$-semilattice.

There is, of course, a dual result to Theorem 4.2.
For the remainder of this section we shall be concerned with closure mappings and their relationship with complete lattices. The results discussed culminate in an important embedding theorem.

Definition. If $E$ is an ordered set and $f: E \rightarrow E$ is a closure mapping, we say that $x \in E$ is $f$-closed if and only if $f(x)=x$.

Theorem 4.3. Let $E$ be an ordered set and let $F$ be any non-empty subset of $E$. The following conditions are equivalent:
(1) there exists a closure mapping $f: E \rightarrow E$ such that the set of $f$-closed elements is $F$;
(2) for each $x \in E$ the set $[x, \rightarrow] \cap F$ admits a minimum element.

Proof. Suppose that (1) holds. Then for any $x \in E$ the set $[x, \rightarrow] \cap F$ is not empty, for it clearly contains the element $f(x)$. Moreover, if $z \in[x, \rightarrow]$ $\cap F$, then $x \leq z$ and $f(x) \leq f(z)=z$. Consequently $[x, \rightarrow] \cap F$ admits a minimum element, namely $f(x)$. Conversely, suppose that (2) holds. Let $x_{*}$ denote the minimum element of $[x, \rightarrow] \cap F$ and define a mapping $f: E \rightarrow E$ by the prescription $f(x)=x_{*}$. This mapping is isotone, for if $x \leq y$ then $[x, \rightarrow] \supseteq[y, \rightarrow]$ and so $[x, \rightarrow] \cap F \supseteq[y, \rightarrow] \cap F$ whence it follows that $x_{*} \leq y_{*}$ and $f(x) \leq f(y)$. Since $f(x)=x_{*} \geq x$ for each $x \in E$, we also have $f \geq \mathrm{id}_{E}$. Moreover, if $y \in F$, then clearly $y_{*}=y$ and so $f(y)=y$; but, in particular, $f(x)=x_{*} \in F$, and so it follows that $f[f(x)]=f(x)$. Thus $f \circ f=f$ and so $f$ is a closure mapping.

Definition. A non-empty subset $F$ of an ordered set $E$ will be called a closure subset of $E$ if and only if it satisfies the conditions of Theorem 4.3.

Theorem 4.4. If $E$ is an ordered set and $F, G$ are closure subsets of $E$ associated with closure mappings $f, g$ on $E$ then the following conditions are equivalent:
(a) $f \leq g$;
(b) $G \subseteq F$;
(c) $f \circ g=g$;
(d) $g \circ f=g$.

Proof. If (a) holds, then $(\forall x \in E) f(x) \leq g(x)$. In particular, if $y \in G$, then $f(y) \leq g(y)=y$. But $f \geq \mathrm{id}_{E}$, and so $f(y) \geq y$. It follows that $f(y)=y$ and so $y \in F$. This shows that $(a) \Rightarrow(b)$. If now (b) holds, then for each $x \in E$ we have $g(x) \in G \subseteq F$ and so $f[g(x)]=g(x)$, giving f $\circ g=g$ which is (c). If now (c) holds, then from $g \geq \mathrm{id}_{E}$ we have $g=g \circ g=g \circ f \circ g \geq g \circ f \circ \operatorname{id}_{E}=g \circ f$, and from $f \geq \operatorname{id}_{E}$ we have $g \circ f \geq g$. Thus $g=g \circ f$ which is (d). Finally, if (d) holds then for each $x \in E$, we have $f(x)=\left(\mathrm{id}_{E} \circ f\right)(x) \leq(g \circ f)(x)=g(x)$ and (a) follows.

Theorem 4.5. Let $E$ be an ordered set, let $K(E)$ denote its set of closure subsets and let $C(E)$ be its set of closure mappings. Then the ordered sets $K(E), C(E)$ are dually isomorphic.

Proof. This follows immediately from Theorem 4.4.
Definitions. A non-empty subset of a $\cup$-semilattice is called a $\cup$-subsemilattice if it is closed under the formation of furite unions. An $\cap$-subsemilattice is defined similarly. A sublattice of a lattice is a subset which is closed under both $\cup$ and $\cap$. A sublattice $M$ of a lattice $L$ is said to be complete if it is closed under the formation of arbitrary unions and intersections of nonempty subsets of $M$ provided that the indicated unions and intersections exist in $L$. The notions of $u$-completeness and $n$-completeness are defined as one would expect.

Theorem 4.6. Let $E$ be a complete lattice. Then every closure subset of $E$ is an $\cap$-complete $\cap$-subsemilattice containing the greatest element of $E$, hence in its own right a complete lattice.

Proof. Let $C$ be any closure subset of $E$. Then there exists a closure mapping $f: E \rightarrow E$ such that $(\forall x \in C) f(x)=x$. Consider any collection $\left\{x_{\alpha} ; \alpha \in A\right\}$ of elements of $C$. Since $f \geq \mathrm{id}_{E}$ we have

$$
\begin{equation*}
f\left(\bigcap_{\alpha \in A} x_{\alpha}\right) \geq \bigcap_{\alpha \in A} x_{\alpha} . \tag{}
\end{equation*}
$$

But, on the other hand, $(\forall \beta \in A) \bigcap_{\alpha \in A} x_{\alpha} \leq x_{\beta}$ and so $(\forall \beta \in A) f\left(\bigcap_{\alpha \in A} x_{\alpha}\right)$
$\leq f\left(x_{\beta}\right)=x_{\beta}$ whence $\leq f\left(x_{\beta}\right)=x_{\beta}$, whence

$$
\begin{equation*}
f\left(\bigcap_{\alpha \in A} x_{\alpha}\right) \leq \bigcap_{\alpha \in A} x_{\alpha} . \tag{}
\end{equation*}
$$

From (*) and (**) we obtain

$$
f\left(\bigcap_{\alpha \in A} x_{\alpha}\right)=\bigcap_{\alpha \in A} x_{\alpha},
$$

which shows that $\bigcap_{\alpha \in A} x_{\alpha} \in C$. Hence $C$ is an $\cap$-complete $\cap$-subsemilattice of $E$. If $\pi_{E}$ is the greatest element of $E$, then from $f \geq \operatorname{id}_{E}$ we deduce that $\pi_{E}=f\left(\pi_{E}\right)$ and hence that $\pi_{E} \in C$. The proof is completed by an application of the dual of Theorem 4.2.

Theorem 4.7. Any ordered set $E$ can be embedded in a complete lattice $L$, any unions and intersections which may exist in $E$ being conserved in $L$.

Proof. If $E$ does not already have a greatest element and a least element, we begin by adjoining whichever of these bounds are missing. Thus with no loss of generality we may assume that $E$ is a bounded ordered set. Write $P=\mathbf{P}(E)$ and denote as usual by $P^{*}$ the dual of $P$. We define mappings $g: P \rightarrow P^{*}$ and $h: P^{*} \rightarrow P$ as follows: if $A$ is a non-empty subset of $E$, let $g(A)$ be the set of upper bounds of $A$ and let $h(A)$ be the set of its lower bounds; moreover, let $g(\varnothing)=E=h(\varnothing)$. We leave to the reader the routine verification that $g \in \operatorname{Res}\left(P, P^{*}\right)$ with $h=g^{+}$. By Theorem 2.7, $f=h \circ g$ is a closure map on $P$, and so, by Theorem 4.6 , the closure subset $F$ associated with $f$ is a complete lattice. We observe that $(\forall x \in E) f(\{x\})=[\leftarrow, x]$ and that $x \leq y \Leftrightarrow f(\{x\}) \subseteq f(\{y\})$. Thus $x \rightarrow f(\{x\})$ is an embedding of $E$ in $F$. Suppose now that $a=\bigcap_{\alpha \in I} x_{\alpha}$ exists in $E$. Then $[\leftarrow, a]$ is the set-theoretic intersection of the family $\left\{\left[\leftarrow, x_{\alpha}\right]\right.$; $\alpha \in I_{\}}$, thus showing that the embedding preserves any existing infima of subsets of $E$. On the other hand, if $b=\bigcup_{\alpha \in I} x_{a}$ exists in $E$, note that $g(\{b\})$ $=g\left(\left\{x_{\alpha} ; \alpha \in I\right\}\right)$. Clearly $f(\{b\})$ is an upper bound for $\left\{f\left(\left\{x_{\alpha}\right\}\right) ; \alpha \in I\right\}$ and if $A=f(A)$ is any other upper bound for this set in $F$ then $g(A)$ $\supseteq g\left(\left\{x_{x} ; \alpha \in I\right\}\right)=g(\{b\})$ whence

$$
A=f(A)=(h \circ g)(A) \supseteq(h \circ g)(\{b\})=f(\{b\}) .
$$

We deduce that in $F$ we have $f(\{b\})=\bigcup_{\alpha \in I} f\left(\left\{x_{\alpha}\right\}\right)$, thus completing the proof of the theorem.

Remark. The complete lattice referred to in Theorem 4.7 will be referred to as the MacNeille completion of $E$.

## EXERCISES

4.1. Let $L, M$ be lattices and let $f, g \in \operatorname{Res}(L, M)$, where $\operatorname{Res}(L, M)$ denotes the set of all residuated mappings from $L$ to $M$. Define $f \vee g$ as in Example 4.5. Prove that $f \vee g \in \operatorname{Res}(L, M)$. If $L$ and $M$ are totally ordered, prove also that $f$ 人 $g \in \operatorname{Res}(L, M)$. Is the latter true in general?
4.2. Let $E, F$ be ordered sets and let $f \in \operatorname{Res}(E, F)$. If $x=\bigcup_{\alpha \in A} x_{\alpha}$ exists in $E$, prove that $\bigcup_{\alpha \in A} f\left(x_{\alpha}\right)$ exists in $F$ and is $f(x)$.
4.3. If $L$ is a lattice and $p, q \in L$ are such that $p \leq q$, let $[p, q]=\{x \in L ; p \leq x \leq q\}$. Given any $a, b \in L$, prove that the mapping $f:[a \cap b, b] \rightarrow[a, a \cup b]$ defined by $f(x)=x \cup a$ is residuated and determine $f^{+}$.
4.4. Give examples of two distinct residuated mappings from a lattice to itself which give rise to the same closure mapping (Theorem 2.7).
4.5. Let $M$ be a left $\Lambda$-module and let $L(M)$ be the set of submodules of $M$. Prove that ( $L(M), \cap,+$ ) is a complete lattice.
4.6. If $M_{1}, M_{2}$ are left $\Lambda$-modules and $f: M_{1} \rightarrow M_{2}$ is a $\Lambda$-homomorphism, prove that the induced mapping $f^{\rightarrow}: L\left(M_{1}\right) \rightarrow L\left(M_{2}\right)$ is residuated and that

$$
\begin{array}{ll}
\left(\forall H \in L\left(M_{1}\right)\right) & {\left[\left(f^{\rightarrow}\right)^{+} \circ f^{\rightarrow}\right](H)=H+\operatorname{Ker} f ;} \\
\left(\forall K \in L\left(M_{2}\right)\right) & {\left[f^{\rightarrow} \circ\left(f^{\rightarrow}\right)^{+}\right](K)=K \cap \operatorname{Im} f .}
\end{array}
$$

4.7. Let $L_{1}, L_{2}$ be bounded lattices. Denote their minimum elements by 0 and their maximum elements by $\pi$. For $i=1,2$ let the mappings $f_{i}: L_{i} \rightarrow L_{1} \times L_{2}$ be given by $f_{1}(x)=(x, 0), f_{2}(x)=(0, x)$ and let $\mathrm{pr}_{i}: L_{1} \times L_{2} \rightarrow L_{i}$ be the projections $\mathrm{pr}_{1}(x, y)=x$, $\operatorname{pr}_{2}(x, y)=y$. Prove that $(i=1,2) f_{i} \in \operatorname{Res}\left(L_{l}, L_{1} \times L_{2}\right), \operatorname{pr}_{l} \in \operatorname{Res}\left(L_{1} \times L_{2}, L_{l}\right)$.
4.8. Let $L, L_{1}$ and $L_{2}$ be bounded lattices.
(a) Given $f_{1} \in \operatorname{Res}\left(L, L_{1}\right)$ and $f_{2} \in \operatorname{Res}\left(L, L_{2}\right)$ show that there is a unique $h \in \operatorname{Res}\left(L, L_{1} \times L_{2}\right)$ such that the following diagram is commutative

(b) Let $g_{1} \in \operatorname{Res}\left(L_{1}, L\right)$ and $g_{2} \in \operatorname{Res}\left(L_{2}, L\right)$. Show that there is a unique $h \in \operatorname{Res}\left(L_{1} \times L_{2}, L\right)$ such that the following diagram is commutative

where $i_{1}, i_{2}$ denote the canonical injections.
4.9. Let 2 denote the two element lattice and suppose that $L, M$ are bounded lattices.
(a) Given an injective element $f \in \operatorname{Res}(L, M)$ prove that for every $g \in \operatorname{Res}(L, 2)$ there is an $h \in \operatorname{Res}(M, 2)$ such that the following diagram is commutative:

(b) Dually, if $f \in \operatorname{Res}(L, M)$ is surjective, prove that for every $g \in \operatorname{Res}(2, M)$ there is an $h \in \operatorname{Res}(2, L)$ such that the following diagram is commutative:

4.10. Let $L, M, P$ be bounded lattices and denote the minimum (maximum) element of $L$ by $0_{L}\left(\pi_{L}\right)$, etc.
(a) Let $f \in \operatorname{Res}(L, M), g \in \operatorname{Res}(P, L)$ and $K=\left[0_{L}, f^{+}\left(0_{M}\right)\right]$. If $i_{K}$ denotes the canonical injection of $K$ into $L$, show that $f \circ g$ is the zero mapping [i.e. sends every element of $P$ to $0_{M}$ ] if and only if there is a unique $h \in \operatorname{Res}(P, K)$ which makes the following diagram commutative

(b) Let $f \in \operatorname{Res}(M, L), g \in \operatorname{Res}(L, P)$ and $C=\left[f\left(\pi_{M}\right), \pi_{L}\right]$. If $j \in \operatorname{Res}(L, C)$ is defined by $j(x)=x \cup f\left(\pi_{M}\right)$ for each $x \in L$, show that $g \circ f$ is the zero map if and only if there is a unique $h \in \operatorname{Res}(C, P)$ which makes the following diagram commutative

4.11. Let $L, M$ be lattices and $f \in \operatorname{Res}(L, M)$. Prove that $\operatorname{Im} f$ is a lattice under the induced ordering and that the canonical injection $i$ of $\operatorname{Im} f$ into $M$ is residuated. Prove further that there is a unique $g \in \operatorname{Res}(L, \operatorname{Im} f)$ making the following diagram commutative:

[Hint. Show that union and intersection in $\operatorname{Im} f$ are given by $x \vee y=x \cup y$ and $\left.x \wedge y=\left(f \circ f^{+}\right)(x \cap y).\right]$
4.12. Consider the ordered set whose Hasse diagram is


Embed this in a complete lattice $L$ according to the method of Theorem 4.7 and draw the Hasse diagram for $L$.
4.13. Let $E$ be an infinite set and let $L$ be the lattice formed by $E, \varnothing$, and the finite subsets of $E$. Show that $L$ is a sublattice of $\mathbf{P}(E)$ which is in its own right a complete lattice though infinite unions in $L$ do not coincide with those in $\mathbf{P}(E)$.
4.14. Let $E$ be a non-empty set. If $R_{1}, R_{2}$ are equivalence relations on $E$, show that the relation $R_{1} \cup R_{2}$ given by

$$
x \equiv y\left(R_{1} \cup R_{2}\right) \Leftrightarrow\left(x \equiv y\left(R_{1}\right) \text { or } x \equiv y\left(R_{2}\right)\right)
$$

is not in general an equivalence relation. If $\mathscr{E}(E)$ denotes the set of equivalence relations on $E$, order $\mathscr{E}(E)$ as in Example 3.2. Show that $\mathscr{E}(E)$ is a complete lattice in which intersection is given, for each family $\left\{R_{\alpha}\right\}_{\alpha \in I}$ of equivalence relations on $E$, by

$$
x \equiv y\left(\bigcap_{\alpha \in I} R_{\alpha}\right) \Leftrightarrow(\forall \alpha \in I) x \equiv y\left(R_{\alpha}\right)
$$

and union is given by the relation $\prod_{\alpha \in I} R_{\alpha}$ defined by

$$
x \equiv y\left(\prod_{\alpha \in I} R_{\alpha}\right) \Leftrightarrow\left\{\begin{array}{l}
\left(\exists a_{1}, \ldots, a_{p} \in E\right)\left(\exists \alpha_{1}, \ldots, \alpha_{p+1} \in I\right) \\
x \equiv a_{1}\left(R_{\alpha_{1}}\right), \ldots, a_{i} \equiv a_{i+1}\left(R_{\alpha_{L_{+1}}}\right), \ldots, a_{p} \equiv y\left(R_{\alpha_{p+1}}\right) .
\end{array}\right.
$$

4.15. Let $E$ be any non-empty set and let $R$ be a binary relation on $E$. Write the converse of $R$ as $R^{t}$. Consider the mapping $\xi_{R}: \mathbf{P}(E) \rightarrow \mathbf{P}(E)$ described by

$$
(\forall A \in \mathbf{P}(E)) \quad \xi_{R}(A)=\{y \in E ;(\exists x \in A) x R y\} .
$$

If $1: \mathbf{P}(E) \rightarrow \mathbf{P}(E)$ is the (antitone) mapping which sends each subset $A$ of $E$ to its complement $A^{\prime}$ in $E$, prove that $\xi_{R}$ is residuated with residual given by

$$
\xi_{R}^{+}=l^{\circ} \xi_{R^{2}} \circ \eta
$$

Prove also that
(a) id $\leq \xi_{R}$ if and only if $R$ is reflexive;
(b) $\xi_{R}^{2} \leq \xi_{R}$ if and only if $R$ is transitive;
(c) $\xi_{R}$ is a closure mapping if and only if $R$ is reflexive and transitive;
(d) $\xi_{R}{ }^{\circ} \ell \circ \xi_{R}{ }^{\circ} \ell \leq \mathrm{id}$ if and only if $R$ is symmetric.

Show also that the following are equivalent:
(i) $R$ is an equivalence relation;
(ii) $\xi_{R}$ is a closure mapping such that $\xi_{R}{ }^{\circ} \ell^{\circ} \xi_{R}{ }^{\circ}!\leq \mathrm{id}$;
(iii) $\xi_{R}$ is a quantifier in the sense that it is isotone and such that

$$
(\forall X, Y \in \mathbf{P}(E)) \quad \xi_{R}\left[X \cap \xi_{R}(Y)\right]=\xi_{R}(X) \cap \xi_{R}(Y)
$$

4.16. Let $A, B$ be ordered sets and let $f \in \operatorname{Res}(A, B)$. By Theorem $2.7, f^{+\circ} f$ is a closure mapping on $A$ and dually $f^{\circ} f^{+}$is a closure mapping on $B^{*}$. Let $F$ denote the closure subset of $f^{+\circ} f$ and $G$ that of $f^{\circ} f^{+}$. Show that the restriction of $f$ to $F$ is an order isomorphism of $F$ onto $G$ whose inverse is the restriction of $f^{+}$to $G$.
4.17. Using the previous exercise, show that $\operatorname{Res}(A, B)$ can be put in one-one correspondence with the set of ordered triples ( $F, G, h$ ), where $F$ is a closure subset of $A, G$ is a closure subset of $B^{*}$, and $h$ is an order isomorphism of $F$ onto $G$.

## 5. Morphisms

If $L, M$ are $u$-semilattices, then a mapping $f: L \rightarrow M$ is called a $u$-homomorphism if and only if

$$
(\forall x, y \in L) \quad f(x \cup y)=f(x) \cup f(y) .
$$

A $\cup$-homomorphism is necessarily isotone; for if $x \leq y$, then we have $f(y)=f(x \cup y)=f(x) \cup f(y)$ and so $f(x) \leq f(y)$. In a dual manner we define the notion of an $\cap$-homomorphism. If $L, M$ are lattices, then we say that $f: L \rightarrow M$ is a (lattice) homomorphism if it is both a $u$-homomorphism and an $\cap$-homomorphism. We say that lattices $L, M$ are isomorphic if they are isomorphic as ordered sets.

Theorem 5.1. A necessary and sufficient condition that the lattices $L, M$ be isomorphic is that there exist a bijection $f: L \rightarrow M$ which is either a $\cup$-homomorphism or an $\cap$-homomorphism.

Proof. Suppose that $L, M$ are isomorphic, so that there is a bijection $f: L \rightarrow M$ such that $x \leq y \Leftrightarrow f(x) \leq f(y)$. Since $f$ is surjective, each element of $M$ is of the form $f(z)$ for some $z \in L$. Now $f(x) \cup f(y)=f(z)$ is
equivalent to the properties

$$
\begin{cases}\text { (a) } & f(x) \leq f(z), \quad f(y) \leq f(z) \\ \text { (b) } & (f(x) \leq f(t) \text { and } f(y) \leq f(t)) \Rightarrow f(z) \leq f(t) .\end{cases}
$$

Since $f$ is an isomorphism, these properties are equivalent to

$$
\begin{cases}(\alpha) & x \leq z, \quad y \leq z \\ (\beta) & (x \leq t \text { and } y \leq t) \Rightarrow z \leq t,\end{cases}
$$

i.e. to $x \cup y=z$. Hence $f(x) \cup f(y)=f(x \cup y)$, and so $f$ is a $\cup$-homomorphism. Conversely, if $f$ is a bijection which is a $u$-homomorphism then

$$
x \leq y \Leftrightarrow y=x \cup y \Leftrightarrow f(y)=f(x \cup y)=f(x) \cup f(y) \Leftrightarrow f(x) \leq f(y),
$$ and so $f$ is an order-isomorphism. A similar proof holds for $\cap$-homomorphisms.

Corollary. The lattices $L, M$ are isomorphic if and only is there exists a bijective lattice homomorphism $f: L \rightarrow M$.

Definition. If $L, M$ are $\cup$-semilattices we say that $f: L \rightarrow M$ is a complete $u$-homomorphism if and only if, for each non-empty family $\left\{x_{\alpha}\right\}_{\alpha \in I}$ of elements of $L$ such that $\bigcup_{\alpha \in I} x_{\alpha}$ exists, $\bigcup_{\alpha \in I} f\left(x_{\alpha}\right)$ exists and

$$
f\left(\bigcup_{\alpha \in I} x_{\alpha}\right)=\bigcup_{\alpha \in I} f\left(x_{\alpha}\right) .
$$

The notion of complete $n$-homomorphism is defined similarly. We leave to the reader the routine verification that every lattice isomorphism is both a complete $\cup$-homomorphism and a complete $\cap$-homomorphism.

Theorem 5.2. Let $L, M$ be $\cup$-semilattices. If $f: L \rightarrow M$ is any residuated mapping then $f$ is a complete quasi-residuated $\cup$-homomorphism. If $L$ is $\cup$-complete then $f$ is residuated if and only if it is a complete quasiresiduated $\cup$-homomorphism.

Proof. Assume first that $L, M$ are $\cup$-semilattices with $f \in \operatorname{Res}(L, M)$. Let $\left\{x_{\alpha}\right\}_{\alpha \in I}$ be a family of elements of $L$ and suppose that $x=\bigcup_{\alpha \in I} x_{\alpha}$ exists. Now if $(\forall \alpha \in I) y \geq f\left(x_{\alpha}\right)$, then $(\forall \alpha \in I) f^{+}(y) \geq f^{+}\left[f\left(x_{\alpha}\right)\right] \geq x_{\alpha}$ and so $f^{+}(y) \geq \bigcup_{\alpha \in I} x_{\alpha}=x$. But then $y \geq f\left[f^{+}(y)\right] \geq f(x)$ and so $\bigcup_{\alpha \in I} f\left(x_{\alpha}\right)$ exists and is none other than $f(x)$. This proves the first part of the theorem.

Now let $L$ be $u$-complete and $f: L \rightarrow M$ a complete quasi-residuated U-homomorphism. For each $y \in M$ the set $\{x \in L ; f(x) \leq y\}$ is then nonempty and, making use of the completeness of $f$, we see that if $y^{*}=\bigcup\{x \in L ; f(x) \leq y\}$, then we must have $f\left(y^{*}\right) \leq y$. It is immediate that $f^{\leftarrow}[\leftarrow, y]=\left[\leftarrow, y^{*}\right]$ and so $f$ is residuated.

It should be noted that in the case where $L$ is not complete, a complete quasi-residuated $u$-homomorphism need not be residuated, as the next two examples show.

Example 5.1. The fields $\mathbf{Q}, \mathbf{R}$ form lattices with respect to their natural order in which $x \cup y=\max \{x, y\}$. Consider $f: \mathbf{Q}_{+} \rightarrow \mathbf{R}_{+}$given by setting ( $\left.\forall x \in \mathbf{Q}_{+}\right) f(x)=x^{2}$. If $x=\bigcup_{\alpha \in I} x_{\alpha}$ exists in $\mathbf{Q}_{+}$, then $x=\bigcup_{\alpha \in I} x_{\alpha}$ in $\mathbf{R}_{+}$. Clearly $(\forall \alpha \in I) x^{2} \geq x_{\alpha}^{2}$, and if $(\forall \alpha \in I) y \geq x_{\alpha}^{2}$, then we have $(\forall \alpha \in I)$ $\sqrt{ } y \geq x_{\alpha}$ so $\sqrt{ } y \geq x=\bigcup_{\alpha \in I} x_{\alpha}$ and $y \geq x^{2}$. This shows that $f(x)=\bigcup_{\alpha \in I} f\left(x_{\alpha}\right)$ and so $f$ is a complete $u$-homomorphism which is clearly quasi-residuated. However, $f$ is not residuated since the set $\left\{x \in \mathbf{Q}_{+} ; f(x) \leq 2\right\}$ has no maximum element.

Example 5.2. Let $E$ be an infinite set and $\mathbf{P}_{f}(E)$ the set of finite subsets of $E$ including $\emptyset$. If $\mathbf{P}_{f}(E)$ is ordered by set inclusion it clearly forms a lattice. For a fixed $A \in \mathbf{P}_{f}(E)$ the mapping $\lambda_{A}$ given by the prescription $\lambda_{A}(B)=B \cap A$ is then seen to be a complete quasi-residuated $\cup$-homomorphism which is not residuated since the set of elements $B \in \mathbf{P}_{f}(E)$ such that $B \cap A=\varnothing$ has no maximum element.

If $L$ is a lattice then $\operatorname{Res}(L)$ is always a $\cup$-semilattice (Exercise 4.1). If $L$ is a chain then $\operatorname{Res}(L)$ is a lattice (Exercise 4.1). This also happens whenever $L$ is a complete lattice (Exercise 5.4). On the other hand, the next example (due to C.Johnson) shows that $\operatorname{Res}(L)$ a lattice does not follow from the fact that $L$ is a lattice.

Example 5.3. Construct a lattice $L$ as follows: take the four element lattice which has the following Hasse diagram:

and insert three copies of the field of real numbers as suggested by the following diagram:


Remove the element $b$ and enlarge the ordering as suggested by the dotted lines. To be more specific, for any $r \in \mathbf{R}_{3}$ let $r^{*}$ denote the same real number in $\mathbf{R}_{\mathbf{1}}$ and for $r, s \in \mathbf{R}_{3}$ define $r \leq s^{*}$ if and only if $r \leq s$ in the usual ordering of the reals. The remaining ordering is as suggested by the diagram. It is then easily verified that $L$ is a lattice. Consider the mapping $f_{a}: L \rightarrow L$ defined by

$$
f_{a}(x)= \begin{cases}x & \text { if } x \leq a \\ a & \text { otherwise }\end{cases}
$$

This mapping is residuated; $f_{a}^{+}$is given by

$$
f_{a}^{+}(x)=\left\{\begin{array}{cc}
\pi & \text { if } x \geq a \\
x \cap a & \text { otherwise } .
\end{array}\right.
$$

Now if $g \in \operatorname{Res}(L)$ is such that $g \leq f_{a}$ and $g \leq \mathrm{id}_{L}$, then for each $x \in \mathbf{R}_{2}$ we have $f_{a}(x) \cap \mathrm{id}_{L}(x)=0$ and so $g(x)=0$. It follows that $g^{+}(0) \geq x$ for all $x \in \mathbf{R}_{2}$ and so $g^{+}(0) \in \mathbf{R}_{\mathbf{1}} \cup\{\pi\}$. It follows that there exists $c \in \mathbf{R}_{1}$ such that $c<g^{+}(0)$. Define $h_{c}: L \rightarrow L$ by

$$
h_{c}(x)=\left\{\begin{array}{cl}
0 & \text { if } \quad x \leq c ; \\
x \cap a & \text { otherwise } .
\end{array}\right.
$$

It is easily verified that $h_{c} \in \operatorname{Res}(L)$ and that $h_{c} \leq f_{a}$ and $h_{c} \leq \mathrm{id}_{L}$. For $x \leq g^{+}(0)$ we have $g(x)=0 \leq h_{c}(x)$ and for $x \not \leq g^{+}(0)$ we have $g(x)$ $\leq f_{a}(x) \cap \operatorname{id}_{L}(x) \leq x \cap a=h_{c}(x)$. It therefore follows that $g \leq h_{c}$. Since
$g\left[g^{+}(0)\right]=0<h_{c}\left[g^{+}(0)\right]$ we even have $g<h_{c}$. This then shows that there cannot be a greatest lower bound for $\left\{f_{a}, \mathrm{id}_{L}\right\}$, and so $\operatorname{Res}(L)$ is not a lattice.

We end this section with some terminology which will be useful for the exercises as well as later. We have already defined what we mean by an ideal of an ordered set $E$. If $E$ is a $\cup$-semilattice then we shall say that a non-empty subset $I$ of $E$ is a semilattice ideal of $E$ if it is a $u$-subsemilattice which is also an order ideal of $E$. Similarly, if $E$ is a lattice then by a lattice ideal we shall mean a sublattice which is an order ideal. Whenever no confusion can arise from the context, we shall often use simply the term ideal for semilattice or lattice ideal. There are, of course, dual definitions for filters of $\cap$-semilattices and lattices.

Ideals of $\cup$-semilattices with a minimum element can be characterized as kernels of $u$-homomorphisms; we defer a discussion of this until later (Exercise 6.6).

## EXERCISES

5.1. Show that there are, up to lattice isomorphism, only five lattices having five elements, three of which are self-dual. [Draw Hasse diagrams.] Show also that there are, up to lattice isomorphism, only fifteen lattices having six elements, seven of which are self dual.
5.2. Let $E$ be a u-semilattice and let $I(E)$ be its set of ideals. Order $I(E)$ by set inclusion. Show that $I(E)$ is a $\bigvee$-semilattice in which union is given by

$$
J \curlyvee K=\{x \in E ;(\exists j \in J)(\exists k \in K) x \leq j \cup k\} .
$$

Show further that if $E$ has a smallest element then $I(E)$ is a complete lattice. If $E$ is, in fact, a lattice, prove that the set of all principal ideals of $E$ is a sublattice of $I(E)$ which is isomorphic to $E$.
5.3. Let $E$ be a $u$-semilattice, $I(E)$ its semilattice of ideals and $f: E \rightarrow E$ a quasiresiduated $u$-homomorphism. Show that if $f^{\rightarrow}$ is defined on $I(E)$ by

$$
f \rightarrow(J)=\{y \in E ;(\exists x \in J) y \leq f(x)\}
$$

then $f^{\rightarrow}$ is residuated.
5.4. Prove that if $L$ is a complete lattice then so also is $\operatorname{Res}(L)$.
5.5. Let $G$ be a group. For each subset $S$ of $G$ let $\langle S\rangle$ be the subgroup generated by $S$. Show that the mapping $f: \mathbf{P}(G) \rightarrow L(G)$ described by $f(S)=\langle S\rangle$ is residuated.
5.6. Prove that a lattice is a chain if and only if every isotone mapping of $L$ into any lattice $M$ is a homomorphism.
5.7. Let $L$ be a complete lattice. Let the maximum element of $L$ be $\pi_{L}$ and the minimum element be $0_{L}$. If $f: L \rightarrow L$ is a closure mapping, prove that $f$ is residuated if and only if its associated closure subset is a complete sublattice of $L$ containing $0_{L}, \pi_{L}$.
5.8. Referring back to Exercise 4.15 for notation, prove that if $E$ is any non-empty set then the following conditions concerning a mapping $f: \mathbf{P}(E) \rightarrow \mathbf{P}(E)$ are equivalent:
(a) $f$ is residuated;
(b) $f$ is a complete quasi-residuated u-homomorphism;
(c) $f=\xi_{R}$ for some binary relation $R$ on $E$.
[Hint. $(b) \Rightarrow(c)$ : note that $f$ and $\xi_{R}$ agree on singleton subsets, where $R$ is given by $x \equiv y(R) \Leftrightarrow y \in f\{x\}$.]
5.9. Let $E$ be a non-empty set and let $f: \mathbf{P}(E) \rightarrow \mathbf{P}(E)$ be a closure mapping with associated closure subset $\mathscr{L}$. Note by Theorem 4.6 that $\mathscr{L}$ is a complete lattice.
(a) For any mapping $g: E \rightarrow E$ let $\eta_{g}=f \circ g \vec{g}$. Prove that the restriction of $\eta_{g}$ to $\mathscr{L}$ is residuated if and only if, for each $A \in \mathscr{L}$, the set $g \leftarrow(A)$ contains a largest element of $\mathscr{L}$.
(b) Using the notation of Exercise 4.15 , let $R$ be a binary relation on $E$. Let $\eta_{R}=f^{\circ} \xi_{R}$. Prove that $\eta_{R} \in \operatorname{Res} \mathscr{L}$ if and only if, for each $A \in \mathscr{L}$, the set $\left(\eta^{\circ} \xi_{R^{t}}{ }^{\circ} \boldsymbol{l}\right)(A)$ contains a largest element of $\mathscr{L}$.
(c) Prove that a mapping $h: \mathscr{L} \rightarrow \mathscr{L}$ is residuated if and only if $h=\eta_{R}$ for some binary relation $R$ on $E$ satisfying the conditions in (b).
[Hint. (a) Use Exercise 2.11. (b) Suppose that $A_{R}$, the greatest element of $\mathscr{L}$ contained in $\left(\underline{\circ} \circ \xi_{R^{t}} \circ\right.$ ? $)(A)$, exists. Recall by Exercise 4.15 that $\xi_{R} \in \operatorname{Res}[\mathbf{P}(E)]$ with $\xi_{R}^{+}=\eta^{\circ} \xi_{R^{t}} \circ \frac{1}{}$. Observe that $\left(\xi_{R} \circ \xi_{R}^{+}\right)(A) \subseteq A \Rightarrow\left(\eta_{R} \circ \xi_{R}^{+}\right)(A) \subseteq A \Rightarrow \eta_{R}\left(A_{R}\right)$ $\subseteq A$ and that if $B \in \mathscr{L}$ with $B \subseteq A_{R}$ then $\eta_{R}(B) \subseteq A$. Hence $\eta_{R} \in \operatorname{Res}(\mathscr{L})$ with $\eta_{R}^{+}$ given by $\eta_{R}^{+}(A)=A_{R}$. For the converse, let $\eta_{R}$ be residuated and show that, for each $A \in \mathscr{L}, \eta_{R}^{+}(A)$ is the largest element of $\mathscr{L}$ contained in $\xi_{R}^{+}(A)$. (c) Consider $x \equiv y(R)$ $\Leftrightarrow y \in\left(f^{\circ} g^{\circ}\right)(x)$ and proceed as in 5.8.]

## 6. Regular equivalences on an ordered set

Let $E$ be an ordered set and let $R$ be an equivalence relation on $E$. We shall say that $R$ is regular on $E$ if and only if there is an ordered set $F$ and an isotone mapping $f: E \rightarrow F$ such that $R$ is the equivalence associated with $f$ in that $x \equiv y(R) \Leftrightarrow f(x)=f(y)$.

The above notion of regularity can be conveniently translated into a condition involving the ordering of $E$ instead of the mapping $f$ as the following result shows.

Theorem 6.1. An equivalence relation $R$ defined on an ordered set $E$ is regular on $E$ if and only if it satisfies the property

$$
\left.\begin{array}{ll}
(i=1, \ldots, n) & a_{i} \equiv a_{i}^{*}(R) \\
(i=1, \ldots, n-1) & a_{i}^{*} \leq a_{i+1} \\
a_{n}^{*} \leq a_{1}
\end{array}\right\} \Rightarrow(i=1, \ldots, n-1) a_{i} \equiv a_{i+1}(R) .
$$

Before giving the proof of this result, we shall take a closer look at the property in question and give a particularly useful pictorial representation of it.

Definition. By a closed bracelet modulo $R$ we shall mean a diagram of the form

in which the three vertical lines denote equivalence modulo $R$ and the other lines are interpreted as in a Hasse diagram. In a similar way, we define an open bracelet modulo $R$ to be a diagram of the form


In such a diagram the element $x$ will be called the initial clasp of the open bracelet and the element $y$ will be called the terminal clasp.

Using these notions, we may re-phrase Theorem 6.1 as follows:
Theorem 6.1. An equivalence relation $R$ defined on an ordered set $E$ is regular on $E$ if and only if every closed bracelet modulo $R$ is contained in a single equivalence class modulo $R$.

Proof. Suppose first that $R$ is regular on $E$. Let there be a sequence of $2 n$ elements $a_{1}, a_{1}^{*}, a_{2}, a_{2}^{*}, \ldots, a_{n}, a_{n}^{*}$ forming a closed bracelet modulo $R$, as above. If $f$ is an associated isotone mapping, then we have

$$
f\left(a_{1}\right)=f\left(a_{1}^{*}\right) \leq f\left(a_{2}\right)=f\left(a_{2}^{*}\right) \leq \cdots \leq f\left(a_{n}\right)=f\left(a_{n}^{*}\right) \leq f\left(a_{1}\right)
$$

whence it follows that $f\left(a_{1}\right)=f\left(a_{1}^{*}\right)=\cdots=f\left(a_{n}\right)=f\left(a_{n}^{*}\right)$ and so the entire bracelet belongs to a single class modulo $R$.

Conversely, suppose that $R$ satisfies the given property. On the quotient set $E / R$ define the relation $\preccurlyeq$ by setting

$$
x / R \preccurlyeq y / R \Leftrightarrow\left\{\begin{array}{l}
\text { there is an open bracelet modulo } R \\
\text { with initial clasp } x \text { and } \\
\text { terminal clasp } y .
\end{array}\right.
$$

The relation $\preccurlyeq$ is reflexive since for each $x \in E$ we have the trivial open bracelet


The relation $\preccurlyeq$ is also transitive since two open bracelets, the terminal clasp of one being equivalent modulo $R$ to the initial clasp of the other, may clearly be joined to form a single open bracelet. Note that these two properties hold irrespective of the standing hypothesis that $R$ satisfies the given property which we shall now use to show that $\preccurlyeq$ is anti-symmetric. Now if $x / R \preccurlyeq y \mid R$ and $y \mid R \preccurlyeq x / R$ we have open bracelets


which we can clearly join together to form a closed bracelet, from which we deduce that $x \equiv y(R)$ and hence $x / R=y / R$. This then shows that $\leqslant$ is an ordering on $E / R$. It is clear that $x \leq y \Rightarrow x / R \preccurlyeq y / R$ and so the canonical surjection $\mathfrak{g}_{R}: E \rightarrow E / R$ is isotone. Since it is such that $x \equiv y(R)$ $\Leftrightarrow \mathfrak{G}_{R}(x)=\mathfrak{g}_{R}(y)$, it then follows that $R$ is regular on $E$.

Our next result gives a very important property of the equivalence classes modulo a regular equivalence.

Theorem 6.2. If $E$ is an ordered set and $R$ is a regular equivalence on $E$ then the equivalence classes modulo $R$ are convex in the sense that

$$
\left.\begin{array}{r}
x \leq y \leq z \\
x \equiv z(R)
\end{array}\right\} \Rightarrow x \equiv y \equiv z(R) .
$$

Proof. The conditions $x \leq y \leq z, x \equiv z(R)$ may be expressed in the form of a closed bracelet modulo $R$, namely

trom which it follows, by the regularity of $R$, that $x \equiv y \equiv z(R)$.
Suppose now that $E$ is any set and let us consider the set of equivalence relations on $E$. By Exercise 4.14 this set forms a complete lattice. For any family $\left\{R_{\alpha}\right\}_{\alpha_{\epsilon}}$ of equivalence relations on $E$, the union of this family in the lattice is the relation $\prod_{\alpha \in I} R_{\alpha}$ (refer to Exercise 4.14 for its definition). We call this the transitive product of the family.

Turning our attention to the case where $E$ is ordered and $\left\{R_{\alpha}\right\}_{\alpha \in I}$ is a family of regular equivalences on $E$, we obtain the following result.

Theorem 6.3. The set of regular equivalences on an ordered set Eforms a complete lattice which is not in general a sublattice of the complete lattice of all equivalence relations on $E$.

Proof. It is clear that the relation of equality on $E$ and the universal equivalence $\pi_{E}$ on $E$ [given by $x \equiv y\left(\pi_{E}\right) \Leftrightarrow x, y \in E$ ] both satisfy the bracelet property of Theorem 6.1 and are thus regular. The set of regu'ar equivalences on $E$ is therefore bounded. Now if $\left\{R_{\alpha}\right\}_{\alpha \in I}$ is any family of regular equivalences on $E$, then each $R_{\alpha}$ has the bracelet property of Theorem 6.1 and hence so also does $\bigcap_{\alpha \in I} R_{\alpha}$. This fact, together with the dual of Theorem 4.2, shows that the set of regular equivalences on $E$ forms a complete lattice with minimum element equality and maximum element the universal equivalence on $E$. Note that intersection in this lattice coincides with intersection in the lattice of all equivalence relations on $E$. However, unions do not coincide (so that the lattice of regular equivalences is not a sublattice of the lattice of all equivalence relations). To demonstrate this, we shall show by means of a counter-example that the transitive product of a family of regular equivalences is not in general regular. For this purpose, consider the ordered set $E$ with Hasse diagram

and let $F, G$ be the ordered sets with Hasse diagrams

respectively. The mappings $f: E \rightarrow F$ and $g: E \rightarrow G$ described by

$$
\left\{\begin{array}{l}
f(a)=x=f(b) ; \quad f(c)=y ; \quad f(d)=z ; \\
g(a)=\alpha ; \quad g(c)=\beta ; \quad g(b)=\gamma=g(d)
\end{array}\right.
$$

are clearly isotone. The associated equivalence relations $\mathscr{F}, \mathscr{G}$ given by $p \equiv q(\mathscr{F}) \Leftrightarrow f(p)=f(q)$ and $p \equiv q(\mathscr{G}) \Leftrightarrow g(p)=g(q)$ are then regular, the corresponding partitions of $E$ being $\{\{a, b\},\{c\},\{d\}\}$ and $\{\{a\},\{c\}$, $\{b, d\}\}$. It is readily seen that the transitive product $\mathscr{F} \mathscr{G}$ partitions $E$ into the classes $\{c\},\{a, b, d\}$ so that, modulo $\mathscr{F} \mathscr{G}$, we have a closed bracelet of the form

in which $c \not \equiv a(\mathscr{F} \mathscr{G})$. It follows by Theorem 6.1 that $\mathscr{F} \mathscr{G}$ is not regular. This completes the proof.

Our immediate aim now is to identify unions in the lattice of regular equivalences. Let $R$ be any regular equivalence on $E$. Then the set of regular equivalences on $E$ which contain $R$ is not empty since it always contains the universal equivalence on $E$. Moreover, if $\left\{R_{\alpha}\right\}_{\alpha \in I}$ is a family of regular equivalences on $E$, then $\bigcap_{\alpha \in I} R_{\alpha}$ is also regular on $E$. By the regular closure $R^{*}$ of $R$ we shall mean the intersection of all the regular equivalences on $E$ containing $R$. It is clear that the mapping $f$ described by $f(R)=R^{*}$ is isotone and such that id $\leq f=f \circ f$; it is thus a closure mapping, which explains the terminology.

Theorem 6.4. If $E$ is an ordered set and $R$ is any equivalence relation on $E$ then the regular closure $R^{*}$ of $R$ is given by

$$
x \equiv y\left(R^{*}\right) \Leftrightarrow\left\{\begin{array}{l}
\text { there is a closed bracelet } \\
\text { modulo } R \text { containing } x, y .
\end{array}\right.
$$

Proof. Let $S$ denote the relation given by $x \equiv y(S)$ if and only if there is a closed bracelet modulo $R$ containing both $x, y$. It is clear that $R \Rightarrow S$. Moreover, if $T$ is any regular equivalence containing $R$ then any bracelet modulo $R$ is a bracelet modulo $T$. It follows by Theorem 6.1 that $x \equiv y(S)$ $\Rightarrow x \equiv y(T)$ and hence that $S \Rightarrow R^{*}$. We thus have the implications
$R \Rightarrow S \Rightarrow R^{*}$. To establish the result, it therefore suffices to show that $S$ is regular. Now if $R$ is regular then so also is $S$, for in this case $R=R^{*}$ and so we must have $R=S$. Suppose then that $R$ is not regular. By the proof of Theorem 6.1 the relation $\leqslant_{R}$ defined on $E / R$ is then reflexive and transitive but not anti-symmetric. Now the relation $S$ is none other than the equivalence relation

$$
x \equiv y(S) \Leftrightarrow\left(x / R \preccurlyeq_{R} y \mid R \quad \text { and } \quad y \mid R \preccurlyeq_{R} x / R\right),
$$

a closed bracelet containing $x, y$ being considered as made up of two open bracelets. To show that $S$ is regular, it is clearly sufficient to show that the corresponding relation $\preccurlyeq s$ defined on $E / S$ is anti-symmetric, it being already reflexive and transitive. Now from $x / S \preccurlyeq s y / S$ we deduce that there is an open bracelet modulo $S$ with initial clasp $x$ and terminal clasp $y$. Each "link" in this bracelet consists of a pair $p, q$ with $p \equiv q(S)$ and, by the definition of $S$, can be replaced by an open bracelet modulo $R$ with initial clasp $p$ and terminal clasp $q$. By the transitivity of $\leqslant_{R}$ on $E \mid R$ we deduce that

$$
x / S \preccurlyeq_{s} y / S \Rightarrow x / R \preccurlyeq_{R} y / R .
$$

It follows that

$$
\left.\begin{array}{l}
x / S \preccurlyeq_{s} y|S \Rightarrow x| R \preccurlyeq_{R} y / R \\
y / S \preccurlyeq_{s} x / S \Rightarrow y \mid R \preccurlyeq_{R} x / R
\end{array}\right\} \Rightarrow x \mid S=y / S,
$$

whence $\preccurlyeq s$ is anti-symmetric on $E / S$ as required.
Definition. If $R, S$ are equivalence relations such that $R \Rightarrow S$, we say that $R$ is finer than $S$ [resp. $S$ is coarser than $R$ ]. This terminology may be conveniently remembered by thinking of the corresponding equivalence classes as determined by the mesh of a sieve.

Theorem 6.5. A non-empty subset $C$ of an ordered set $E$ is an equivalence class of at least one regular equivalence on $E$ if and only if $C$ is convex.

Proof. The necessity follows by Theorem 6.2. Suppose conversely that $C$ is convex and consider the relation $R_{C}$ defined on $E$ by

$$
x \equiv y\left(R_{C}\right) \Leftrightarrow(x=y \quad \text { or } \quad x, y \in C)
$$

It is clear that $R_{C}$ is an equivalence relation on $E$. The equivalence classes modulo $R_{C}$ are $C$ itself and every single element subset $\{x\}$ where $x \notin C$. We shall show that $\boldsymbol{R}_{\boldsymbol{C}}$ is regular on $E$ whence the result will follow. Define the relation $\prec$ on $E / R_{C}$ as follows:

$$
\begin{cases}C<\{y\} \quad(y \notin C) & \Leftrightarrow(\exists c \in C) \quad c<y \\ \{y\} \prec C(y \notin C) \quad \Leftrightarrow(\exists c \in C) \quad y<c \\ \{x\} \prec\{y\} \quad(x, y \notin C) & \Leftrightarrow\left(x<y \quad \text { or } \quad\left(\exists c_{1}, c_{2} \in C\right) x<c_{1}, c_{2}<y\right) .\end{cases}
$$

It is clear that the relation $<$ is transitive. Moreover, since the equivalence classes modulo $R_{C}$ are convex, the statements $C \prec\{y\},\{y\}<C$ are incompatible, as are the statements $\{x\} \prec\{y\},\{y\} \prec\{x\}$. It follows that the relation $\preccurlyeq$ defined on $E \mid R_{C}$ by

$$
x\left|R_{C} \leqslant y\right| R_{C} \Leftrightarrow\left(x\left|R_{C} \prec y\right| R_{C} \quad \text { or } \quad x\left|R_{C}=y\right| R_{C}\right)
$$

is an ordering of $E / R_{C}$. It follows from this that $R_{C}$ is regular.
Corollary. $C$ being convex, $R_{C}$ is the finest regular equivalence on $E$ admitting $C$ as a class.

Proof. This is immediate from the definition of $R_{C}$.
Definition. A regular equivalence $R$ on an ordered set $E$ will be called strongly upper regular if and only if it satisfies the property

$$
\left.\begin{array}{l}
a \equiv a^{*}(R) \\
a \leq b
\end{array}\right\} \Rightarrow\left(\exists b^{*} \equiv b(R)\right) \quad a \leq b^{*}
$$

Pictorially, this condition says that any diagram modulo $R$ of the form

can be embedded in a diagram modulo $R$ of the form


We shall refer to the above property as the link property.
Let us note that when $R$ is strongly upper regular, we can apply the link property repeatedly to any open bracelet

and thus reduce it to a diagram of the form


It follows from this that if $R$ is strongly upper regular then the ordering defined on $E / R$ as in Theorem 6.1 is given by

$$
(X, Y \in E \mid R) \quad X \preccurlyeq Y \Leftrightarrow(\forall x \in X)(\exists y \in Y) \quad x \leq y .
$$

Theorem 6.6. An equivalence relation $R$ on an ordered set $E$ is strongly upper regular if and only if it satisfies the properties
(1) $R$ has convex classes;
(2) $R$ satisfies the link property.

Proof. The necessity of the conditions follows from what has gone before. To prove that the conditions are sufficient, suppose that we have a closed bracelet modulo $R$. Denote this bracelet by $\left[a_{i} ; a_{i}^{*}\right]_{i}$. Now, starting with any given $a_{j}$ in this bracelet, we can apply (2) repeatedly to obtain a chain of elements $b_{t}$ as in the diagram


This process yields $a_{j-1}^{*} \leq a_{j} \leq b_{j-1}$ with $a_{j-1}^{*} \equiv b_{j-1}(R)$. The hypothesis (1) then gives $a_{j} \equiv a_{j-1}^{*} \equiv a_{j-1}(R)$. Since this holds for each $j$, it follows that all elements in the bracelet belong to the same class modulo $R$. It follows by Theorem 6.1 that $R$ is regular. This, together with (2), then shows that $R$ is strongly upper regular.

Remark. It is worthy of note at this juncture that neither of the conditions (1) and (2) of Theorem 6.6 is sufficient in itself to imply that $R$ is regular. For example, let $\boldsymbol{E}$ be the ordered set with Hasse diagram

and consider the equivalence relation $R$ on $E$ whose partition is $\{\{a, b\},\{c, d\}\}$. The classes modulo $R$ are clearly convex, but $R$ is not regular because of the following bracelet modulo $R$


Also, if we consider $\mathbf{Z}$ ordered in the natural way and the equivalence relation $S$ which partitions $\mathbf{Z}$ into two classes, one consisting of all the even integers and the other consisting of all the odd integers, then $S$ is not regular since, for example, we have a bracelet

with $4 \not \equiv 3(S)$. However, $S$ satisfies the link property; for any diagram of the form

can be embedded in the diagram

$2 q+r$

Theorem 6.7. If $\left\{R_{\alpha}\right\}_{\alpha \in I}$ is a family of equivalence relations on an ordered set $E$ each of which satisfies the link property then so also does their transitive product $\prod_{\alpha \in \mathrm{I}} R_{\alpha}$.

Proof. Suppose that we have a diagram

the equivalence being modulo the transitive product $\prod_{\alpha \in I} R_{\alpha}$. By the definition of $\prod_{\alpha \in I} R_{\alpha}$ there is a sequence of elements $a_{1}, \ldots, a_{n}$ and a sequence of suffices $\alpha_{1}, \ldots, \alpha_{n+1}$ such that

$$
a^{*} \equiv a_{1}\left(R_{\alpha_{1}}\right), \quad \ldots, \quad a_{i} \equiv a_{i+1}\left(R_{\alpha_{i+1}}\right), \quad \ldots, \quad a_{n} \equiv a\left(R_{\alpha_{n+1}}\right)
$$

Since each $R_{\alpha_{i}}$ satisfies the link property, we can build the diagram

which, as a diagram modulo $\prod_{\alpha \in I} R_{\alpha}$, is


It follows that $\prod_{\alpha \in I} R_{\alpha}$ also satisfies the link property.
Corollary. The transitive product of a family of strongly upper regular equivalences is strongly upper regular if and only if its classes are convex.

Proof. This follows immediately from Theorem 6.6.
Theorem 6.8. If $E$ is an ordered set then the set of strongly upper regular equivalences on $E$ forms a complete lattice which is not in general a sublattice of the complete lattice of regular equivalences on $E$.

Proof. The previous corollary shows that if unions exist then they are not in general transitive products. Given a family $\left\{R_{\alpha}\right\}_{\alpha_{\in I}}$ of strongly upper regular equivalences on $E$, let us therefore consider the regular closure of the transitive product $\prod_{\alpha_{E} I} R_{\alpha}$. We know that $\left(\prod_{\alpha_{\in I}} R_{\alpha}\right)^{*}$ has convex classes (Theorem 6.2). If, therefore, we can show that it satisfies the link property then it will be strongly upper regular by Theorem 6.6, whence the strongly upper regular equivalences on $E$ will form a u-complete $\cup$-subsemilattice of the lattice of regular equivalences on $E$. For this purpose, suppose that we have a diagram of the form

the equivalence being modulo $\left(\prod_{\alpha \in I} R_{\alpha}\right)^{*}$. By Theorem 6.4 there is a closed bracelet modulo $\prod_{\alpha \in I} R_{\alpha}$ containing $x, y$ and so the above diagram becomes

in which each equivalence is modulo $\prod_{\alpha \in E} R_{\alpha}$. Now we have shown in the previous theorem that $\prod_{\alpha \in I} R_{\alpha}$ satisfies the link property. Applying this fact repeatedly to the previous diagram, we can build the following diagram in which each equivalence is modulo $\prod_{\alpha \in I} R_{\alpha}$ :


Since by definition $\prod_{\alpha \in I} R_{\alpha} \Rightarrow\left(\prod_{\alpha \in I} R_{\alpha}\right)^{*}$ there follows from this the diagram

in which the equivalences are modulo $\left(\prod_{\alpha \in I} R_{\alpha}\right)^{*}$. This then shows that $\left(\prod_{\alpha \in I} R_{\alpha}\right)^{*}$ satisfies the link property. It follows that the set of strongly upper regular equivalences on $E$ forms a $\cup$-complete $\cup$-subsemilattice of the complete lattice of regular equivalences on $E$. Since this semilattice contains a minimum element, namely equality (which is trivially strongly upper regular), it follows by Theorem 4.2 that it is a complete lattice. To show finally that it is not in general a sublattice of the complete lattice of regular equivalences on $E$, it suffices to show that the intersection of two strongly upper regular equivalences is not in general strongly upper regular. For this purpose, consider the ordered sets $E, F, G$ with respective Hasse diagrams


The mappings $f: E \rightarrow F, g: E \rightarrow G$ described by

$$
\left\{\begin{array}{l}
f(\pi)=w ; \quad f\left(a_{2}\right)=f\left(b_{2}\right)=f\left(b_{1}\right)=x ; \quad f\left(a_{1}\right)=y ; \quad f(0)=z ; \\
g(\pi)=g\left(b_{2}\right)=\alpha ; \quad g\left(a_{1}\right)=g\left(a_{2}\right)=g\left(b_{1}\right)=\beta ; \quad g(0)=\gamma ;
\end{array}\right.
$$
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are clearly isotone. The associated regular equivalences $\mathscr{F}, \mathscr{G}$ admit the following partitions of $E$ :

$$
\begin{aligned}
\mathscr{F} & :\left\{\{\pi\},\left\{a_{2}, b_{2}, b_{1}\right\},\left\{a_{1}\right\},\{0\}\right\} ; \\
\mathscr{G}: & \left\{\left\{\pi, b_{2}\right\},\left\{a_{1}, a_{2}, b_{1}\right\},\{0\}\right\},
\end{aligned}
$$

and it is readily seen that $\mathscr{F}, \mathscr{G}$ are strongly upper regular. Now the equivalence $\mathscr{F} \cap \mathscr{G}$ admits the following partition of $E$ :

$$
\mathscr{F} \cap \mathscr{G}:\left\{\{\pi\},\left\{b_{2}\right\},\left\{a_{2}, b_{1}\right\},\left\{a_{1}\right\},\{0\}\right\} .
$$

We thus have a diagram modulo $\mathscr{F} \cap \mathscr{G}$ of the form

and since there is no element $x \in E$ such that $x \equiv b_{2}(\mathscr{F} \cap \mathscr{G})$ and $a_{2} \leq x$, we conclude that $\mathscr{F} \cap \mathscr{G}$ is not strongly upper regular.

Since each closure mapping on an ordered set $E$ is isotone, it is clear that the associated closure equivalence is regular. We can in fact say more than this.

Theorem 6.9. An equivalence relation $R$ on an ordered set $E$ is a closure equivalence if and only if
(1) each class modulo $R$ has a maximum element;
(2) $R$ satisfies the link property.

Proof. Let $f$ be a closure mapping on $E$ such that the equivalence associated with $f$ is $R$. It is clear that for each $x \in E$ the class $x / R$ admits a maximum element, namely $f(x)$. To show that $R$ satisfies the link property, we observe that since

$$
a \leq b \Rightarrow\left(\forall a^{*} \equiv a(R)\right) \quad a^{*} \leq f(a) \leq f(b),
$$

each diagram of the form

can be embedded in one of the form


Conversely, suppose that $R$ satisfies properties (1), (2). For each $x \in E$ let the maximum element in the class of $x$ modulo $R$ be $x^{*}$ and consider the mapping $f: E \rightarrow E$ described by $(\forall x \in E) f(x)=x^{*}$. Since by definition $f(x) \in x / R$ it follows that $f \circ f=f$. As we have id ${ }_{E} \leq f$, it remains to show that $f$ is isotone. Now since $R$ satisfies the link property, the diagram

yields a diagram

and since $y^{\prime} \leq y^{*}$ by definition, we conclude that

$$
x \leq y \Rightarrow f(x)=x^{*} \leq y^{\prime} \leq y^{*}=f(y),
$$

showing that $f$ is isotone as required.
Corollary. Every closure equivalence is strongly upper regular.
Proof. If $R$ is a closure equivalence and $x^{*}$ denotes the maximum element of $x / R$, then clearly $x / R \preccurlyeq y / R \Leftrightarrow x^{*} \leq y^{*}$. It follows from this that the classes modulo $R$ are convex. This, together with (2) of Theorem 6.9 gives the result by virtue of Theorem 6.6.

Our next result concerns an important property of strongly upper regular equivalences which will be of use to us later.

Theorem 6.10. Let $E$ be an ordered set and let $R$ be a strongly upper regular equivalence on $E$. Then the following conditions concerning $a \in E$ are equivalent:
(1) $a \mid R \subseteq[\leftarrow, a]$;
(2) $(\forall x \in E) x / R \cap[\leftarrow, a] \neq \varnothing \Rightarrow x / R \subseteq[\leftarrow, a]$.

Proof. It is clear that (2) $\Rightarrow$ (1) since $a \in a \mid R \cap[\leftarrow, a]$. Suppose, conversely, that (1) holds and let $x \in E$ be such that $x / R \cap[\leftarrow, a] \neq \varnothing$. If $y \in x \mid R \cap[\leftarrow, a]$ then for each $x^{*} \in x \mid R$ we have, modulo $R$, the diagram


Since $R$ is strongly upper regular, there exists $a^{*} \equiv a(R)$ such that $x^{*} \leq a^{*}$. It follows by (1) that $x^{*} \leq a$ and hence that $x / R \subseteq[\leftarrow, a]$.

Dual to the notion of strong upper regularity, we say that a regular equivalence is strongly lower regular if every diagram of the form

can be embedded in a diagram


There are, of course, dual results to those above concerning strongly lower regular equivalences. A regular equivalence which is both strongly upper regular and strongly lower regular will be called strongly regular. In the particular case where the ordered set in question is a lattice, there is a particularly important type of strongly regular equivalence which we shall now describe.

If $L$ is a $\cup$-semilattice, we shall say that an equivalence relation $R$ on $L$ is compatible with $\cup$ if and only if it is such that

$$
x \equiv y(R) \Rightarrow(\forall z \in L) \quad z \cup x \equiv z \cup y(R) .
$$

When $R$ is compatible with $\cup$, the quotient set $L / R$ becomes a $\gamma$-semilattice under the induced law $x|R \curlyvee y| R=(x \cup y) \mid R$. In this case, the ordering $\leq_{R}$ of $E / R$ is given by $x / R \leq_{R} y / R$ if and only if $y / R=x \mid R$ $Y y \mid R$ which is equivalent to $y \equiv x \cup y(R)$.

Theorem 6.11. Let $L$ be a $\cup$-semilattice. If $R$ is an equivalence relation on $L$ which is compatible with $\cup$ then $R$ is strongly upper regular and the orderings $\leq_{R}$ and $\preccurlyeq_{R}$ coincide.

Proof. We note first that the classes modulo $R$ are convex; for if $x \leq y \leq z$ with $x \equiv z(R)$, then $y=x \cup y \equiv z \cup y=z(R)$. Moreover, $R$ satisfies the link property; for from

we deduce that $x \cup y \equiv x^{*} \cup y=y$, whence we have the diagram


That $R$ is strongly upper regular now follows by Theorem 6.6. Now let $x / R \leq_{R} y \mid R$, so that $y \equiv x \cup y(R)$. If $x^{*} \equiv x(R)$ then we have $x^{*} \cup y$ $\equiv x \cup y \equiv y(R)$. In other words, for each $x^{*}$ equivalent to $x$ modulo $R$ there is a $y^{*}\left[=x^{*} \cup y\right]$ equivalent to $y$ modulo $R$ such that $x^{*} \leq y^{*}$. It follows that $x / R \preccurlyeq_{R} y / R$. But, conversely, if we have $x / R \preccurlyeq_{R} y \mid R$, then by the definition of $\preccurlyeq_{R}$ there exists $y^{*}$ in the class of $y$ modulo $R$ such that $x \leq y^{*}$. This gives $y^{*}=x \cup y^{*}$ and so $y / R=y^{*} / R \geq_{R} x / R$. It follows that the orderings coincide.

Definition. Let $L$ be a lattice. By a congruence relation on $L$ we shall mean an equivalence relation on $L$ which is compatible with both $\cup$ and $\cap$ in $L$.

It is immediate from the previous results that every congruence relation on a lattice $L$ is strongly regular on $L$. The converse of this is not in general true. For example, consider the lattice with Hasse diagram


The equivalence relation $R$ responsible for the partition $\{\{0\},\{x, y\},\{\pi\}\}$ has convex classes and satisfies both the link property and its dual. It is therefore a strongly regular equivalence. However, it is not compatible with either $\cup$ or $\cap$; for example, $x \equiv y(R)$ but $x=x \cup x \neq x \cup y=\pi(R)$.

## EXERCISES

6.1. Let $E$ be an ordered set and let $R$ be an equivalence relation on $E$. Define the relation $\preccurlyeq_{R}$ on $E / R$ as follows:

$$
x / R \preccurlyeq_{R} y / R \Leftrightarrow\left(\forall x^{*} \in x / R\right)\left(\exists y^{*} \in y / R\right) x^{*} \leq y^{*}
$$

Prove that $\leqslant_{R}$ is an ordering on $E / R$ if $R$ has convex classes. Supposing that $\leqslant_{R}$ is an ordering, let $\mathfrak{q}_{R}$ be the canonical surjection of $E$ onto $E / R$. If $F$ is any ordered set and $g: E / R \rightarrow F$ is such that $g \circ \xi_{R}$ is isotone, prove that $g$ is isotone. Show also that $\natural_{R}$ is isotone if and only if $R$ satisfies the link property. Deduce that $\preccurlyeq_{R}$ is an ordering and $G_{R}$ is isotone if and only if $R$ is strongly upper regular and that $\xi_{R}$ is residuated if and only if $R$ is a closure equivalence.
6.2. Let $E, F$ be ordered sets and let $f: E \rightarrow F$ be isotone. If $R_{f}$ is the associated equivalence and $f=g \circ \hbar_{R_{f}}$ is the canonical decomposition of $f$, prove that $g: E / R_{f}$ $\rightarrow \operatorname{Im} f$ is an order isomorphism if and only if
(a) $\left(x \leq y\right.$ and $\left.f(x)=f\left(x^{*}\right)\right) \Rightarrow\left(\exists y^{*} \in E\right)\left(f\left(y^{*}\right)=f(y)\right.$ and $\left.x^{*} \leq y^{*}\right)$;
(b) $f(x) \leq f(y) \Rightarrow\left(\exists x^{*}, y^{*} \in E\right)\left(f(x)=f\left(x^{*}\right), f(y)=f\left(y^{*}\right), x^{*} \leq y^{*}\right)$.
6.3. Let $\left(E_{1}, \leq_{1}\right),\left(E_{2}, \leq_{2}\right)$ be ordered sets with $E_{2}$ upper directed. Let $E_{1} \times E_{2}$ be ordered as in Example 1.6 and let $R$ be the equivalence relation given by

$$
\left(x_{1}, x_{2}\right) \equiv\left(y_{1}, y_{2}\right)(R) \Leftrightarrow x_{1}=y_{1} .
$$

Prove that $R$ is strongly upper regular on $E_{1} \times E_{2}$ and that the ordered sets ( $E_{1}, \leq_{1}$ ) and $\left(\left(E_{1} \times E_{2}\right) / R, \leq_{R}\right)$ are isomorphic.
6.4. Let $E$ be an ordered set and let $A=\left\{C_{\alpha}\right\}_{\alpha \in I}$ be a family of disjoint convex subsets of $E$. Prove that $\Delta$ is a family of equivalence classes of at least one regular equivalence on $E$ if and only if $\Delta$ satisfies the following class bracelet property: any diagram of the form

is contained entirely in a single $C_{\alpha}$. [Hint: To prove necessity, use Theorem 6.1. As for sufficiency, consider the relation $E_{\Delta}$ given by

$$
x \equiv y\left(E_{\Delta}\right) \Leftrightarrow\left(x=y \quad \text { or } \quad(\exists x \in I) x, y \in C_{\alpha}\right)
$$

Show that $E_{\Delta}$ is regular, having the $C_{\alpha}$ amongst its classes.]
6.5. A regular equivalence $R$ on an ordered set $E$ is said to be totally regular if and only if each diagram modulo $R$ of the form

can be completed to a diagram


Prove that every totally regular equivalence $R$ is strongly regular and that in this case the ordering $\preccurlyeq_{R}$ is given by

$$
x / R \preccurlyeq_{R} y / R \Leftrightarrow\left(\forall x^{*} \in x / R\right)\left(\forall y^{*} \in y / R\right) x^{*} \leq y^{*}
$$

If $\left\{R_{\alpha}\right\}_{\alpha \in I}$ is a family of totally regular equivalences on $E$, prove that $\bigcap_{\alpha \in I} R_{\alpha}$ and $\prod_{\alpha \in I} R_{\alpha}$ are also totally regular. If $E$ is a lattice, show by means of an example that a congruence relation on $E$ is not in general totally regular.
6.6. Let $L, M$ be $\cup$-semilattices, $M$ having a minimum element 0 . For any $u$-epimorphism $f: L \rightarrow M$ let $\operatorname{Ker} f=\{x \in L ; f(x)=0\}$. Show that $\operatorname{Ker} f$ is a semilattice ideal of $L$. Prove, conversely, that if $L$ is a $u$-semilattice with minimum element and $I$ is an ideal of $L$ then the relation $R_{I}$ given by

$$
x \equiv y\left(R_{I}\right) \Leftrightarrow(\exists i \in I) x \cup i=y \cup i
$$

is a $u$-compatible equivalence relation on $L$ with $I=\operatorname{Ker} \mathfrak{k}_{R_{I}}$.
6.7. A congruence relation $R$ on a complete lattice $L$ is said to be complete if and only if

$$
\left((\forall \alpha \in I) x_{\alpha} \equiv x(R)\right) \Rightarrow \bigcup_{\alpha \in I} x_{\alpha} \equiv x \equiv \bigcap_{\alpha \in I} x_{\alpha}(R) .
$$

Let $R$ be a complete congruence on the complete lattice $L$. Show that, for each $x \in L$, the equivalence class $x / R$ is a sublattice of $L$ which is also complete. Denoting the maximum element of $x / R$ by $x^{R}$ and the minimum element by $x_{R}$, let $f_{R}: L \rightarrow L$ be given by the prescription $f_{R}(x)=x_{R}$. Prove that $f_{R}$ is a residuated dual closure map with $f_{R}^{+}$given by $f_{R}^{+}(x)=x^{R}$. Hence show that there is a bijection between the set of complete congruences on $L$ and the set of residuated dual closure maps on $L$.
6.8. Let $R$ be an equivalence relation on the ordered set $E$. Suppose that the relation $\preccurlyeq_{R}$ described in Exercise 6.1 is an ordering on $E / R$. Prove that the following conditions are equivalent:
(a) $R$ is the equivalence relation associated with a residuated dual closure mapping on $E$;
(b) each class modulo $R$ is bounded;
(c) the canonical surjection $\mathfrak{\natural}_{K}: E \rightarrow E / R$ is both residuated and residual.
6.9. If $R$ is an equivalence relation on an ordered set $E$ define the transitive closure of $R$ to be the smallest transitive relation on $E$ which contains $R$. If the relation $\preccurlyeq$ is defined on $E / R$ by

$$
x / R \preccurlyeq y / R \Leftrightarrow\left(\exists x^{*} \in x / R\right)\left(\exists y^{*} \in y / R\right) \quad x^{*} \leq y^{*},
$$

prove that $R$ is regular if and only if $t c(\preccurlyeq)$, the transitive closure of $\preccurlyeq$, is antisymmetric. Show also that if $R$ is strongly upper regular then $\leqslant$ and $t c(\preccurlyeq)$ coincide.

## 7. Complementation in lattices

In what follows we shall have frequent occasion to consider particular types of lattices. For this reason we devote $\S 7 \rightarrow \S 10$ inclusively to a brief study of them together with properties which we shall require. In § 11 we shall discuss lattices which arise naturally in connection with a particular type of ring and in $\S 12$ regain contact with residuated mappings, establishing a profound connection between lattices and the semigroup of residuated mappings on a bounded ordered set.

Unless otherwise specified, the symbol 0 will be used to denote the smallest element of an ordered set whereas $\pi$ will be used to denote its greatest element (provided of course that such elements exist). An element $b$ of a bounded lattice $L$ is said to be a complement of $a \in L$ whenever $a \cup b=\pi$ and $a \cap b=0$. A lattice $L$ is said to be complemented if each element of $L$ admits at least one complement. In a lattice $L$ with 0 an element $b$ is called a semicomplement of $a$ whenever $a \cap b=0$; and $L$ is said to be semicomplemented if each $a \in L$ (with $a \neq \pi$ if $\pi$ exists in $L$ ) admits at least one non-zero semicomplement. A lattice $L$ with 0 is said to be section complemented if every interval sublattice $[0, a]$ is complemented and section semicomplemented if every interval [0,a] is semicomplemented. A lattice $L$ will be called relatively complemented whenever every interval $[a, b]$ is complemented.

We can also formulate the concept of a dual semicomplemented, a dual section semicomplemented or a dual section complemented lattice to denote the fact that the dual lattice has the corresponding property.

The following diagram, in which the ordering is given by logical implication, is designed to aid the reader's intuition:


In order to see this, we begin by establishing the implications shown. Let $L$ be a section complemented lattice. If $a<b$ and $x$ is a complement of $a$ in $[0, b]$ then $x \cap a=0$ and $x \cup a=b$ forces $x \neq 0$ and so $x$ is a non-zero semicomplement of $a$ in $[0, b]$. Thus $L$ is section semicomplemented. A similar argument shows that every complemented lattice is semicomplemented. The remaining implications follow from dual arguments or are immediate from the definitions.

Let us now show that each of the implications is strict. The lattice of all finite subsets of an infinite set is an example of a relatively complemented lattice with 0 having no greatest element. The following Hasse diagram describes a lattice which is section complemented but not relatively complemented:


As an example of a lattice which is section semicomplemented but not section complemented, and semicomplemented without being complemented, we present the Hasse diagram


Finally we present an example of a complemented lattice which is not section semicomplemented:


The remaining examples required are obtained by considering the duals of the above lattices.

While we are on the subject of examples and counter-examples, let us mention that Example 1.2 has no semicomplemented intervals, Example 1.4 is semicomplemented but not section semicomplemented while Example 1.3 is a relatively complemented lattice with 0 and $\pi$. Example 1.3 , incidentally, also furnishes an example of what is known as a pseudo-complemented lattice; i.e. a lattice with 0 in which the semicomplements of each element form a principal ideal. Thus by a pseudo-complemented lattice we mean a lattice with 0 such that for each translation $\lambda_{a}: x \rightarrow x \cap a$ the element $\lambda_{a}^{+}(0)=\max \{y ; a \cap y=0\}$ exists. Closely related to this is the notion of a semilattice with 0 in which every translation is a residuated map. Such a semilattice is called a Brouwer semilattice and will be discussed later. We note that any bounded chain is
a pseudo-complemented lattice (in fact Brouwerian) as is the last Hasse diagram of the preceding paragraph.

Example 7.1. A bounded lattice $L$ is said to be uniquely complemented if every element of $L$ admits precisely one complement. The importance of this type of lattice follows from the remarkable fact (see [7], [10]) that every lattice is a sublattice of one which is uniquely complemented. Given a uniquely complemented lattice $L$ let $x^{\prime}$ denote the unique complement of $x$ for each $x \in L$. Then if $a<b$ we have $b \cup a^{\prime} \geq a \cup a^{\prime}=\pi$ and so $b \cup a^{\prime}=\pi$. Since $b \neq a$ we must have $b^{\prime} \neq a^{\prime}$ and so $b \cap a^{\prime} \neq 0$. Thus $b \cap a^{\prime}$ is a non-zero semicomplement of $a$ in $[0, b]$. This establishes the fact that $L$ is section semicomplemented and a dual argument shows that $L$ is also dual section semicomplemented.

Although we do not propose to develop here the theory of the lattices described above, it will prove convenient to establish a few useful facts. In connection with this, we shall agree to write $a \nabla b$ in a lattice with 0 to denote the fact that $(a \cup x) \cap b=x \cap b$ for all elements $x$.

Theorem 7.1. For each non-empty subset $M$ of a lattice $L$ with 0 let $M^{\nabla}=\{a \in L ;(\forall m \in M) a \nabla m\}$. Then $M^{\nabla}$ is an ideal of $L$.

Proof. Let $a \nabla m$ and let $b \leq a$. Then

$$
\begin{aligned}
(\forall x \in L) \quad(b \cup x) \cap m & =(b \cup x) \cap(a \cup x) \cap m \\
& =(b \cup x) \cap x \cap m=x \cap m
\end{aligned}
$$

and so $b \nabla m$. Also, if $a_{1} \nabla m$ and $a_{2} \nabla m$, then

$$
(\forall x \in L) \quad\left(a_{1} \cup a_{2} \cup x\right) \cap m=\left(a_{2} \cup x\right) \cap m=x \cap m
$$

and so $\left(a_{1} \cup a_{2}\right) \nabla m$.
Theorem 7.2. Let $L$ be a dual section semicomplemented lattice with 0 . Then for $a, b \in L$ the following conditions are equivalent:
(1) $a \nabla b$;
(2) $a \cup y=\pi \Rightarrow b \leq y$;
(3) $(\forall x \in L) x=(x \cup a) \cap(x \cup b)$.

Proof. (1) $\Rightarrow$ (2): If $a \nabla b$ and $a \cup y=\pi$, then $b=\pi \cap b=(a \cup y) \cap b$ $=y \cap b$ and consequently $b \leq y$.
(2) $\Rightarrow$ (3): Let $x \in L$ and suppose that $x<(x \cup a) \cap(x \cup b)$. Using the fact that $L$ is dual section semicomplemented we can produce an element $y$ such that $x \leq y<\pi$ and $y \cup[(x \cup a) \cap(x \cup b)]=\pi$. Then

$$
y \cup a=y \cup x \cup a \geq y \cup[(x \cup a) \cap(x \cup b)]=\pi
$$

and so $y \cup a=\pi$. Similarly, we have $y \cup b=\pi$. By (2), $y \cup a=\pi$ implies $b \leq y$ so $y=y \cup b=\pi$, a contradiction. We conclude that (3) holds.
(3) $\Rightarrow$ (1): If $x=(x \cup a) \cap(x \cup b)$ then $x \cap b=(x \cup a) \cap(x \cup b) \cap b$ $=(a \cup x) \cap b$.

Corollary. If $L$ is a dual section semicomplemented lattice with 0 , then
(1) $a \nabla b \Rightarrow b \nabla a$;
(2) if $x_{\alpha} \nabla b$ for all $\alpha \in I$ and $\bigcup_{\alpha \in I} x_{\alpha}$ exists then $\left(\bigcup_{\alpha \in I} x_{\alpha}\right) \nabla b$.

In sharp contrast to the above situation, we have:
Example 7.2. Consider the lattice $L$ whose ordering is indicated by the following diagram:


Specifically, let $L=\mathbf{R} \cup\{0, a, \pi\}$ where $0<a<\pi, \mathbf{R}$ denotes the real numbers under their usual crdering and for each $r \in \mathbf{R}$ we agree that
$0<r<\pi$. For $r, s \in \mathbf{R}$ with $r>s$ we have

$$
(a \cup s) \cap r=\pi \cap r=r \text { and } s \cap r=s<r,
$$

and so $a \nabla r$ fails. On the other hand, $r \nabla a$ is easily verified. If $(\forall \alpha \in I) r_{\alpha} \in \mathbf{R}$, and if $\left\{r_{\alpha}\right\}_{\alpha \in I}$ has no upper bound in $\mathbf{R}$ then clearly $\bigcup_{\alpha \in I} r_{\alpha}$ $=\pi$ in $L$. Now $(\forall \alpha \in I) r_{a} \nabla a$ whereas $\pi \nabla a$ fails. We thus have a complemented lattice in which both conditions of the previous corollary fail.

Theorem 7.3. In a section complemented lattice with $\pi$ every dual semicomplement of an element $b$ contains $a$ complement of $b$.

Proof. Let $a \cup b=\pi$ and choose $x$ to be a complement of $a \cap b$ in $[0, a]$. Then $x \leq a, x \cap b=x \cap a \cap b=0$ and $x \cup b=x \cup(a \cap b) \cup b$ $=a \cup b=\pi$.

Definition. Two elements $a, b$ of a lattice $L$ with 0 will be called perspective, in symbols $a \sim b$, in case there is an element $x$ such that $a \cup x=b \cup x$ while $a \cap x=0=b \cap x$. We shall say that $a, b$ are projective, in symbols $a \approx b$, when there exist finitely many elements $a_{1}, a_{2}, \ldots, a_{n}$ such that $a \sim a_{1} \sim a_{2} \sim \cdots \sim a_{n} \sim b$.

Theorem 7.4. In a bounded relatively complemented lattice the following conditions are equivalent:
(1) $a \nabla b$;
(2) $b$ is contained in all complements of $a$;
(3) if $a_{1} \leq a$ and $b_{1} \leq b$ are such that $a_{1} \sim b_{1}$ then $a_{1}=b_{1}=0$.

Proof. (1) $\Rightarrow$ (3): $a \nabla b \Rightarrow a \nabla b_{1} \Rightarrow a_{1} \nabla b_{1}$. Let $x$ be such that $a_{1} \cup x$ $=b_{1} \cup x$ and $a_{1} \cap x=0=b_{1} \cap x$. Then $b_{1}=\left(a_{1} \cup x\right) \cap b_{1}=x \cap b_{1}$ $=0$; in a similar way $a_{1}=0$.
(3) $\Rightarrow(2)$ : For a given complement $x$ of $a$ let $y$ be a complement of $x \cup b$ in $[x, \pi]$. Then $y \geq x \Rightarrow y \cup a=\pi$ and clearly $y \cup b=y \cup x \cup b$ $=\pi$. Two applications of Theorem 7.3 will now produce elements $a_{1} \leq a$, $b_{1} \leq b$ such that $a_{1}$ and $b_{1}$ are each complements of $y$. But then $a_{1} \sim b_{1}$ and so by (3) we have $a_{1}=b_{1}=0$ giving $y=\pi$ and $x=x \cup b \geq b$.
(2) $\Rightarrow$ (1): Let $a \cup x=\pi$. By Theorem 7.3, $x$ contains a complement $y$ of $a$. By (2) we then have $b \leq y \leq x$ from which we deduce that $a \nabla b$.

A useful characterization of both semicomplemented and section semicomplemented lattices may be given in terms of their associated filter lattices. For this purpose, we require the following notion.

Definition. A filter $M$ of a lattice $L$ which is such that $M \neq L$ and there is no filter $F$ with $M \subset F \subset L$ will be called an ultrafilter. In other words, an ultrafilter is a maximal proper filter.

Theorem 7.5. In a lattice $L$ with 0 let $a \cap b=0$ with $b \neq 0$. Then there exists an ultrafilter $M$ of $L$ such that $b \in M$ but $a \notin M$.

Proof. Let $\mathscr{F}$ be the family of all filters $F$ such that $a \notin F$ but $b \in F$. Note that $\mathscr{F} \neq \varnothing$ since $[b, \rightarrow] \in \mathscr{F}$. Order $\mathscr{F}$ by set inclusion and note that by a simple application of Zorn's axiom $\mathscr{F}$ has a maximal element $M$. By the definition of $M, a \notin M$ but $b \in M$. Now if $M \subset F$ in the lattice of filters of $L$ then by our choice of $M$ we cannot have $F \in \mathscr{F}$. It follows that $a \in F$ and so $0=a \cap b \in F$ whence $F=L$. This shows that $M$ is an ultrafilter and completes the proof.

Theorem 7.6. A bounded lattice $L$ is semicomplemented if and only if the intersection of its ultrafilters is $\{\pi\}$.

Proof. Suppose first that the intersection of the ultrafilters of $L$ is $\{\pi\}$. Then if $a<\pi$ there exists an ultrafilter $M$ such that $a \notin M$. It follows that in the lattice of filters of $L$ we have $[a, \rightarrow] \curlyvee M=L$. In particular $0 \in[a, \rightarrow] \bigvee M$ and so $0=a \cap x$ for some $x \in M$. Since $M$ is an ultrafilter we must have $x \neq 0$. This shows that $L$ is semicomplemented.

Suppose conversely that $L$ is semicomplemented. If $a<\pi$ then $a$ admits a non-zero semicomplement $x$. By Theorem 7.5 there exists an ultrafilter $M$ such that $a \notin M$. It follows from this that the intersection of all the ultrafilters of $L$ is $\{\pi\}$.

Theorem 7.7. A bounded lattice $L$ is section semicomplemented if and only if every principal filter other than $[0, \rightarrow]$ is the intersection of a family of ultrafilters.

Proof. Suppose first that every principal filter other than $[0, \rightarrow]$ is the intersection of a family of ultrafilters. Let $a<b$ in $L$. Then clearly $[b, \rightarrow]$ $\subset[a, \rightarrow]$ and so there exists an ultrafilter $M$ containing $[b, \rightarrow]$ but not $[a, \rightarrow]$. Then $[a, \rightarrow] \bigvee M=L$, whence $0 \in[a, \rightarrow] \vee M$ and so $0=a \cap x$
for some $x \in M$. Now $b, x \in M$ with $M$ an ultrafilter implies $b \cap x \neq 0$ since $b \cap x \in M$. It follows that $b \cap x$ is a non-zero semicomplement of $a$ in $[0, b]$. Thus $L$ is section semicomplemented.

Conversely, suppose that $L$ is section semicomplemented. We must show that if $a \neq 0$, then $[a, \rightarrow]$ is the intersection of a family of ultrafilters. By Theorem 7.5 there exists an ultrafilter $M$ such that $a \in M$. Let $\left\{F_{\alpha} ; \alpha \in I\right\}$ denote the set of all ultrafilters containing $[a, \rightarrow]$. Note that $[a, \rightarrow] \subseteq \bigcap_{\alpha \in I} F_{\alpha}$. Now if $d \in \bigcap_{\alpha \in I} F_{\alpha}$ let us show that $d \geq a$. Suppose that $c=d \cap a<a$ and choose $x$ to be a non-zero semicomplement of $c$ in $[0, a]$. Then $x \cap d=x \cap a \cap d=x \cap c=0$ and so, by Theorem 7.5, we can find an ultrafilter $K$ such that $x \in K$ but $d \notin K$. Now $x \in K$ with $x \leq a$ implies $a \in K$; and by our choice of $d$ we must then have $d \in K$, a contradiction. We conclude that $c=a$ and hence $a \leq d$. This completes the proof.

## EXERCISES

7.1. Prove that in a lattice $L$ with 0 the following conditions are equivalent:
(a) $L$ is section semicomplemented;
(b) $a<b \Rightarrow(\exists x \in L) x \cap a=0$ and $x \cap b \neq 0$;
(c) $\{x \in L ; x \cap b=0\} \subseteq\{x \in L ; x \cap a=0\} \Rightarrow a \leq b$.
7.2. Prove that the MacNeille completion of a lattice with 0 is semicomplemented (resp. section semicomplemented) if and only if the lattice itself is semicomplemented (resp. section semicomplemented). Deduce that the MacNeille completion of a bounded relatively complemented lattice is both section and dual section semicomplemented.
[Hint. Let $\bar{L}$ denote the MacNeille completion of $L$. Use the fact that $L$ is a sublatice of $\bar{L}$ and that if $I<J$ in $\bar{L}$, then $I$ must have an upper bound $x$ in $L$ such that $x$ is not an upper bound for $J$.
7.3. Prove that every pseudo-complemented lattice is bounded. Prove further that a pseudo-complemented lattice is complemented if and only if it is semicomplemented.
7.4. In an arbitrary lattice $L$ define $a \nabla b$ to mean that $(\forall x \in L)(a \cup x) \cap b=x \cap b$. Show that $L$ has a pair of elements $a, b$ for which $a \nabla b$ holds if and only if $L$ has a 0 .
7.5. Let $L$ be a dual section semicomplemented lattice with 0 . Show that the mapping $I \rightarrow I^{\nabla}$ (see Theorem 7.1) induces a Galois connection in the sense of Exercise 2.8 on the lattice of ideals of $L$.
7.6. Prove that in a section semicomplemented lattice $a \nabla b$ is equivalent to the assertion that $b_{1} \leq b$ and $b_{1} \leq a \cup x$ with $b_{1} \cap x=0$ imply $b_{1}=0$.
7.7. An element $a$ of a lattice with 0 is called an atom of $L$ whenever $a \neq 0$ and there is no element $x$ such that $0<x<a . L$ is said to be atomic if every non-zero ele-
ment contains an atom; and atomistic if every non-zero element is the union of a family of atoms. Prove that
(a) a bounded atomic lattice is semicomplemented if and only if $\pi$ is the union of its atoms;
(b) an atomic lattice is atomistic if and only if it is section semicomplemented;
(c) an atomic lattice is atomistic if and only if it is relatively atomic in the sense that $x<y$ implies the existence of an atom $a$ such that $a \leq y$ but $a \leqslant x$.
7.8. Prove that if $a$ is an atom of a uniquely complemented lattice, then $a \nabla a^{\prime}$ ( $a^{\prime}$ denoting the unique complement of $a$ ). [Hint. Show that if $a \cup y=\pi$ then $a^{\prime} \leq y$ and apply Theorem 7.2.]

## 8. Modularity in lattices

We shall say that an ordered pair $(a, b)$ of elements of a lattice $L$ form a modular pair, in symbols $M(a, b)$, if and only if, for all $c \in L$,

$$
c \leq b \Rightarrow c \cup(a \cap b)=(c \cup a) \cap b
$$

Dually, $(a, b)$ is called a dual modular pair, in symbols $M^{*}(a, b)$, if

$$
c \geq b \Rightarrow c \cap(a \cup b)=(c \cap a) \cup b
$$

Thus $M^{*}(a, b)$ in $L$ is equivalent to $M(a, b)$ in the dual of $L$. We say that a lattice $L$ is modular if $M(a, b)$ holds for all $a, b \in L$.

In the following lattice

we note that $M(c, a)$ holds but not $M(a, c)$. This shows that the relation of being a modular pair is not symmetric. Since $M^{*}(a, c)$ is also true, we see that modular pairs need not be dual modular pairs. Despite this (see Exercise 8.1) it is true that $L$ modular implies $L^{*}$ modular.

Example 8.1. Let $G$ be a group and let $N(G)$ be the set of all normal subgroups of $G$. It is readily seer that $N(G)$ forms a lattice with respect to set inclusion in which intersection is simply set-theoreticintersection and
union is given by

$$
H \curlyvee K=H K=\{h k ; h \in H, k \in K\}
$$

The lattice ( $N(G), \cap, \gamma$ ) is modular. In fact, in any lattice we have $x \leq z \Rightarrow x \cup(y \cap z) \leq(x \cup y) \cap(x \cup z)=(x \cup y) \cap z$ and so all we need do is show that

$$
H \subseteq K \Rightarrow H(J \cap K) \supseteq H J \cap K
$$

For this purpose, let $x \in H J \cap K$; then we have $x \in H J$ and $x \in K$. Consequently $(\exists y \in H)(\exists z \in J) x=y z$ and so $z=y^{-1} x \in H K \subseteq K^{2}=K$ giving $z \in J \cap K$ and $x=y z \in H(J \cap K)$. A similar result holds for the lattice of ideals of a ring and, more generally, for the lattice of submodules of a module.

Example 8.2. The set $L(V)$ of subspaces of a vector space $V$ over a division ring $D$ forms a complete modular lattice when ordered by set inclusion. This lattice is easily seen to be both atomistic and complemented. The atoms are, of course, the one-dimensional subspaces and a complement for a subspace $M$ may be obtained in the following manner: construct a basis for $M$ and extend this to a basis for $V$ by means of vectors $\left\{x_{\alpha}\right\}_{\alpha \in I}$. The subspace generated by $\left\{x_{\alpha}\right\}_{\alpha \in I}$ will then serve as a complement for $M$.

Our first result of this section gives a very neat characterization of modular pairs in terms of relative complements:

Theorem 8.1. A pair $(a, b)$ of elements of a lattice $L$ is a modular pair if and only if $L$ does not possess a sublattice of the form

with $y \leq b$.

Proof. If $M(a, b)$ holds and there exists a sublattice of the indicated form then $x<y \leq b$ and so $(x \cup a) \cap b=x \cup(a \cap b)=x$ which gives $y=(x \cup a) \cap y=(x \cup a) \cap b \cap y=x \cap y=x$, a contradiction. If, on the other hand, $M(a, b)$ failed, then we could find an element $c<b$ such that $c \cup(a \cap b)<(c \cup a) \cap b$. Set $x=c \cup(a \cap b)$ and $y=$ $(c \cup a) \cap b$. Note that $a \cap b \leq a \cap y=a \cap(c \cup a) \cap b=a \cap b$ and so $a \cap b=a \cap y=a \cap x$. Dually, $a \cup x=a \cup c \cup(a \cap b)=a \cup c \geq$ $a \cup y \geq a \cup x$ shows that $a \cup x=a \cup y=a \cup c$. This produces a sublattice of the desired form.

Corollary 1. $M(a, b)$ holds in Lif andonly if it holdsin $[a \cap b, a \cup b]$.
Corollary 2. A lattice $L$ is modular if and only if it has no sublattice of the form


Corollary 3. A lattice is modular if and only if no element admits distinct but comparable complements in an interval sublattice.

Our next result is sometimes referred to as the parallelogram law:
Theorem 8.2. If $M(a, b)$ and $M^{*}(b, a)$ both hold in a lattice $L$ then the interval sublattices $[a, a \cup b]$ and $[a \cap b, b]$ are isomorphic.

Proof. Define $f:[a, a \cup b] \rightarrow[a \cap b, b]$ and $g:[a \cap b, b] \rightarrow[a, a \cup b]$ by the prescriptions $f(x)=x \cap b$ and $g(x)=x \cup a$. As can readily be seen, $f$ and $g$ are isotone and mutually inverse.

Corollary. In a modular lattice with $0, a \sim b$ implies that the intervals $[0, a]$ and $[0, b]$ are isomorphic.

Proof. Let $a \cup x=b \cup x$ with $a \cap x=0=b \cap x$. Then by the theorem $[0, a]=[a \cap x, a]$ is isomorphic to $[x, x \cup a]$ which in turn is isomorphic to $[0, b]$.

Let us mention that the specific isomorphism called for in the previous corollary is given by $a_{1} \rightarrow\left(a_{1} \cup x\right) \cap b$ with $b_{1} \rightarrow\left(b_{1} \cup x\right) \cap a$ acting as its inverse.

In the presence of modularity several of the concepts of $\$ 7$ coincide, as is illustrated by the following result:

Theorem 8.3. Every complemented modular lattice is relatively complemented.

Proof. Let $a \leq c \leq b$ and let $a^{\prime}$ denote a complement of $a$. Then by Theorem 8.2 the mapping $x \rightarrow x \cap a^{\prime}$ is an isomorphism of $[a, b]$ onto [ $0, b \cap a^{\prime}$ ] whose inverse is given by $x \rightarrow x \cup a$. If $w$ is a complement of $c \cap a^{\prime}$ in $L$, then clearly $w \cap b \cap a^{\prime}$ is a complement of $c \cap a^{\prime}$ in the interval $\left[0, b \cap a^{\prime}\right]$. It is immediate that $\left(w \cap b \cap a^{\prime}\right) \cup a$ is a complement of $c$ in $[a, b]$.

## EXERCISES

8.1. Prove that if $M(a, c)$ holds for all $c>b$ in a lattice, then $M^{*}(a, b)$ holds. Deduce that a lattice $L$ is modular if and only if its dual $L^{*}$ is modular.
8.2. Prove that every homomorphic image of a modular lattice is modular and that $X L_{i}$ is modular if and only if each of the lattices $L_{i}$ is modular. $i \in I$
8.3. Prove that the lattice of ideals of a lattice $L$ with 0 is modular if and only if $L$ is itself modular.
8.4. Prove that $M(a, b), a_{1} \in[a \cap b, a], b_{1} \in[a \cap b, b] \Rightarrow M\left(a_{1}, b_{1}\right)$.
8.5. Prove that $M(a, b), M(c, a \cup b)$ with $c \cap(a \cup b) \leq a \Rightarrow M(c \cup a, b)$ and $(c \cup a) \cap b=a \cap b$.
8.6. Let $L$ be a modular lattice with 0 . Write $a \perp b$ to denote the fact that $a \cap b=0$. Prove that if $a \perp b$ and $(a \cup b) \perp c$ then $a \perp(b \cup c)$.
8.7. Prove that in any modular lattice with 0 the properties $a \nabla b$ and $b \nabla a$ are equivalent.
8.8. Let $L$ be a bounded relatively complemented lattice. Consider the following assertions concerning the elements $a, b \in L$ :
(a) $a \sim b$ in $[0, a \cup b]$;
(b) $(\exists x \in L) a \cup x=b \cup x$ and $a \cap x=b \cap x$;
(c) $a \sim b$;
(d) $a$ and $b$ have a common complement in $L$.

Show that $(a) \Rightarrow(b) \Rightarrow(c) \Rightarrow(d)$ and that in the presence of modularity $(d) \Rightarrow(a)$. Deduce from this that $L$ is modular if and only if it has no sublattice of the form


Deduce further that $L$ is modular if and only if $(\mathrm{d}) \Rightarrow(\mathrm{a})$.
8.9. Let $L$ be a lattice with 0 . An element $b$ is called a maximal semicomplement of $a$ in case $a \cap b=0$ and $a \cap c \neq 0$ for all $c>b$. Prove that if $L$ is a bounded semicomplemented modular lattice then every maximal semicomplement of $a$ is in fact a complement of $a$. [Hint: use Exercise 8.6.]
8.10. Using Exercise 8.9 , show that for a finite modular lattice the following conditions are equivalent:
(a) $L$ is complemented;
(b) $L$ is semicomplemented;
(c) $L$ is dual semicomplemented.

## 9. Distributive lattices

An ordered triple $(a, b, c)$ of elements of a lattice will be called a distributive triple, in symbols $D(a, b, c)$, whenever $(a \cup b) \cap c=(a \cap c)$ $\cup(b \cap c)$. Dually it is known as a dual distributive triple, in symbols $D^{*}(a, b, c)$, when $(a \cap b) \cup c=(a \cup c) \cap(b \cup c)$. We shall say that a lattice $L$ is distributive whenever every ordered triple of elements of $L$ is a distributive triple.

EXAMPLE 9.1. Every chain is a distributive lattice.
Example 9.2. The lattice of all subsets of a set is a complemented distributive lattice with respect to the usual set-theoretic operations of union and intersection. The lattice of all finite subsets of an infinite set is a relatively complemented distributive lattice which has no largest element.

Example 9.3. The subgroups of a group $G$ ordered by set inclusion form a lattice which is distributive if and only if every finitely generated subgroup of $G$ is cyclic (see [27]).

Example 9.4. The set $\mathbf{Z}_{+}$of strictly positive integers forms a semicomplemented distributive lattice when ordered according to

$$
m \preccurlyeq n \Leftrightarrow m \text { is a factor of } n .
$$

The following is a characterization of distributive lattices analogous to that provided for modular lattices in Corollary 3 of Theorem 8.1:

Theorem 9.1. A lattice $L$ is distributive if and only if no element of $L$ has two distinct complements in an interval sublattice.

Proof. Suppose that $L$ is distributive and that $c \cup x=c \cup y$ and $c \cap x=c \cap y$. Then $x=x \cap(c \cup x)=x \cap(c \cup y)=(x \cap c) \cup(x \cap y)$ $=(y \cap c) \cup(y \cap x)=y \cap(c \cup x)=y \cap(c \cup y)=y$.

Suppose conversely that an element of $L$ can have at most one complement in any interval sublattice. By Corollary 3 to Theorem 8.1 it follows that $L$ is modular. Given elements $a, b, c \in L$ define

$$
a^{*}=(b \cup c) \cap a, \quad b^{*}=(c \cup a) \cap b, \quad c^{*}=(a \cup b) \cap c .
$$

Note that $a^{*} \cap c^{*}=a \cap c, b^{*} \cap c^{*}=b \cap c$ and $a^{*} \cap b^{*}=a \cap b$. Now let

$$
d=(a \cup b) \cap(b \cup c) \cap(c \cup a) .
$$

We have

$$
\begin{aligned}
a^{*} \cup c^{*}=a^{*} \cup[(a \cup b) \cap c] & =\left(a^{*} \cup c\right) \cap(a \cup b) \\
& =\{[(b \cup c) \cap a] \cup c\} \cap(a \cup b) \\
& =(b \cup c) \cap(a \cup c) \cap(a \cup b) \\
& =d
\end{aligned}
$$

By the symmetry of $a, b, c$ we have $a^{*} \cup c^{*}=a^{*} \cup b^{*}=b^{*} \cup c^{*}=d$. We now note that

$$
\left\{\begin{array}{l}
c^{*} \cup\left[a^{*} \cup(b \cap c)\right]=d \\
c^{*} \cap\left[a^{*} \cup(b \cap c)\right]=\left(c^{*} \cap a^{*}\right) \cup(b \cap c)=(a \cap c) \cup(b \cap c) .
\end{array}\right.
$$

By the symmetry of $a, b$ in the above expression, we also have

$$
\left\{\begin{array}{l}
c^{*} \cup\left[b^{*} \cup(a \cap c)\right]=d \\
c^{*} \cap\left[b^{*} \cup(a \cap c)\right]=(a \cap c) \cup(b \cap c)
\end{array}\right.
$$

Applying our hypothesis we then deduce that

$$
\begin{aligned}
a^{*} \cup(b \cap c) & =b^{*} \cup(a \cap c)=a^{*} \cup(b \cap c) \cup b^{*} \cup(a \cap c) \\
& =b^{*} \cup a^{*}=d .
\end{aligned}
$$

We are able to conclude that

$$
c^{*}=c^{*} \cap d=c^{*} \cap\left[b^{*} \cup(a \cap c)\right]=(a \cap c) \cup(b \cap c) .
$$

This is precisely the statement that $D(a, b, c)$. We thus have $L$ distributive as claimed.

Corollary. A lattice is distributive if and only if it has no sublattice of either of the following types:


We shall also have occasion to consider the following infinite distributive laws in a lattice $L$ :
(ID) If $\bigcup_{\alpha \in I} x_{\alpha}$ exists then, for each $y \in L, \bigcup_{\alpha \in I}\left(x_{\alpha} \cap y\right)$ exists and equals $\left(\bigcup_{\alpha \in I} x_{\alpha}\right) \cap y$.
(DID) If $\bigcap_{\alpha \in I} x_{\alpha}$ exists then, for each $y \in L, \bigcap_{\alpha \in I}\left(x_{\alpha} \cup y\right)$ exists and equals $\left(\bigcap_{\alpha \in I} x_{\alpha}\right) \cup y$.

Let us note that the law (ID) is equivalent to the assertion that for each $y \in L$ the translation $x \rightarrow x \cap y$ is a complete $u$-endomorphism, while (DID) is equivalent to $x \rightarrow x \cup y$ being a complete $\cap$-endomorphism.

We shall say that $L$ is infinitely distributive whenever both (ID) and (DID) are valid. Clearly each of these implies distributivity.

Henceforth we shall agree that a complemented distributive lattice will be called a Boolean lattice or a Boolean algebra.

Example 9.4. Any chain is infinitely distributive as is any Boolean lattice (see (Exercise 9.5).

Example 9.5. Let $E$ be an infinite set and take $L$ to be the lattice formed by $E$ together with its finite subsets, ordered by set inclusion. Then $L$ is a complete distributive lattice. We claim that (ID) fails. To see this, let $x \in E$ and let $C(x)=\{M \in L ; x \notin M\}$. Then we have, in $L, \bigcup_{M \in C(x)} M=E$ and $M \in C(x) \Rightarrow M \cap\{x\}=\varnothing$. Hence

$$
\left(\bigcup_{M \in C(x)} M\right) \cap\{x\}=E \cap\{x\}=\{x\} \neq \varnothing=\bigcup_{M \in C(x)}(M \cap\{x\}) .
$$

Example 9.6. The centre of $a$ bounded lattice. An element $z$ of a bounded lattice is called central whenever there exist (necessarily bounded) lattices $L_{1}, L_{2}$ and an isomorphism $h: L \rightarrow L_{1} \times L_{2}$ such that $h(z)$ $=\left(\pi_{1}, 0_{2}\right)$ or $h(z)=\left(0_{1}, \pi_{2}\right)$. The set of central elements of $L$ will be called the centre of $L$ and denoted by $Z(L)$. As is readily verified, if at least one of $a, b, c$ is central, then $D(a, b, c)$ and $D^{*}(a, b, c)$ are both true. It is also clear that $\left(0_{1}, \pi_{2}\right)$ and $\left(\pi_{1}, 0_{2}\right)$ are complements in $L_{1} \times L_{2}$ so every central element has a complement which is also central. Now let $z_{1}, z_{2}$ be central elements with $z_{1}^{\prime}, z_{2}^{\prime}$ their respective complements. Let $L_{1}$ $=\left[0, z_{1} \cap z_{2}\right]$ and $L_{2}=\left[0, z_{1}^{\prime} \cup z_{2}^{\prime}\right]$. Define $h: L \rightarrow L_{1} \times L_{2}$ by the prescription $h(x)=\left(x \cap z_{1} \cap z_{2}, x \cap\left(z_{1}^{\prime} \cup z_{2}^{\prime}\right)\right)$. Clearly $h$ is isotone. For arbitrary $x \in L$, making use of the fact that $z_{1}, z_{2}, z_{1}^{\prime}, z_{2}^{\prime}$ are each central, we have

$$
\begin{aligned}
x & \leq x \cap\left(z_{1} \cup z_{1}^{\prime}\right) \\
& =\left(x \cap z_{1}\right) \cup\left(x \cap z_{1}^{\prime}\right) \\
= & {\left[\left(x \cap z_{1}\right) \cup\left(x \cap z_{1}^{\prime}\right)\right] \cap\left(z_{2} \cup z_{2}^{\prime}\right) } \\
= & \left(x \cap z_{1} \cap z_{2}\right) \cup\left(x \cap z_{1} \cap z_{2}^{\prime}\right) \cup\left(x \cap z_{1}^{\prime} \cap z_{2}\right) \cup\left(x \cap z_{1}^{\prime} \cap z_{2}^{\prime}\right) \\
= & \left(x \cap z_{1} \cap z_{2}\right) \cup\left[\left(x \cap z_{1} \cap z_{2}^{\prime}\right) \cup\left(x \cap z_{1}^{\prime} \cap z_{2}^{\prime}\right)\right] \\
& \cup\left[\left(x \cap z_{1}^{\prime} \cap z_{2}\right) \cup\left(x \cap z_{1}^{\prime} \cap z_{2}^{\prime}\right)\right] \\
= & \left(x \cap z_{1} \cap z_{2}\right) \cup\left(x \cap z_{2}^{\prime}\right) \cup\left(x \cap z_{1}^{\prime}\right) \\
= & \left(x \cap z_{1} \cap z_{2}\right) \cup\left[x \cap\left(z_{1}^{\prime} \cup z_{2}^{\prime}\right)\right] .
\end{aligned}
$$

It follows from this that if $h(x) \leq h(y)$ then $x \leq y$. Suppose now that $(a, b) \in L_{1} \times L_{2}$. Then $a \leq z_{1} \cap z_{2}$ and $b \leq z_{1}^{\prime} \cup z_{2}^{\prime}$. Now

$$
\begin{aligned}
(a \cup b) \cap z_{1} \cap z_{2} & =\left[\left(a \cap z_{1}\right) \cup\left(b \cap z_{1}\right)\right] \cap z_{2} \\
& =\left(a \cap z_{1} \cap z_{2}\right) \cup\left(b \cap z_{1} \cap z_{2}\right) .
\end{aligned}
$$

If we observe that $\left(z_{1}^{\prime} \cup z_{2}^{\prime}\right) \cap z_{1} \cap z_{2}=\left(z_{1}^{\prime} \cap z_{1} \cap z_{2}\right) \cup\left(z_{2}^{\prime} \cap z_{1} \cap z_{2}\right)$ $=0$ we see that $b \cap z_{1} \cap z_{2}=0$ and so $(a \cup b) \cap z_{1} \cap z_{2}=a$. In a similar way we have $(a \cup b) \cap\left(z_{1}^{\prime} \cup z_{2}^{\prime}\right)=b$ and hence $h(a \cup b)=(a, b)$. It follows that $h$ is an isomorphism of $L$ onto $L_{1} \times L_{2}$. Since we have $h\left(z_{1} \cap z_{2}\right)=\left(z_{1} \cap z_{2}, 0\right)$ and $h\left(z_{1}^{\prime} \cup z_{2}^{\prime}\right)=\left(0, z_{1}^{\prime} \cup z_{2}^{\prime}\right)$ this proves that $z_{1} \cap z_{2}$ and $z_{1}^{\prime} \cup z_{2}^{\prime}$ are both central. We conclude that $Z(L)$ is a Boolean sublattice of $L$.

We close this section by considering briefly the centre of a bounded relatively complemented lattice. Before doing so, however, we pause to present an extremely useful characterization of central elements.

Theorem 9.2. An element $z$ of a bounded lattice $L$ is central if and only if there exists an element $z^{\prime}$ such that

$$
(\forall x \in L) \quad x=(x \cap z) \cup\left(x \cap z^{\prime}\right)=(x \cup z) \cap\left(x \cup z^{\prime}\right) .
$$

Proof. If $z$ is central, take $z^{\prime}$ to be the unique complement of $z$. Suppose conversely that the condition holds. Let $L_{1}=[0, z], L_{2}=\left[0, z^{\prime}\right]$ and $h(x)=\left(x \cap z, x \cap z^{\prime}\right)$ for all $x \in L$. Then $h: L \rightarrow L_{1} \times L_{2}$ is isotone. From our hypothesis we see that $h(x) \leq h(y)$ must imply $x \leq y$ so the proof will be complete if we can show that $h$ is surjective. Accordingly, let $(a, b) \in L_{1} \times L_{2}$. Then $a \leq(a \cup b) \cap z \leq\left(a \cup z^{\prime}\right) \cap z=\left(a \cup z^{\prime}\right) \cap(a \cup z) \cap z$ $=a \cap z \leq a$ and so $(a \cup b) \cap z=a$. Similarly, we have $(a \cup b) \cap z^{\prime}=b$ and $h(a \cup b)=(a, b)$.

Theorem 9.3. An element $z$ of a bounded relatively complemented lattice is central if and only if it has a unique complement.

Proof. Let $z$ have a unique complement $z^{\prime}$. Then by Theorem 7.4 we have $z \nabla z^{\prime}$ and so, by Theorem 7.2, $x=(x \cup z) \cap\left(x \cup z^{\prime}\right)$ holds for all $x \in L$. The same argument applied to $L^{*}$ yields $(\forall x \in L) x=(x \cap z)$ $\cup\left(x \cap z^{\prime}\right)$. The converse is clear.

Theorem 9.4. The centre of a bounded relatively complemented lattice is a complete sublattice.

Proof. Let $\left\{z_{\alpha}\right\}_{\alpha \in I}$ be a family of central elements such that $z=\bigcap_{\alpha \in I} z_{\alpha}$ exists in $L$. Let $z^{\prime}$ be any complement of $z$. Then

$$
(\forall \alpha \in I) \quad z^{\prime}=\left(z^{\prime} \cup z_{\alpha}\right) \cap\left(z^{\prime} \cup z_{\alpha}^{\prime}\right)=\pi \cap\left(z^{\prime} \cup z_{\alpha}^{\prime}\right)=z^{\prime} \cup z_{\alpha}^{\prime}
$$

gives $z^{\prime} \geq z_{\alpha}^{\prime}$. Suppose now that we could find an element $x$ such that $(\forall \alpha \in I) z^{\prime}>x \geq z_{\alpha}^{\prime}$. Let $y$ be a complement of $x$ in $\left[0, z^{\prime}\right]$. Then $(\forall \alpha \in I) y \cap z_{\alpha}^{\prime} \leq y \cap x=0$ shows $y=\left(y \cap z_{\alpha}\right) \cup\left(y \cap z_{\alpha}^{\prime}\right)=y \cap z_{\alpha} \leq z_{\alpha}$ and so $y \leq z=\bigcap_{\alpha \in I} z_{\alpha}$. But now $y \leq z^{\prime}$ gives $y=y \cap z=0$, a contradiction. This then shows that $z^{\prime}=\bigcup_{\alpha \in I} z_{\alpha}^{\prime}$. But this uniquely determines $z^{\prime}$ and so, by Theorem $9.3, z$ is central. To show that $Z(L)$ is stable under the formation of unions, we apply the above argument to $L^{*}$.

## EXERCISES

9.1. Prove that a lattice is distributive if and only if its dual is distributive.
9.2. Prove that every homomorphic image as well as every sublattice of a distributive lattice is distributive. Prove further that the cartesian product of lattices is distributive if and only if each of the lattices is distributive.
9.3. Prove that a lattice $L$ with 0 is distributive if and only if its lattice of ideals is distributive and, if this is so, then the infinite distributive law (ID) holds in the ideal lattice.
9.4. In a distributive lattice with 0 show that $a \nabla b$ is equivalent to $a \cap b=0$.
9.5. Prove that every dual section semicomplemented distributive lattice satisfies the infinite distributive law (ID). [Hint. Assume $x=\bigcup_{\alpha \in I} x_{\alpha}$ exists and note that, for each $\alpha \in I, x \cap y \geq x_{\alpha} \cap y$. If $(\forall \alpha \in I) x \cap y>w \geq x_{\alpha} \cap y$, choose $v$ such that $w \leq v<\pi$ and $v \cup(x \cap y)=\pi$. Conclude that $(\forall \alpha \in I) v \geq x_{\alpha}$ and arrive at a contradiction.]
9.6. Let $L$ be a lattice which is both section and dual section semicomplemented. Prove that an element $z$ of $L$ is central if and only if there is an element $z^{\prime}$ such that

$$
\begin{gathered}
a \cap z=0=a \cap z^{\prime} \Rightarrow a=0 \\
a \cup z=\pi=a \cup z^{\prime} \Rightarrow a=\pi .
\end{gathered}
$$

9.7. Prove that an element $z$ of a bounded lattice $L$ is central if and only if $z$ has a complement $z^{\prime}$ such that $M\left(z, z^{\prime}\right), M\left(z^{\prime}, z\right)$ and $(\forall x \in L) x=(x \cap z) \cup\left(x \cap z^{\prime}\right)$.
9.8. Show that an element of a bounded distributive lattice is central if and only if it admits a complement.
9.9. Let $L$ be a complemented lattice. Prove that an ideal $I$ of $L$ has a complement in the ideal lattice if and only if $I$ is principal. Deduce that the centre of a bounded lattice need not be a complete sublattice. [Hint. Take $L$ to be the lattice of all subsets of an infinite set $E$. The ideal formed by the finite subsets of $E$ has no complement in the ideal lattice; yet it is the union of a family of central elements.]
9.10. Let $L$ be a bounded lattice having the property that

$$
(\forall x \in L) e(x)=\bigcap\{z \in Z(L) ; z \geq x\}
$$

exists and is central. Show that the mapping $e: L \rightarrow L$ described by $x \rightarrow e(x)$ is a quantifier in the sense that
(1) $e(0)=0$;
(2) $(\forall x \in L) x \leq e(x)$;
(3) $(\forall x, y \in L) e[x \cap e(y)]=e(x) \cap e(y)$.
9.11. Let $L$ be a section semicomplemented lattice. Prove that $L$ is distributive if and only if, for each $a \in L$, the semicomplements of $a$ form an ideal of $L$. [Hint. Consider a semicomplement of $(a \cap c) \cup(b \cap c)$ in $[0,(a \cup b) \cap c]$.] Deduce that every pseudo-complemented, section semicomplemented lattice is Boolean. Give an example of a pseudo-complemented, semicomplemented lattice which is not distributive.

## 10. Congruence relations

Let $R$ be a congruence relation on the lattice $L$. We have already noted in § 6 that the operation $x|R \vee y| R=(x \cup y) / R$ turns $L / R$ into a $\curlyvee$-semilattice. A dual argument shows that $L / R$ is an $\mathcal{\lambda}$-semilattice with respect to $x / R 人 y / R=(x \cap y) / R$. Routine verification shows that

$$
x|R=x| R \curlyvee(x|R \wedge y| R)=x \mid R \curlywedge(x|R \vee y| R)
$$

and so by Theorem 4.1 it follows that $L / R$ is a lattice under these laws. We call $L / R$ the quotient lattice of $L$ with respect to $R$. Note that the canonical surjection $\xi_{R}: L \rightarrow L \mid R$ is a lattice epimorphism and that $R$ is the equivalence relation associated with $\mathfrak{q}_{R}$. These results are important enough to warrant their formal presentation as a theorem:

Theorem 10.1. If $R$ is a congruence relation on the lattice $L$ then $L \mid R$ is a lattice under the laws described by $x / R \vee y / R=(x \cup y) / R$ and $x / R$ 人 $y / R$ $=(x \cap y) \mid R$ and the canonical surjection $\xi_{R}$ is an epimorphism.

We also have the following lattice-theoretic version of the "Fundamental Theorem of Homomorphisms":

Theorem 10.2. Let $L, M$ be lattices, let $f: L \rightarrow M$ be an epimorphism and let $R$ be the equivalence associated with $f$. Then $R$ is a congruence rela-
tion on $L$ and the mapping $f \rightarrow: L \mid R \rightarrow M$ described by $f \rightarrow(x \mid R)=f(x)$ is an isomorphism which is also the unique mapping which makes the following triangle commutative:


Proof. Since $f$ is a homomorphism it is clear that $R$ is a congruence on $L$. It is just as clear that the mapping $f$ is well-defined. Since $f$ is surjective, so also is $f^{\rightarrow}$. Also, if $x|R \leqslant y| R$, then $y|R=x| R \vee y \mid R=(x \cup y) / R$ and so $f(y)=f(x \cup y)=f(x) \cup f(y) \geq f(x)$. If $f^{\rightarrow}(x \mid R) \preccurlyeq f^{\rightarrow}(y \mid R)$ then $f(y)=f(y) \cup f(x)=f(x \cup y)$ and $y|R=(x \cup y) / R=x| R \vee y|R \succcurlyeq x| R$, thus completing the proof that $f \rightarrow$ is an isomorphism. We now merely note that $f \rightarrow \circ \mathfrak{q}_{R}=f$ and that if $g \circ \mathfrak{\not}_{R}=f$ then $g(x / R)=g\left[\mathfrak{H}_{R}(x)\right]=f(x)$ and so $g=f^{\rightarrow}$.

We shall often need to know just when an equivalence relation on a lattice is in fact a congruence relation. A useful set of necessary and sufficient conditions is given in the next result.

Theorem 10.3. Let $R$ be a reflexive relation on the lattice $L$. Then $R$ is a congruence relation on $L$ if and only if $R$ satisfies the following three conditions:
(1) $a \equiv b(R) \Leftrightarrow(\forall x, y \in[a \cap b, a \cup b]) x \equiv y(R)$;
(2) $a \cup b \equiv a(R) \Leftrightarrow b \equiv a \cap b(R)$;
(3) $a \equiv b(R), b \equiv c(R) \quad$ with $\quad a \geq b \geq c \Rightarrow a \equiv c(R)$.

Proof. If $R$ is a congruence relation then (3) is clear. Let $a \equiv b(R)$ and let $x, y \in[a \cap b, a \cup b]$. Then

$$
x=x \cap(a \cup b) \equiv x \cap(a \cap b)=a \cap b(R) .
$$

Similarly, we have $y \equiv a \cap b(R)$ and so $x \equiv y(R)$. This establishes (1). As for (2), we note that if $a \cup b \equiv a(R)$ then $b=b \cap(a \cup b) \equiv b \cap a(R)$ and conversely.

Suppose now that $R$ is a reflexive relation on $L$ satisfying conditions (1), (2), (3). That $R$ is symmetric is immediate from (1). Let $a \equiv b(R)$ and let $t \in L$. Then $(a \cap b) \cup[t \cap(a \cup b)] \in[a \cap b, a \cup b]$ and so by (1) we have $a \cap b \equiv(a \cap b) \cup[t \cap(a \cup b)]$. Now take $x=(a \cup b) \cap t$ and $y=a \cap b$ and note that $x \cup y \equiv y(R)$ so that by (2) we obtain $x \equiv x \cap y(R)$ and hence

$$
(a \cup b) \cap t \equiv(a \cup b) \cap t \cap(a \cap b)=a \cap b \cap t(R)
$$

Since $a \cap t, b \cap t \in[a \cap b \cap t,(a \cup b) \cap t]$ we see that $a \cap t \equiv b \cap t(R)$. In a similar way we have $a \cup t \equiv b \cup t(R)$. We must still show transitivity. Let $a \equiv b(R)$ and $b \equiv c(R)$. Then $a \cup b \equiv b(R) \Rightarrow a \cup b \cup c \equiv b \cup c(R)$. Since $b \cup c \equiv c(R)$ we can apply (3) to obtain $a \cup b \cup c \equiv c(R)$. A dual argument produces $c \equiv a \cap b \cap c(R)$ and now (3) tells us that $a \cup b \cup c$ $\equiv a \cap b \cap c(R)$. Since $a, c \in[a \cap b \cap c, a \cup b \cup c]$ we see that $a \equiv c(R)$, thus completing the proof that $R$ is a congruence relation on $L$.

If $R$ happens to be an equivalence relation on $L$ then condition (3) of the previous theorem is of course superfluous.

Definition. We shall denote by $\operatorname{Con}(L)$ the set of congruence relations on a lattice $L$, this set being ordered in the usual way, namely

$$
R \preccurlyeq S \Leftrightarrow(x \equiv y(R) \Rightarrow x \equiv y(S)) .
$$

Theorem 10.4. For any lattice $L$, Con( $L$ ) forms a complete distributive lattice in which the infinite distributive law (ID) is valid.

Proof. The congruence relation arising from equality is evidently the minimum element of $\operatorname{Con}(L)$ and the relation which identifies all the elements of $L$ is clearly the greatest element of $\operatorname{Con}(L)$. If, for each $\alpha \in I$, $R_{\alpha}$ is a congruence relation on $L$, then so also is the relation $x \equiv y(R)$ $\Leftrightarrow(\forall \alpha \in I) x \equiv y\left(R_{\alpha}\right)$. It is immediate that $\operatorname{Con}(L)$ is a complete lattice. We shall show that it is in fact a complete sublattice of the lattice of all equivalence relations on $L$. We have already dealt with the intersection operation, so we need only show that if $E$ is the union [ $=$ transitive product] of $\left\{R_{\alpha}\right\}_{\alpha \in I}$ in the lattice of equivalence relations then $E=\bigvee_{\alpha \in I} R_{\alpha}$ in Con ( $L$ ). This will follow if we can just show that $E \in \operatorname{Con}(L)$. Now if $x \equiv y(E)$, then there exist indices $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ and elements $w_{0}, w_{1}, \ldots$, $w_{n}$ such that $w_{0}=x, w_{n}=y$ and $w_{i-1} \equiv w_{i}\left(R_{\alpha_{i}}\right)$ for $i=1,2, \ldots, n$. For
arbitrary $t \in L$ we have $w_{t-1} \cup t \equiv w_{i} \cup t\left(R_{\alpha_{i}}\right)$ for $i=1,2, \ldots, n$ from which it follows that $x \cup t \equiv y \cup t(E)$. In a similar way we have $x \cap t$ $\equiv y \cap t(E)$ and so $E \in \operatorname{Con}(L)$ as required.

We are now ready to verify the infinite distributive law (ID). For this purpose, let $R=\bigvee_{\alpha \in I} R_{\alpha}$ and $S \in \operatorname{Con}(L)$. Then $(\forall \alpha \in I) R_{\alpha}$ 人 $S \leqslant R$ 人 $S$ and so $R \wedge S \succcurlyeq \bigvee_{\alpha \in I}\left(R_{\alpha} \wedge S\right)$. Now if $x \equiv y(R \wedge S)$ then there exist indices $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ and elements $w_{0}, w_{1}, \ldots, w_{n}$ such that $w_{0}=x$, $w_{n}=y$ and $(i=1,2, \ldots, n) w_{i-1} \equiv w_{i}\left(R_{\alpha_{i}}\right)$. For each $i$, let $v_{i}=[(x \cap y)$ $\left.\cup w_{i}\right] \cap(x \cup y)$. Then $v_{0}=x, v_{n}=y$ and for $i=1,2, \ldots, n$ we have

$$
v_{i-1}=\left[(x \cap y) \cup w_{i-1}\right] \cap(x \cup y) \equiv\left[(x \cap y) \cup w_{i}\right] \cap(x \cup y)=v_{i}\left(R_{\alpha_{i}}\right) .
$$

Since $x \cap y \leq v_{i} \leq x \cup y$ and $x \cap y \equiv x \cup y(S)$, we have $v_{l-1} \equiv v_{i}(S)$ for all $i$ so that $v_{i-1} \equiv v_{i}\left(R_{\alpha_{i}} \wedge S\right)$. It follows that $x \equiv y\left(\bigvee_{\alpha \in I}\left(R_{\alpha} \wedge S\right)\right)$ and hence that $R \wedge S=\bigvee_{\alpha \in I}\left(R_{\alpha} \wedge S\right)$.

We now pause to have a close look at congruence relations on a distributive lattice. In connection with this, we agree to call $0 / R$ the kernel of the congruence relation $R$ on the lattice $L$ with 0 . More generally, for an arbitrary lattice $L$, if $L / R$ has a smallest element then this element is called the kernel of $R$. Clearly, if $R$ has a kernel $K$ then $K$ is an ideal of $L$.

Theorem 10.5. Let L be a lattice. Then
(1) every ideal of $L$ is the kernel of a congruence relation on $L$ if and only if $L$ is distributive;
(2) for an ideal I of a distributive lattice, the smallest congruence with kernel I is given by

$$
a \equiv b\left(R_{I}\right) \Leftrightarrow(\exists t \in I) \quad a \cup t=b \cup t
$$

and the largest congruence with kernel I is given by

$$
a \equiv b\left(R^{I}\right) \Leftrightarrow\{x ; a \cap x \in I\}=\{x ; b \cap x \in I\} ;
$$

(3) every ideal of a bounded lattice is the kernel of a unique congruence if and only if the lattice is Boolean.

Proof. (1) Let $L$ be distributive and let $I$ be an ideal of $L$. Define $R_{I}$ as in (2) above. Clearly, $a \equiv b\left(R_{I}\right) \Rightarrow(\forall c \in L) a \cup c \equiv b \cup c\left(R_{I}\right)$. Since $L$ is
distributive, if $a \cup t=b \cup t$ for some $t \in I$, then

$$
\begin{aligned}
(\forall c \in L) \quad(a \cap c) \cup(t \cap c) & =(a \cup t) \cap c=(b \cup t) \cap c \\
& =(b \cap c) \cup(t \cap c)
\end{aligned}
$$

with $t \cap c \in I$ shows that $a \cap c \equiv b \cap c\left(R_{I}\right)$. The kernel of $R_{I}$ is clearly $I$ itself; and if $I$ is the kernel of $R$ then $a \cup t=b \cup t$ with $t \in I$ implies that $a \equiv a \cup t=b \cup t \equiv b(R)$ and so $R_{I} \preccurlyeq R$. If $L$ fails to be distributive, then by the Corollary to Theorem 9.1 it has a sublattice of one of the following types:



In either event, let $I=[\leftarrow, a]$. If $I$ were the kernel of the congruence relation $R$, then $e=a \cup b \equiv b(R)$ implies $c=c \cap e \equiv c \cap b=d \equiv a(R)$, a contradiction.
(2) We have already established that if $I$ is an ideal of a distributive lattice, then $R_{I}$ is the smallest congruence with kernel $I$. Let us now consider $R^{I}$. If $a \equiv b\left(R^{I}\right)$, then

$$
(a \cap c) \cap x \in I \Leftrightarrow a \cap(c \cap x) \in I \Leftrightarrow b \cap(c \cap x) \in I \Leftrightarrow(b \cap c) \cap x \in I
$$

from which it follows that $a \cap c \equiv b \cap c\left(R^{I}\right)$. Moreover, if $(a \cup c) \cap x$ $=(a \cap x) \cup(c \cap x) \in I$, then $a \cap x \in I \Rightarrow b \cap x \in I$ and so $(b \cup c) \cap x$ $=(b \cap x) \cup(c \cap x) \in I$ and conversely. This establishes $a \cup c \equiv b \cup c\left(R^{I}\right)$ and hence that $R^{I} \in \operatorname{Con}(L)$. If $R$ is a congruence with kernel $I$, then from $a \equiv b(R)$ and $a \cap x \in I$ we deduce that $b \cap x \in I$, and so we must have $R \preccurlyeq R^{I}$. The proof is completed on noting that the kernel of $R^{I}$ is $I$.
(3) Let $L$ be a Boolean algebra. If $R \in \operatorname{Con}(L)$ has kernel $I$, let $a \equiv b(R)$. Denoting by $x^{\prime}$ the complement of $x$, we must have $a \cap b^{\prime}$ $\equiv b \cap b^{\prime}=0(R)$ and $b \cap a^{\prime} \equiv 0(R)$. It follows that $\left(a \cap b^{\prime}\right) \cup\left(b \cap a^{\prime}\right) \in I$.

Now if $\left(a \cap b^{\prime}\right) \cup\left(b \cap a^{\prime}\right) \in I$, then, as can easily be seen,

$$
a \cup\left[\left(a \cap b^{\prime}\right) \cup\left(b \cap a^{\prime}\right)\right]=a \cup b=b \cup\left[\left(a \cap b^{\prime}\right) \cup\left(b \cap a^{\prime}\right)\right] .
$$

It follows that $R$ is uniquely determined by its kernel. Suppose, conversely, that $L$ is a bounded lattice in which every ideal is the kernel of a unique congruence relation. Then, by (1), $L$ is distributive. Given $a \in L$, define $R$ by the prescription

$$
x \equiv y(R) \Leftrightarrow x \cap a=y \cap a .
$$

Clearly, $R \in \operatorname{Con}(L)$ Let $I$ be its kernel. Since $R=R_{I}$ and $a \cap a=\pi \cap a$ $\Rightarrow a \equiv \pi(R)$, we must have $a \cup t=\pi \cup t=\pi$ for some $t \in I$. Then $t \equiv 0(R)$ implies $t \cap a=0 \cap a=0$ and hence $t$ is a complement of $a$. This then shows that $L$ is a Boolean algebra.

Theorem 10.6. Let $L$ be a bounded distributive lattice. For $a, b \in L$ let $R_{a, b}$ denote the smallest congruence relation on $L$ which identifies $a$ and $b$. Then
(1) $x \equiv y\left(R_{a, 0}\right) \Leftrightarrow x \cup a=y \cup a$;
(2) $x \equiv y\left(R_{a, \pi}\right) \Leftrightarrow x \cap a=y \cap a$;
(3) $x \equiv y\left(R_{a, b}\right)$
$\Leftrightarrow(x \cup a \cup b=y \cup a \cup b$ and $x \cap a \cap b=y \cap a \cap b) ;$
(4) the centre of $\operatorname{Con}(L)$ is the $\gamma$-subsemilattice generated by $\left\{R_{a, b} ; a, b \in L\right\}$;
(5) there exists a Boolean algebra $A$ such that $\operatorname{Con}(L) \simeq \operatorname{Con}(A)$.

Proof. (1) This follows from Theorem 10.5 since, taking $I=[\leftarrow, a]$, we have, on the one hand, $R_{a, 0} \preccurlyeq R_{I}$ and on the other

$$
\begin{aligned}
x \equiv y\left(R_{I}\right) & \Rightarrow(\exists t \leq a) \quad x \cup t=y \cup t \\
& \Rightarrow x \cup a=x \cup t \cup a=y \cup t \cup a=y \cup a \\
& \Rightarrow x \equiv y\left(R_{a, 0}\right) .
\end{aligned}
$$

(2) Apply (1) to the dual of $L$ (whichisalsodistributive by Exercise 9.1).
(3) Define the relation $R$ on $L$ by

$$
x \equiv y(R) \Leftrightarrow(x \cup a \cup b=y \cup a \cup b \text { and } x \cap a \cap b=y \cap a \cap b) .
$$

That $R \in \operatorname{Con}(L)$ follows from the observation that $R=R_{a \cup b, 0} \wedge R_{a \cap b, \pi}$. Clearly, $a \equiv b(R)$. Suppose that $S \in \operatorname{Con}(L)$ with $a \equiv b(S)$. If $x \equiv y(R)$, then $x \cup a \cup b=y \cup a \cup b, x \cap a \cap b=y \cap a \cap b$ and $a \equiv b(S)$ imply that $x \cup a \equiv y \cup a(S)$ and $x \cap a \equiv y \cap a(S)$. Working in the distributive lattice $L / S$, this says that $x / S \vee a / S=y / S \vee a / S$ and $x / S \wedge a \mid S$ $=y / S$ 人 $a / S$ from which it follows that $x / S=y / S$ and so $x \equiv y(S)$. We have thus shown that $R \preccurlyeq S$ and so $R=R_{a, b}$.
(4) Routine verification shows that $R_{a, 0}$ and $R_{a, \pi}$ are complements in Con $(L)$. Since $R_{a, b}=R_{a \cup b, 0} \wedge R_{a \cap b, \pi}$ it follows by Exercise 9.8 that $R_{a, b}$ is central. Consequently, if $R$ is the union of a finite number of congruences of the form $R_{a, b}$ then $R$ is central. Suppose conversely that $R$ is central. If $R^{\prime}$ denotes the complement of $R$ in $\operatorname{Con}(L)$, then $\pi \equiv 0\left(R \vee R^{\prime}\right)$ implies the existence of $a_{0}, a_{1}, \ldots, a_{n} \in L$ such that $a_{0}=0, a_{n}=\pi$ and ( $i=1,2, \ldots, n$ ) $a_{i-1} \equiv a_{i}$ modulo $R$ or $R^{\prime}$. Denoting by $\Pi$ the greatest element of $\operatorname{Con}(L)$, we thus have $\Pi=\bigvee_{i=1}^{n} R_{a_{L_{-1}, a_{i}}}$ and consequently $R=\bigvee_{i=1}^{n}\left(R \wedge R_{a_{i-1}, a_{i}}\right)$. Now for each $i$, either (1) $a_{t-1} \equiv a_{i}(R)$ in which case $R \wedge R_{a_{i-1}, a_{i}}=R_{a_{i-1}, a_{i}}$ or (2) $a_{i-1} \equiv a_{i}\left(R^{\prime}\right)$ in which case $R \wedge R_{a_{i-1}, a_{i}}$ 'reduces to equality. Thus $R=\vee\left\{R_{a_{i-1}, a_{i}} ; a_{i-1} \equiv a_{i}(R)\right\}$.
(5) Let $A$ denote the centre of $\operatorname{Con}(L)$. For each $R \in \operatorname{Con}(L)$ let $J(R)$ denote the set of central elements contained in $R$. Then $J(R)$ is an ideal of A. Clearly $R_{1} \preccurlyeq R_{2} \Rightarrow J\left(R_{1}\right) \preccurlyeq J\left(R_{2}\right)$; and if $J\left(R_{1}\right) \preccurlyeq J\left(R_{2}\right)$ then $a \equiv b\left(R_{1}\right) \Rightarrow R_{a, b} \preccurlyeq R_{1} \Rightarrow R_{a, b} \preccurlyeq R_{2}$ which gives $a \equiv b\left(R_{2}\right)$ and so $R_{1} \preccurlyeq R_{2}$. Let us now show that the map $R \rightarrow J(R)$ from $\operatorname{Con}(L)$ to the lattice $I(A)$ of ideals of $A$ is surjective. Given any element $I \in I(A)$, let $R$ denote the union in $\operatorname{Con}(L)$ of the elements of $I$. It is clear that $I \preccurlyeq J(R)$. If $R_{a b} \in J(R)$ then $a \equiv b(R)$ implies the existence of finitely many elements $R_{a_{i}, b_{i}}$ of $I$ such that $a \equiv b\left(\bigvee_{i=1}^{n} R_{a_{i}, b_{i}}\right)$. This shows that $R_{a, b} \in I$ and so $I=J(R)$. We have thus established that the map $R \rightarrow J(R)$ is an isomorphism of $Z(\operatorname{Con}(L))$ onto $I(A)$. The proof is completed by noting that $I \rightarrow R_{I}$ is an isomorphism of $I(A)$ onto $\operatorname{Con}(A)$.

Corollary. If L is a finite distributive lattice then $\operatorname{Con}(L)$ is a Boolean algebra.

We have already noted (see Exercise 9.5) that every Boolean algebra is infinitely distributive. We leave the reader the routine verification that the infinite distributive law (ID) is inherited by every sublattice in which existing unions coincide with those in the Boolean algebra. A dual assertion applies to (DID). Suppose now that we are given a bounded distributive lattice $L$. Consider the mapping $k: L \rightarrow Z(\operatorname{Con}(L))$ given by $k(a)=R_{a, 0}$. This is evidently an isomorphism of $L$ onto a sublattice of $Z(\operatorname{Con}(L))$. If the embedding preserves any existing intersections then (DID) is inherited by $L$ from $Z(\operatorname{Con}(L))$. On the other hand, if (DID) holds in $L$ and the intersection $b=\bigcap_{\alpha \in A} b_{\alpha}$ exists in $L$, let $x \equiv y\left(人_{\alpha \in A} R_{b_{\alpha}, 0}\right)$. Then $x \cup b_{\alpha}$ $=y \cup b_{\alpha}$ for each $\alpha \in A$ and consequently

$$
\begin{aligned}
x \cup b & =x \cup\left(\bigcap_{\alpha \in A} b_{\alpha}\right)=\bigcap_{\alpha \in A}\left(x \cup b_{\alpha}\right)=\bigcap_{\alpha \in A}\left(y \cup b_{\alpha}\right) \\
& =y \cup\left(\bigcap_{\alpha \in A} b_{\alpha}\right)=y \cup b .
\end{aligned}
$$

This shows that $R_{b, 0}=\widehat{\alpha \in A} R_{b_{x}, 0}$ in $Z(\operatorname{Con}(L))$ and so the embedding $k$ preserves existing intersections. If (ID) holds in $L$, let $b=\bigcup_{\alpha \in A} b_{\alpha}$. Then if $x \equiv y\left(人_{\alpha \in A} R_{b_{\alpha}, \pi}\right)$ we see that $(\forall \alpha \in A) x \cap b_{\alpha}=y \cap b_{\alpha}$ and, by (ID), $x \cap b=y \cap b$. Thus $R_{b, \pi}=\widehat{\alpha \in A} R_{b_{\alpha}, \pi}$ and since we are working in a Boolean algebra, we have $R_{b, 0}=\bigvee_{\alpha \in A} R_{b_{\alpha}, 0}$. Thus $k$ preserves any existing unions. [Here, of course, we have made use of the fact that the mapping $x \rightarrow x^{\prime}$ of a Boolean algebra to itself is a dual automorphism (Exercise 10.5 ).] We summarize the situation in the next theorem.

Theorem 10.7. Let $L$ be a bounded distributive lattice. The infinite distributive law (ID) holds in $L$ if and only if there is an isomorphism $k$ of $L$ onto a sublattice of a Boolean algebra such that
(1) $k(0)=0$ and $k(\pi)=\pi$;
(2) $k$ preserves any existing unions in $L$.

The law (DID) is equivalent to the existence of a $k$ satisfying (1) and $\left(2^{\prime}\right) k$ preserves any existing intersections in $L$.

Corollary. Every complete infinitely distributive lattice is isomorphic to a complete sublattice of a Boolean algebra.

We shall now have a brief look at congruence relations on a complete lattice which is both section and dual section semicomplemented. Our goal is to show that the congruence relations on such a lattice form a Stone lattice; i.e. a pseudo-complemented distributive lattice in which the pseudo-complement of each element has a complement. We require some preliminary results.

Theorem 10.8. Let $R$ be a congruence relation on a section semicomplemented lattice $L$. If $b$ is disjoint from the kernel of $R$ (i.e. $b \cap x=0$ for each $x \in \operatorname{Ker}(R)$ ) then $a \nabla$ for each $a \in \operatorname{Ker}(R)$.

Proof. If $(a \cup x) \cap b>x \cap b$, choose $d$ to be a non-zero semicomplement of $x \cap b$ in $[0,(a \cup x) \cap b]$. Then

$$
d=d \cap(b \cup x) \equiv d \cap x=d \cap x \cap b=0(R)
$$

and so $d$ is in the kernel of $R$. Since $d \leq b$ we must have $d=0$ and this contradiction shows that $a \nabla b$.

Since a central element of a lattice behaves as if it were in a distributive lattice, the proof of the next result may be easily deduced from the pertinent portions of Theorem 10.6. It will therefore be omitted.

Theorem 10.9. Let $z$ be a central element of a bounded lattice $L$ and denote by $z^{\prime}$ its unique complement. Then $R_{z, 0}$ and $R_{z^{\prime}, 0}$ are complements in Con $(L)$. Furthermore, $a \equiv b\left(R_{z, 0}\right) \Leftrightarrow a \cup z=b \cup z$.

Theorem 10.10. If $L$ is a complete lattice which is both section and dual section semicomplemented then $\operatorname{Con}(L)$ is a Stone lattice.

Proof. (1) Let $I$ be the kernel of the congruence relation $R$, let $z$ be the element $\bigcup\{x ; x \in I\}$ and let $z^{*}=\bigcup\{x \in L ;[0, x] \wedge I=\{0\}\}$. By Theorem 10.8 we have $a \in I,[0, b] \wedge I=\{0\} \Rightarrow a \nabla b$. Two applications of the corollary to Theorem 7.2 will now produce the fact that $z \nabla z^{*}$. If $(x \cap z) \cup\left(x \cap z^{*}\right)<x$, let $y$ be a non-zero semicomplement of $(x \cap z)$ $\cup\left(x \cap z^{*}\right)$ in $[0, x]$. Then $y \cap z=0 \Rightarrow[0, y] \wedge I=\{0\} \Rightarrow y \leq z^{*}$ and so we have $y=y \cap z^{*}=0$, a contradiction. Thus

$$
(\forall x \in L) \quad x=(x \cap z) \cup\left(x \cap z^{*}\right)=(x \cup z) \cap\left(x \cup z^{*}\right) .
$$

It follows by Theorem 9.2 that $z$ is central with $z^{*}$ as its complement.
(2) Let $a \equiv b\left(R \wedge R_{z^{*}, 0}\right)$. If $c$ is a semicomplement of $a \cap b$ in $[0, a \cup b]$ then $c \equiv 0(R)$. Since $a \cup b \cup z^{*}=(a \cap b) \cup z^{*}$ we see that

$$
c=c \cap\left[(a \cap b) \cup z^{*}\right]=(c \cap a \cap b) \cup\left(c \cap z^{*}\right)=0
$$

Thus $a=b$ and so $R \wedge R_{z^{*}, 0}$ reduces to equality.
(3) Suppose now that equality is denoted by $\omega$ and that $R \wedge S=\omega$. If $a \equiv b\left(S \wedge R_{z, 0}\right)$ and if $c$ is a semicomplement of $a \cap b$ in $[0, a \cup b$ ] then $c \equiv 0(S)$, and since $a \cup b \cup z=(a \cap b) \cup z$ we must have

$$
c=c \cap[(a \cap b) \cup z]=(c \cap a \cap b) \cup(c \cap z)=c \cap z \leq z
$$

But $c \equiv 0(S)$ and $R 人 S=\omega$ imply that $[0, c] \curlywedge I=\{0\}$. By Theorem 10.8 we deduce that $x \nabla c$ for all $x \in I$ and by the corollary to Theorem 7.2 it follows that $z \nabla c$, so $c=0$. This shows that $a=b$ and $S \wedge R_{z, 0}=\omega$. Since $R_{z, 0}$ and $R_{z^{*}, 0}$ are complements in $\operatorname{Con}(L)$, we see that $S \preccurlyeq R_{z^{*}, 0}$. This establishes that $R_{z^{*}, 0}$ is the pseudo-complement of $R$ in Con $(L)$. We conclude by Theorem 10.9 that $\operatorname{Con}(L)$ is a Stone lattice.

Corollary. If $L$ is a complete relatively complemented lattice then Con $(L)$ is a Stone lattice.

We close this section by considering congruence relations on a section complemented lattice. We shall be especially interested in their kernels and shall give an intrinsic characterization of them.

Theorem 10.11. Let $R$ be a congruence relation on the section complemented lattice $L$ and let $I$ be the kernel of $R$. The following conditions are then equivalent:
(1) $a \equiv b(R)$;
(2) $(\exists s \in I) a \cup b=(a \cap b) \cup s$;
(3) $(\exists t \in I) \quad a \cup t=b \cup t$.

Proof. (1) $\Rightarrow$ (2): Let $s$ be a complement of $a \cap b$ in $[0, a \cup b]$. Then $s=s \cap(a \cup b) \equiv s \cap(a \cap b)=0(R)$.
(2) $\Rightarrow$ (3): If $a \cup b=(a \cap b) \cup s$, then $a \cup b=a \cup(a \cup b)=a$ $\cup(a \cap b) \cup s=a \cup s$ and, similarly, $a \cup b=b \cup s$.
(3) $\Rightarrow$ (1): If $a \cup t=b \cup t$ with $t \in I$, then $a \equiv a \cup t=b \cup t \equiv b(R)$.

Theorem 10.12. Let $J$ be an ideal of the section complemented lattice $L$. The following conditions are equivalent:
(1) $J$ is the kernel of a congruence relation on $L$;
(2) $a \in J, b \leq a \cup x$ with $a \cap x=b \cap x=0 \Rightarrow b \in J$.

Proof. (1) $\Rightarrow$ (2): If $J$ is the kernel of the congruence $R$ and if $a \in J$ and $b \leq a \cup x$, then $b=b \cap(a \cup x) \equiv b \cap x(R)$, and so if $b \cap x=0$ we have $b \in J$.
(2) $\Rightarrow$ (1): Define the relation $R$ by setting

$$
a \equiv b(R) \Leftrightarrow(\exists t \in J) a \cup t=b \cup t .
$$

It is clear that $R$ is a $\cup$-compatible equivalence relation on $L$. By Theorem 7.3, $a$ has a complement $t_{1} \leq t$ in $[0, a \cup t]$. For any given $x \in L$ choose $s_{1}$ to be a complement of $a \cap x$ in $[0,(a \cup t) \cap x]$. Then $s_{1} \cap a$ $=s_{1} \cap a \cap x=0, s_{1} \cup a \leq t_{1} \cup a$ and $t_{1} \cap a=0$. It follows by the hypothesis (2) that $s_{1} \in J$. We have thus shown that for each $x \in L$ there exists $s_{1} \in J$ such that $(a \cup t) \cap x=(a \cap x) \cup s_{1}$. Similarly, we can show that there exists $s_{2} \in J$ such that $(b \cup t) \cap x=(b \cap x) \cup s_{2}$. It follows that $(a \cap x) \cup s_{1} \cup s_{2}=(b \cap x) \cup s_{1} \cup s_{2}$ and so $a \cap x \equiv b \cap x(R)$. Hence we have $R \in \operatorname{Con} L$. The proof is completed by noting that $J$ is the kernel of $R$.

Suppose now that $L$ is a relatively complemented lattice with 0 . If an ideal $J$ of $L$ is stable under perspectivity, let $a \in J$ and $a \cup x \geq b \cup x$ with $a \cap x=b \cap x=0$. By the dual of Theorem 7.3, $x$ has a complement $b_{1} \geq b$ in $[0, a \cup x]$. Then $b_{1} \sim a$ puts $b_{1}$ and consequently $b$ in $J$. This establishes the following:

Corollary 1. An ideal $J$ of a relatively complemented lattice with 0 is the kernel of a congruence relation if and only if $J$ is stable under perspectivity.

If a principal ideal $[0, z]$ of a bounded relatively complemented lattice is the kernel of a congruence relation then by Theorem 10.7 we have $z \nabla z^{\prime}$ for any complement $z^{\prime}$ of $z$. It follows that $z$ has a unique complement and so, by Theorem 9.3, $z$ is central. In summary:

Corollary 2. A principal ideal $[0, z]$ of a bounded relatively complemented lattice is the kernel of a congruence relation if and only if $z$ is central.

## EXERCISES

10.1. Let $R$ be a congruence relation on the lattice $L$ and let $f: L \rightarrow M$ be a lattice homomorphism. Show that the following conditions are equivalent:
(a) there exists a (necessarily unique) homomorphism $g: L / R \rightarrow M$ such that the following triangle is commutative

(b) the congruence associated with $f$ is coarser than $R$.
10.2. Let $R, S$ be congruence relations on the lattice $L$. If $R \preccurlyeq S$ show that there is a unique epimorphism $g: L / R \rightarrow L / S$ such that the following triangle is commutative

10.3. Show that if $L$ has a zero element and $f: L \rightarrow M$ is an isotone surjection then $M$ also has a zero.
10.4. Let $L$ be an arbitrary lattice. Show that the set of congruences on $L$ which have kernels forms a filter of $\operatorname{Con}(L)$. [Hint. Argue that $\operatorname{Ker}(R$ 人 $S)=\operatorname{Ker}(R)$ $\hat{\wedge} \operatorname{Ker}(S)$. If $R$ admits a kernel and $R \preccurlyeq S$ use Exercises 10.2 and 10.3 to deduce that $S$ admits a kernel.]
10.5. Let $L$ be a Boolean algebra. For each $x \in L$ let $x^{\prime}$ denote the unique complement of $x$. Show that the mapping $x \rightarrow x^{\prime}$ is a dual automorphism on $L$.
10.6. Let $L$ be a lattice with 0 . For each $R \in \operatorname{Con}(L)$ let

$$
k(R)=人\{S \in \operatorname{Con}(L) ; \operatorname{Ker}(S)=\operatorname{Ker}(R)\}
$$

Show that the map $k$ is a residuated dual closure with $k^{+}$given by

$$
k^{+}(R)=\bigvee\{S \in \operatorname{Con}(L) ; \operatorname{Ker}(S)=\operatorname{Ker}(R)\}
$$

Deduce that we have defined a complete congruence on $\operatorname{Con}(L)$ and use this to prove that the set of congruence kernels of $L$ ，when ordered by set inclusion，forms acomplete distributive lattice in which the infinite distributive law（ID）holds．［Hint．See Exer－ cise 6．7．］

10．7．An ideal $S$ of a lattice $L$ is called standard if the relation $a \equiv b \Leftrightarrow a \cup b$ $=(a \cap b) \cup s$ for some $s \in S$ is a congruence relation on $L$ ．Prove that the following conditions on the ideal $S$ are equivalent：
（1）$S$ is a standard ideal；
（2）$(\forall I, J \in I(L))(I \curlyvee S) \wedge J=(I \wedge J) \vee(S$ 人 $J)$ ；
（3）$(\forall I \in I(L)) I \vee S=\{a \cup b ; a \in I, b \in S\}$ ．
［Hint．（1）$\Rightarrow$（2）：if $x \in(I \curlyvee S)$ 人 $J$ ，then $x \in J$ and $x \leq a \cup s(a \in I, s \in S$ ）．Deduce that $x \equiv x \cap a$ so $x=(x \cap a) \cup s_{1}$ with $s_{1} \in S$ ．This puts $x \in(I \wedge J) \bigvee(S$ 人J）．
（2）$\Rightarrow$（3）：note that if $b \leq a \cup s$ with $s \in S$ ，then $b$ is an element of（ $[\leftarrow, a] \vee S$ ） $人[\leftarrow, b]$ ．Use this to deduce that $b=(a \cap b) \cup s_{1}$ with $\left.s_{1} \in S.\right]$

## CHAPTER 2

# COORDINATIZING BAER SEMIGROUPS 

## 11. Baer rings

In this section we shall examine a class of lattices which arise in connection with certain rings. This example serves as a starting point for much of the material in the next few sections, and for this reason it is important that the reader consider it carefully.

It is, of course, assumed that the reader has a basic knowledge of ring theory. The letters e,f,g,h(with or without subscripts) will be used in this section to denote idempotent elements of the ring $A$. If $M \subseteq A$, then we define $R(M)=\{x \in A ;(\forall m \in M) m x=0\}$. The set $R(M)$ is called the right annihilator of $M$ and is clearly a right ideal of $A$. In the case where $M=\{x\}$ we shall generally write $R(x)$ instead of $R(\{x\})$. Left annihilators are defined as one would expect and denoted by $L(M)$ or $L(x)$, whichever is appropriate. For each $x \in A$ let $x A=\{x y ; y \in A\}$ and $A x=\{y x ; y \in A\}$. If $A$ has an identity element 1 , then $x \in x A$ and $x \in A x$; it is also important to note that $R(x)=R(A x)$ and $L(x)=L(x A)$. If the ring $A$ has the property that for each $x \in A$ there exist idempotents $e_{x}, f_{x}$ such that $R(x)=e_{x} A$ and $L(x)=A f_{x}$, then $A$ is called a Baer ring.

We mention that this definition differs slightly from that of Kaplansky [18]. Before proceeding, we present some examples.

Example 11.1. Any ring with an identity having no proper zero divisors (in particular, any division ring) is a Baer ring.

Example 11.2. Let $V$ be a vector space and let $A$ be the ring of linear transformations on $V$. Given any $t \in A$ let $e$ project onto the kernel ( $=$ null space) of $t$ and let $f$ project onto the image of $t$. As can readily be
seen, $R(t)=e \circ A$ and $L(t)=A \circ\left(\mathrm{id}_{V}-f\right)$. Thus $A$ is a Baer ring. Similarly, so is the ring of $n \times n$ matrices over a division ring.

Example 11.3. Consider the ring $B(H)$ formed by the bounded operators of the Hilbert space $H$. Given $t \in B(H)$, let $e$ be the orthogonal projection on the null space of $t$ and let $f$ be the projection onto the closure of the image of $t$. Clearly $e, f \in B(H)$, and we have $t \circ s=0 \Leftrightarrow(\forall x \in H)$ $t[s(x)]=0 \Leftrightarrow(\forall x \in H) s(x)=e[s(x)] \Leftrightarrow s=e \circ s ; s \circ t=0 \Leftrightarrow(\forall x \in H)$ $s[t(x)]=0 \Leftrightarrow s \circ f=0 \Leftrightarrow s=s \circ\left(\mathrm{id}_{H}-f\right)$. Thus $R(t)=e \circ B(H)$ and $L(t)=B(H) \circ\left(\mathrm{id}_{H}-f\right)$ and we have a Baer ring.

Example 11.4. A ring $A$ is said to be a Boolean ring if every element of $A$ is idempotent. Every Boolean ring with an identity is a Baer ring.

Example 11.5. The ring of all triangular $2 \times 2$ matrices $\left(\begin{array}{ll}a & b \\ 0 & c\end{array}\right)$ over a division ring is a Baer ring.

Example 11.6. The complete direct sum of any family of Baer rings is a Baer ring.

In what follows, $A$ will denote a Baer ring. Let $\mathscr{R}=\mathscr{R}(A)$ denote the set of right annihilators of elements of $A$ and $\mathscr{L}=\mathscr{L}(A)$ the corresponding set of left annihilators. We also let $\operatorname{PRI}(A), \operatorname{PLI}(A)$ denote the set of principal right, left ideals of $A$ with all four sets ordered by set inclusion.

Theorem 11.1. With the notation as introduced above:
(1) A has a multiplicative identity element;
(2) the mappings $\hat{L}: \operatorname{PRI}(A) \rightarrow \operatorname{PLI}(A), \hat{R}: \operatorname{PLI}(A) \rightarrow \operatorname{PRI}(A)$ given by the prescriptions $\hat{L}(x A)=L(x), \widehat{R}(A x)=R(x)$ set up a Galois connection;
(3) $\hat{L} \circ \hat{R} \circ \hat{L}=\hat{L}$ and $\hat{R} \circ \hat{L} \circ \hat{R}=\hat{R}$;
(4) $x A \in \mathscr{R} \Leftrightarrow x A=(\widehat{R} \circ L)(x)$ and $A x \in \mathscr{L} \Leftrightarrow A x=(\hat{L} \circ R)(x)$;
(5) the restriction $L \rightarrow$ of $\hat{L}$ to $\mathscr{R}$ is a dual isomorphism of $\mathscr{R}$ onto $\mathscr{L}$ whose inverse is $R^{\rightarrow}$, the restriction of $\widehat{R}$ to $\mathscr{L}$;
(6) for each idempotent $e$ of $A, e A=R(1-e) \in \mathscr{R}(A)$ and $A e$ $=L(1-e) \in \mathscr{L}(A)$.

Proof. (1) An idempotent generator of $A=R(0)$ will act as a left identity element (for if $A=e A$ then for each $x \in A$ we have the existence 4a BRT
of a $y \in A$ such that $x=e y$ whence $e x=e^{2} y=e y=x$, while an idempotent generator of $A=L(0)$ acts as a right identity. It is immediate that $A$ has a two-sided identity element, henceforth denoted by 1.
(2) If $x A \subseteq y A$, then $x=y w$ for some $w \in A$, so if $a y=0$ we must have $a x=a y w=0$. Thus $x A \subseteq y A \Rightarrow L(y) \subseteq L(x)$. If $a \in L(x)$, then $a x=0$ puts $x \in R(a)$. This shows that $x \in(\hat{R} \circ L)(x)$ and so $\hat{R} \circ \hat{L}$ $\geq \mathrm{id}_{\text {PRI }(A) \cdot}$. A symmetric argument produces $R$ antitone and $\hat{L} \circ \hat{R}$ $\geq \mathrm{id}_{\mathrm{PLI}(A)}$. This then establishes the Galois connection.
(3) $x A \subseteq(\hat{R} \circ \hat{L})(x A) \Rightarrow \hat{L}(x A) \supseteq(\hat{L} \circ \hat{R} \circ \hat{L})(x A)$ and $\hat{L}(x A)$ $\in \operatorname{PLI}(A) \Rightarrow \hat{L}(x A) \subseteq(\hat{L} \circ \hat{R})[\hat{L}(x A)]=(\hat{L} \circ \hat{R} \circ \hat{L})(x A)$. Thus $\hat{L} \circ \hat{R} \circ \hat{L}$ $=\hat{L}$ and similarly $\widehat{R} \circ \hat{L} \circ \widehat{R}=\widehat{R}$.
(4) If $x A=(\hat{R} \circ L)(x)$, let $A e=L(x)$. Then $x A=R(e)$ puts $x A \in \mathscr{R}$. If $x A \in \mathscr{R}$ then $x A=R(y)$ for some $y \in A$ and so $(\hat{R} \circ \hat{L})(x A)=(\hat{R} \circ \hat{L})$ $[R(y)]=(\hat{R} \circ \hat{L} \circ \hat{R})(A y)=R(y)=x A$. A symmetric argument shows that $A x \in \mathscr{L} \Leftrightarrow A x=(\hat{L} \circ R)(x)$.
(5) By (4), $R^{\rightarrow} \circ L^{\rightarrow}=\mathrm{id}_{\mathscr{R}}$ and $L^{\rightarrow} \circ R^{\rightarrow}=\mathrm{id}_{\mathscr{L}}$. Since $L^{\rightarrow}, R^{\rightarrow}$ are each antitone, it is immediate that $L \rightarrow$ is a dual isomorphism having $R^{\rightarrow}$ as its inverse.
(6) For each $x \in A$ we have $(1-e) e x=e x-e x=0$ whence $e A \subseteq R(1-e)$. Conversely, if $(1-e) x=0$, then $x=e x \in e A$. The other equality is proved in a similar manner.

Remark. Much of the above proof could have been deduced from Exercise 2.8. However, we gave a direct proof in order to illustrate the annihilator properties of Baer rings.

THEOREM 11.2. $\mathscr{L}$ and $\mathscr{n}$ form bounded dually isomorphic lattices.
Proof. In view of Theorem 11.1(5) it suffices to prove that $\mathscr{L}, \mathscr{R}$ each form $\cap$-semilattices with a minimum element. By the obvious left/right duality present, we may concentrate our efforts on $\mathscr{R}$. Let $e A, f A \in \mathscr{R}$ and let $g A=R(f-e f)$. Then, since $(f-e f)(f g)=(f-e f) g=0$ we have $f g \in g A$ and so $f g=g f g$. It follows that $f g=(f g)^{2}$, and so, by Theorem 11.1(6), $f g A \in \mathscr{R}(A)$. We claim that $f g A=e A \cap f A$. That $f g A \subseteq f A$ is clear. Note that $(1-e) f g=(f-e f) g=0$ and so $f g \in R(1-e)=e A$. If now $x \in e A \cap f A$, then

$$
(f-e f) x=(1-e) f x=(1-e) x=x-e x=0
$$

and so $x \in g A$. Then $x=g x, x=f x$ imply that $x=f g x$ and we have $e A \cap f A=f g A \in \mathscr{R}(A)$. Finally, we observe that $0 A$ is the smallest element of $\mathscr{R}(A)$.

Theorem 11.3. Let $e A \subseteq f A$ in $\mathscr{R}$. Then
(1) there exists an idempotent $e_{0}$ such that $e_{0} A=e A$ and $e_{0}=e_{0} f=f e_{0}$;
(2) there exists an idempotent $f_{0}$ such that $f_{0} A=f A$ and $e=e f_{0}=f_{0} e$.

Proof. (1) Since $e A \subseteq f A$ we have $e=f e$. Set $e_{0}=e f$. Then $e_{0} e_{0}=e f e f$ $=e(f e) f=e e f=e f=e_{0}$. Since $e e_{0}=e_{0}$ and $e_{0} e=e f e=e e=e$ we see that $e A=e_{0} A$. Finally, $e_{0} f=e f f=e f=e_{0}$ and $f e_{0}=f e f=e f=e_{0}$.
(2) Set $f_{0}=e+f-e f$. Then $e f_{0}=f_{0} e=e$. Note also that $f f_{0}$ $=f e+f-f e f=e+f-e f=f_{0}$ and $f_{0} f=e f+f-e f=f$ so $f A=f_{0} A$. To show that $f_{0}^{2}=f_{0}$, we note that $f_{0}=e+(1-e) f$ and so

$$
f_{0} f_{0}=e f_{0}+(1-e) f f_{0}=e+(1-e) f_{0}=f_{0}
$$

In the case where the idempotents $e, f$ commute, we can produce a very nice explicit formula for the idempotent generators of the union and intersection of the corresponding principal right ideals. In order to emphasize the fact that the intersection operation is set-theoretic whereas the union operation most assuredly is not, we write these as $\cap$ and $\curlyvee$ respectively.

Theorem 11.4. If $e f=f e$ then $e A \cap f A=e f A$ and $e A \vee f A$ $=(e+f-e f) A$.

Proof. The fact that $e A \cap f A=e f A$ is clear. Noting that $(e+f-e f) e$ $=e+f e-e f e=e$ and $(e+f-e f) f=f$, we see that $e+f-e f$ is an idempotent whose principal right ideal contains both $e A$ and $f A$. If now $g A$ contains both $e A$ and $f A$, then, clearly, $g(e+f-e f)=e+f-e f$ and the result follows.

Making use of the above result, we are now able to show that $\mathscr{R}(A)$ is complemented. It is in fact relatively complemented, but we defer the proof of this to the exercises.

Theorem 11.5. For each idempotent $e \in A$ the ideals $e A$ and $(1-e) A$ are complements in $\mathscr{R}$ such that both $(e A,(1-e) A)$ and $((1-e) A, e A)$ form modular as well as dual modular pairs.

Proof. Let $g A \subseteq e A$. By Theorem 11.3 we may assume that $g=e g$ $=g e$. Then $g(1-e)=(1-e) g=0$ and Theorem 11.4 gives $g A$ $\curlyvee(1-e) A=(g+1-e) A$. Now since $e(g+1-e)=g$ $=(g+1-e) e$ we can apply Theorem 11.4 a second time to conclude that $g A=(g A \vee(1-e) A) \cap e A$. This establishes that $(1-e) A \cap e A$ $=0 A$ and that $M((1-e) A, e A)$ holds. Similarly, $M(e A,(1-e) A)$ holds and a dual argument on $\mathscr{L}$ produces the fact that $A e \cap A(1-e)$ $=A 0$ with $M(A e, A(1-e))$ and $M(A(1-e), A e)$ both true in $\mathscr{L}$. The fact that $\mathscr{L}$ and $\mathscr{R}$ are dually isomorphic then completes the proof.

We shall now show how the centre of $\mathscr{R}(A)$ is related to the centre of the ring $A$. We require first the following result:

Theorem 11.6. If $e A \subseteq f A$ and $(1-e) A \subseteq(1-f) A$ then $e=f$.
Proof. $e A \subseteq f A$ implies $e=f e$ while $(1-e) A \subseteq(1-f) A$ implies $1-e=(1-f)(1-e)=1-f-e+f e$ which gives $f=f e$. It follows that $e=f$.

Theorem 11.7. $e A$ is in the centre of $\mathscr{R}$ if and only if $e$ is in the centre of $A$.

Proof. Suppose that $e$ is in the centre of $A$ and let $f A \in \mathscr{R}$. Then $f A \cap e A=e f A$ and $f A \cap(1-e) A=(1-e) f A$. Since $f=e f$ $+(1-e) f$ it follows from Theorem 11.4 that $f A=(f A \cap e A)$ $\vee[f A \cap(1-e) A]$. Also, e $\vee f A=(e+f-e f) A$ and $(1-e) A$ $\curlyvee f A=[1-e+f-(1-e) f] A$. Since $e+f-e f$ commutes with $1-e+f-(1-e) f$ and their product is $f$ we see that $f A=(f A \vee e A)$ $\cap[f A \vee(1-e) A]$. It follows by Theorem 9.2 that $e A$ is central in $\mathscr{R}$.

Suppose conversely that $e A$ is central in $\mathscr{R}$. Then $(1-e) A$ is its unique complement therein. Let $x \in A$. Then $g=e+e x(1-e)$ is idempotent with $g e=e$ and $e g=g$. It follows that $e A=g A$. Then $(1-g) A$ is a complement of $e A$ and so $(1-g) A=(1-e) A$. By Theorem 11.6 we obtain $e=g=e+e x(1-e)$. It follows that $e x(1-e)$ $=0$ and so $e x=e x e$. In a similar way we have $(1-e) x e=0$ and so $x e=e x e$ from which it follows that $e x=x e$ and so $e$ is in the centre of $A$.

We shall be very interested in just how the elements of a Baer ring $A$ induce residuated mappings on $\mathscr{R}(A)$. Basically, the situation is as follows.

For a fixed element $x$ of $A$ we can induce a mapping $\varphi_{x}: \mathscr{R} \rightarrow \mathscr{R}$ by the prescription

$$
\varphi_{x}(e A)=\left(R^{\rightarrow} \circ L\right)(x e) .
$$

Similarly, we can induce a mapping $\eta_{x}: \mathscr{L} \rightarrow \mathscr{L}$ by the prescription

$$
\eta_{x}(A e)=\left(L^{+} \circ R\right)(e x) .
$$

The mappings $\varphi_{x}, \eta_{x}$ are connected in the following way:

$$
\begin{array}{lll}
\varphi_{x} \in \operatorname{Res}(\mathscr{R}) & \text { with } & \varphi_{x}^{+}=R^{\rightarrow} \circ \eta_{x} \circ L^{\rightarrow} ; \\
\eta_{x} \in \operatorname{Res}(\mathscr{L}) & \text { with } & \eta_{x}^{+}=L^{\rightarrow} \circ \varphi_{x} \circ R^{\rightarrow} .
\end{array}
$$

The following commutative diagrams illustrate the situation:


Theorem 11.8. For each $x \in A, \varphi_{x} \in \operatorname{Res}(\mathscr{R})$ with $\varphi_{x}^{+}=R^{\rightarrow} \circ \eta_{x} \circ L^{\rightarrow}$. Dually, $\eta_{x} \in \operatorname{Res}(\mathscr{L})$ with $\eta_{x}^{+}=L^{\rightarrow} \circ \varphi_{x} \circ R^{\rightarrow}$.

Proof. (1) Let $e A \subseteq f A$. Then $e=f e$ and so if $y x f=0$ we must have $y x e=y x f e=0$ whence $L(x f) \subseteq L(x e)$. Thus $e A \subseteq f A \Rightarrow\left(R^{\rightarrow} \circ L\right)(x e)$ $\subseteq\left(R^{\rightarrow} \circ L\right)(x f)$. This shows that the mapping $\varphi_{x}$ is both well defined and isotone. In a similar way we can show that $\eta_{x}$ is well-defined and isotone.
(2) The mapping $R^{\rightarrow} \circ \eta_{x} \circ L^{\rightarrow}$ is evidently isotone. If $A g=L(x e)$ then

$$
\begin{aligned}
\left(R^{\rightarrow} \circ \eta_{x} \circ L^{\rightarrow} \circ \varphi_{x}\right)(e A) & =\left(R^{\rightarrow} \circ \eta_{x} \circ L^{\rightarrow}\right)\left[\left(R^{\rightarrow} \circ L\right)(x e)\right] \\
& =\left(R^{\rightarrow} \circ \eta_{x}\right)[L(x e)] \\
& =\left(R^{\rightarrow \circ} \eta_{x}\right)(A g) \\
& =\left(R^{\rightarrow} \circ L^{\rightarrow}\right)[R(g x)] \\
& =R(g x) \\
& \supseteq e A
\end{aligned}
$$

since $g \in L(x e) \Rightarrow e \in R(g x)$. Thus $R^{\rightarrow} \circ \eta_{x} \circ L^{\rightarrow} \circ \varphi_{x} \geq \mathrm{id}_{\boldsymbol{x}}$.
(3) A dual argument shows that $L^{\rightarrow} \circ \varphi_{x} \circ R^{\rightarrow} \circ \eta_{x} \geq \mathrm{id}_{\mathscr{L}}$ and so we have $L^{\rightarrow} \circ \varphi_{x} \circ R^{\rightarrow} \circ \eta_{x} \circ L^{\rightarrow} \geq L^{\rightarrow}$. Applying $R \rightarrow$ to the left and using the fact that $R^{\rightarrow} \circ L^{\rightarrow} \circ \varphi_{x}=\varphi_{x}$, we see that $\varphi_{x} \circ R^{\rightarrow} \circ \eta_{x} \circ L^{\rightarrow} \leq R^{\rightarrow} \circ L^{\rightarrow}$ $=\mathrm{id}_{\mathfrak{R}}$. We conclude that $\varphi_{x} \in \operatorname{Res}(\mathscr{R})$ with $\varphi_{x}^{+}=R^{\rightarrow} \circ \eta_{x} \circ L^{\rightarrow}$.

Corollary. For each $x \in A, \varphi_{x}^{+}(e A)=R(x-e x)$.
Proof. Applying the above formula we have

$$
\begin{aligned}
\varphi_{x}^{+}(e A)=\left(R^{\rightarrow} \circ \eta_{x} \circ L^{\rightarrow}\right)(e A) & =\left(R^{\rightarrow} \circ \eta_{x}\right)[A(1-e)] \\
& =\left(R^{\rightarrow} \circ L^{\rightarrow}\right)\{R[(1-e) x]\} \\
& =R(x-e x) .
\end{aligned}
$$

Our next result provides an explicit formula for the residuated mapping induced by an idempotent element of $A$.

Theorem 11.9. If e,f are idempotents in $A$ then

$$
\varphi_{f}(e A)=[e A \vee(1-f) A] \cap f A
$$

Proof. By an argument dual to that used in the proof of Theorem 11.2, if $A g=L(f e)$ then $g f=g f g$ and $A(1-e) \cap A f=A g f$. Clearly $g f=g f g$ implies that $A g f=A g \cap A f$. Taking right annihilators, we see that

$$
\left(R^{\rightarrow} \circ L\right)(f e) \curlyvee(1-f) A=e A \curlyvee(1-f) A .
$$

Taking the intersection with $f A$ and using the fact that $M((1-f) A, f A)$ holds, we see that

$$
\begin{aligned}
\varphi_{f}(e A)=\left(R^{\rightarrow} \circ L\right)(f e) & =\left[\left(R^{\rightarrow} \circ L\right)(f e) \vee(1-f) A\right] \cap f A \\
& =[e A \curlyvee(1-f) A] \cap f A .
\end{aligned}
$$

All of this will be of considerable interest because of:
Theorem 11.10. The mapping described by $x \rightarrow \varphi_{x}$ is a semigroup homomorphism of $A$ into $\operatorname{Res}(\mathscr{R})$.

Proof. Given $x, y \in A$, let $e A \in \mathscr{R}$ and $g A=\left(R^{\rightarrow} \circ L\right)(y e)$. Then $L(g)=L(y e)$ and so

$$
a(x g)=0 \Leftrightarrow a x \in L(g)=L(y e) \Leftrightarrow a(x y e)=0 .
$$

Thus $L(x g)=L(x y e)$ and so

$$
\varphi_{x}\left[\varphi_{y}(e A)\right]=\varphi_{x}(g A)=\left(R^{\rightarrow} \circ L\right)(x g)=\left(R^{\rightarrow} \circ L\right)(x y e)=\varphi_{x y}(e A) .
$$

It follows immediately from this that $x \rightarrow \varphi_{x}$ is a homomorphism.
We close this section by having a careful look at Example 11.2, our goal being to give a concrete interpretation to some of the above results. Let $V$ be a (left) vector space over a division $\operatorname{ring} D$, let $A=\operatorname{Hom}(V)$ be the ring of linear transformations on $V$ and let $L=L(V)$ be the lattice of all subspaces of $V$. Recall that by Example 8.2 the lattice $L$ is atomic, complemented and modular. We break our discussion into several parts.
I. $L$ is isomorphic to $\mathscr{R}(A)$. For each idempotent ( $=$ projection) $e$ in $A$ let $M_{e}=\operatorname{Im}(e)=\{x \in V ; x=e(x)\}$. Clearly $M_{e}$ is a subspace of $V$. If $e \circ A \subseteq f \circ A$, then $e=f \circ e$ and so $x=e(x) \Rightarrow f(x)=f[e(x)]$ $=(f \circ e)(x)=e(x)=x$ whence $M_{e} \subseteq M_{f}$. This shows that the mapping $M: \mathscr{R}(A) \rightarrow L$ given by the prescription $M(e \circ A)=M_{e}$ is both welldefined and isotone. If, on the other hand, $M_{e} \subseteq M_{f}$, then ( $\forall x \in V$ ) $e(x) \in M_{e}-{ }^{"}{ }^{\prime}, \Rightarrow(\forall x \in V) e(x)=f[e(x)]$ whence $e=f \circ e$ and $e \circ A$ $\subseteq f \circ A$. The proof would be complete if we could just show that $M$ mapped $\mathscr{R}$ onto $L$. Accordingly let $Y \in L$ and let $Z$ be a complement ( $=$ supplement) of $Y$ in $L$. Then each $x \in V$ has a unique representation in the form $x=y+z$ where $y \in Y$ and $z \in Z$. If we define $e(x)$ to be this unique vector $y$ then it is easily seen that $e=e \circ e \in A$ and $M_{e}=Y$.
II. We know by Exercise 2.10 that each $t \in A$ induces a residuated mapping $t^{+}$on $L$ with residual $t^{+}$. We also have by Theorem 11.8 that $t$ induces a residuated mapping $\varphi_{t}$ on $\mathscr{R}(A)$ given by the prescription $\varphi_{t}(e \circ A)=\left(R^{\rightarrow} \circ L\right)(t \circ e)$ with $\varphi_{t}^{+}$given by $\varphi_{t}^{+}(e \circ A)=R(t-e \circ t)$. We claim that if $g$ is an idempotent generator of $\left(R^{\rightarrow} \circ L\right)(t \circ e)$, then $M_{g}=t \rightarrow\left(M_{e}\right)$. Also, if $h$ is an idempotent generator of $R(t-e \circ t)$, then $M_{h}=t+\left(M_{e}\right)$.

Proof. Let $g$ project onto $t \rightarrow\left(M_{e}\right)$. We shall show that $g \circ A=(R \rightarrow L)$ ( $t \circ e$ ). Note that $t \rightarrow\left(M_{e}\right)$ is none other than $\operatorname{Im}(t \circ e)$, so by Example 11.2 we have $L(t \circ e)=A \circ(\mathrm{id}-g)$ and hence $(R \rightarrow L)(t \circ e)=R(\mathrm{id}-g)$ $=g \circ A$. Note also that $x \in t^{+}\left(M_{e}\right) \Leftrightarrow t(x) \in M_{e} \Leftrightarrow t(x)=e[t(x)]$ $\Leftrightarrow(t-e \circ t)(x)=0 \Leftrightarrow x$ is in the kernel (= null space) of $t-e \circ t$.

If $h$ projects onto $t^{+}\left(M_{e}\right)$, then by Example 11.2 we have $R(t-e \circ t)$ $=h \circ A$ and $M_{h}=t^{+}\left(M_{e}\right)$.

This shows that each of the following rectangles is commutative:

III. Suppose now that the division ring $D$ is in fact a field. Two linear transformations $s, t$ then induce the same residuated mapping on $L$ if and only if there is a non-zero scalar $\lambda \in D$ such that $s=\lambda t$.

Proof. If $s=\lambda t$ with $\lambda \neq 0$, then the assertion is clear. Suppose then that $s^{\rightarrow}=t^{\rightarrow}$. Denoting by $[x]$ the subspace generated by $\{x\}$, we see that $s^{\rightarrow}([x])=\{0\} \Leftrightarrow t^{\rightarrow}([x])=\{0\}$ and so $s(x)=0 \Leftrightarrow t(x)=0$. Assume that $s(x) \neq 0$. Then $s \rightarrow([x])=t \rightarrow([x]) \Rightarrow s(x)=\lambda_{x} t(x)$ for some non-zero $\lambda_{x}$ in $D$. Similarly, if $s(y) \neq 0$, then $s(y)=\lambda_{y} t(y)$ with $\lambda_{y} \in D$ and $\lambda_{y} \neq 0$. We must show that $\lambda_{x}=\lambda_{y}$.

Case 1. $t(x)=\alpha t(y)$. In this case $t(x-\alpha y)=t(x)-\alpha t(y)=0$ and so $s(x-\alpha y)=0$ whence $s(x)=\alpha s(y)$. But then $\lambda_{x} t(x)=\alpha \lambda_{y} t(y)$ and $\lambda_{x} t(x)=\lambda_{x} \alpha t(y)$ and so $\alpha \lambda_{y}=\lambda_{x} \alpha$ whence we have $\lambda_{x}=\lambda_{y}$.

Case 2. $t(x), t(y)$ linearly independent. In this case we have $s(x)$ $=\lambda_{x} t(x), s(y)=\lambda_{y} t(y)$ and we may certainly write $s(x+y)=\lambda t(x+y)$. Using linearity, we then have

$$
\left\{\begin{array}{l}
s(x+y)=\lambda t(x+y)=\lambda t(x)+\lambda t(y) \\
s(x+y)=s(x)+s(y)=\lambda_{x} t(x)+\lambda_{y} t(y)
\end{array}\right.
$$

from which we deduce that $\left(\lambda-\lambda_{x}\right) t(x)+\left(\lambda-\lambda_{y}\right) t(y)=0$. The linear independence of $t(x), t(y)$ then gives $\lambda_{x}=\lambda=\lambda_{y}$.

Combining the above arguments, we see that if there exists an $x$ such that $s(x) \neq 0$, then $s=\lambda_{x} t$ as desired, and otherwise $s=t=0$.

Remark. If the division ring $D$ is not commutative, then an obvious modification of the argument given in the case 2 will still establish III for linear transformations $s, t$ of rank $>1$. The result fails for transforma-
tions of rank 1. To see this, let $D$ be a non-commutative division ring and consider $D$ as a left vector space over itself. Choose an element $\alpha$ not in the centre of $D$. Define $t: D \rightarrow D$ by $t(x)=x \alpha$. Then $t$ is evidently a linear transformation and $t$ induces the same residuated map as does the identity map. If $t=\lambda$ id then from $1 \alpha=\lambda 1$ we have $\alpha=\lambda$ and so $(\forall x \in D) \alpha x=x \alpha$, a contradiction.

## EXERCISES

11.1. Show that if $e$ is an idempotent in the Baer ring $A$ then $e A e$ is a Baer ring with $\mathscr{R}(e A e)$ isomorphic to the interval in $\mathscr{R}(A)$ from $0 A$ to $e A$. [Hint. If $x \in e A e$ and $R(x)=f A$, then $x(1-e)=0 \Rightarrow 1-e=f(1-e) \Rightarrow e f=e f e$. Show that ef is the idempotent generator of the right annihilator of $x$ in $e A e$ and similarly for left annihilators. The mapping described by $f(e A e) \rightarrow f A$ is then the desired lattice isomorphism.]
11.2. Let $e, f$ be idempotents in the Baer ring $A$ and let $A g=L(f-f e)$. Prove that $g f=g f g$ and $A e \cap A f=A g f$.
11.3. Prove that for a Baer ring $A$ the lattice $\mathscr{R}(A)$ is relatively complemented. [Hint. Use Theorem 11.5 to show that $\mathscr{R}$ is section complemented. Use it again to show that every interval $[e A, f A]$ is isomorphic to one of the form $[0 A, g A]$.]
11.4. Show that for idempotents $e, f$ of a Baer ring $A$,

$$
\varphi_{f}^{+}(e A)=(e A \cap f A) \curlyvee(1-f) A .
$$

11.5. Prove that $e A$ is central in $\mathscr{R}(A)$ if and only if $e f=f e f$ for all idempotents $f \in A$. [Hint. If $e f=f e f$, prove that $e A \cap f A=e f A$. Deduce that if $f A$ is a complement of $e A$ then $e f=0$ and so $f A=(1-e) A$. Now apply Theorem 11.3 and Theorem 9.3.]
11.6. Prove that $\mathscr{R}(A)$ is a Boolean algebra if and only if every idempotent of $A$ is central.
11.7. Prove that the centre $Z$ of the Baer ring $A$ is a Baer ring with $\mathscr{R}(Z)$ isomorphic to the centre of $\mathscr{R}(A)$. [Hint. If $x \in Z$ let $e A=R(x)$ and $A f=L(x)$. Argue that, for $y \in A, e y \in L(x)$ and so $e y=e y f$. Likewise show that $y f=e y f$. Deduce that $e=f$ and $e y=y e$ so that $e \in Z$.
11.8. A Baer ring $A$ is said to be complete if the right annihilator of each subset of $A$ is a principal right ideal generated by an idempotent. Prove that the following statements are equivalent:
(1) $A$ is complete;
(2) the left annihilator of each subset is a principal left ideal generated by an idempotent;
(3) $\mathscr{R}(A)$ is a complete lattice.
[Hint. Observe that for $M \subseteq A$ we have $R(M)=\bigcap_{m \in M} R(m)$.]

## 12. Baer semigroups

The crucial annihilator properties of a Baer ring are essentially properties of its multiplicative semigroup. For this reason it is natural to ask just how far one can go with some sort of semigroup analogue of a Baer ring. In the next few sections such a theory will be introduced. We begin by giving some definitions.

A non-empty subset $M$ of a semigroup $S$ is called a right ideal of $S$ if and only if $x \in M \Rightarrow(\forall y \in S) x y \in M$, a left ideal if $x \in M \Rightarrow(\forall y \in S)$ $y x \in M$ and an ideal in case it is both a right and a left ideal. For each $x \in S$ and each $M \subseteq S$ we agree to write $x M=\{x y ; y \in M\}$ and $M x$ $=\{y x ; y \in M\}$. For each $x \in S$ we define $x S$ to be the principal right ideal generated by $x$ and likewise $S x$ to be the principal left ideal generated by $x$. We let $\operatorname{PLI}(S), \operatorname{PRI}(S)$ denote the set of principal left, right ideals of $S$ with both sets ordered by set inclusion.

Suppose now that $K$ is a distinguished ideal of the semigroup $S$. If $M \subseteq S$, then we define the left $K$-annihilator of $M$ by

$$
L_{K}(M)=\{y \in S ;(\forall m \in M) y m \in K\} .
$$

Similarly, the right $K$-annihilator of $M$ is defined to be

$$
R_{K}(M)=\{y \in S ;(\forall m \in M) m y \in K\} .
$$

In the case where $M=\{x\}$ we shall usually write $L_{K}(x)$ instead of $L_{K}(\{x\})$ and $R_{K}(x)$ instead of $R_{K}(\{x\})$. Clearly every left $K$-annihilator is a left ideal and every right $K$-annihilator is a right ideal of $S$.

Definition. A pair $\langle S ; K\rangle$ is called a Baer semigroup if $S$ is a semigroup and $K$ is an ideal of $S$ having the property that for each $x \in S$ there exist idempotents $e, f \in S$ such that $R_{K}(x)=e S$ and $L_{K}(x)=S f$.

It is important to note that uniqueness of the idempotents is not being postulated. We need not have $e=f$ and there could well exist idempotents $g, h$ such that $e \neq g, f \neq h$ but $e S=g S$ and $S f=S h$. However, it will be very useful to note that for idempotents $e, f$ we have $y \in e S \Leftrightarrow y$ $=e y$ and $y \in S f \Leftrightarrow y=y f$.

Suppose now that $\langle S ; K\rangle$ is a Baer semigroup and let $x \in K$. Then there exist idempotents $e, f$ such that $R_{K}(x)=e S$ and $L_{K}(x)=S f$. Since $K$ is an ideal it is immediate that $S=e S=S f$. Thus $e$ is a left identity and $f$ is a right identity for $S$. It follows easily from this that $e=f$ and is a two-sided identity for $S$; this we shall denote henceforth by 1 . Note that $1 x \in K \Leftrightarrow x 1 \in K \Leftrightarrow x \in K$. It follows that if $R_{K}(1)=g S$ and $L_{K}(1)=S h$, then $K=g S=S h$. It is immediate that $g=h$ is an identity for $K$. Let us denote this by $k$ so that we have $k=k^{2}$ and $K=k S=S k$. Now ( $\forall x \in S$ ) $x k \in K \Rightarrow x k=k x k$ and likewise $k x \in K \Rightarrow k x=k x k$. We thus have $(\forall x \in S) k x=x k$. This proves that $K$ is a principal ideal of $S$ generated by an idempotent $k$ which is central in the sense that it commutes with every element of $S$. For this reason, we shall henceforth speak of a Baer semigroup as being a pair $\langle S ; k\rangle$ where $S$ is a semigroup and $k$ is a central idempotent of $S$ having the property that for each $x \in S$ there exist idempotents $e, f$ such that $R_{k}(x)=e S$ and $L_{k}(x)=S f$ where we write $R_{k}(x)$ instead of $R_{k s}(x)$ and $L_{k}(x)$ instead of $L_{s k}(x)$. The element $k$ will be called the focus of $S$ and the ideal $k S$ the focal ideal. It will prove convenient to let $\mathscr{L}_{k}=\mathscr{L}_{k}(S)=\left\{L_{k}(x) ; x \in S\right\}$ and $\mathscr{R}_{k}=\mathscr{R}_{k}(S)=\left\{R_{k}(x)\right.$; $x \in S\}$ with both sets ordered by set inclusion. The symbols $e, f, g, h$ with or without subscripts or superscripts will be used exclusively in connection with Baer semigroups to denote idempotents. It will at times prove useful to let $e^{\prime}$ denote an idempotent generator of $R_{k}(e)$ and $e^{\#}$ an idempotent generator of $L_{k}(e)$.

Before proceeding, we give some examples of Baer semigroups.
Example 12.1. The multiplicative semigroup of any Baer ring; more generally, any subsemigroup $M$ of the multiplicative semigroup of a Baer ring, provided that $M$ contains all of the idempotents. In this case we have a Baer semigroup with focus 0 .

Example 12.2. Any semigroup with 0 and 1 having no proper zero divisors.

Example 12.3. Let $S$ be a pseudo-complemented semilattice. Then $\langle S ; 0\rangle$ forms an abelian Baer semigroup with respect to multiplication defined by $x y=x \cap y$. Here every element is a central idempotent and for each $x \in S$ we have $R_{0}(x)=L_{0}(x)=x^{*} S$, where $x^{*}$ denotes the
pseudo-complement of $x$. This class of Baer semigroups will prove to be a useful source of examples and counter-examples.

Example 12.4. Let $X$ be a non-empty set and let $\operatorname{Rel}(X)$ denote the set of binary relations on $X$. Given $S, T \in \operatorname{Rel}(X)$, define $S \circ T$ by the prescription $x(S \circ T) y \Leftrightarrow(\exists z \in X) x T z$ and $z S y$. If $S \in \operatorname{Rel}(X)$ and $M \subseteq X$, define $S(M)=\{y \in X ;(\exists x \in M) x S y\}$. We define the domain and image of a relation $S$ by $\operatorname{Dom} S=S^{t}(X)$ and $\operatorname{Im} S=S(X)$, where $S^{t}$ denotes the converse of $S$. For each subset $M$ of $X$ define $I_{M}$ by $x I_{M} y \Leftrightarrow x=y \in M$. Note that $I_{M}=I_{M} \circ I_{M} \in \operatorname{Rel}(X)$. Given $S, T \operatorname{in} \operatorname{Rel}(X)$ and $M \subseteq X$, we point out that $(S \circ T)(M)=S[T(M)]$. We leave to the reader the routine verification that this operation turns $\operatorname{Rel}(X)$ into a semigroup whose zero element is the empty relation on $X$ while we concentrate our efforts on showing that it is a Baer semigroup. Suppose first that $S \circ T=\varnothing$. If $z \in \operatorname{Im} T$ then we cannot have $z \in \operatorname{Dom} S$ and so $\operatorname{Im} T \subseteq[\operatorname{Dom} S]^{\prime}$, the complement of the domain of $S$. If, on the other hand, $\operatorname{Im} T \subseteq[\operatorname{Dom} S]^{\prime}$, it is clear that there can be no elements $x, y$ such that $x(S \circ T) y$ and so $S \circ T=\emptyset$. Let us now observe that if $T=I_{A} \circ T$ then $\operatorname{Im} T=T(X)$ $=I_{A}[T(X)] \subseteq I_{A}(X)=A$ while if $\operatorname{Im} T \subseteq A$ then $x T y \Rightarrow y I_{A} y$ and so $T=I_{A} \circ T$. It is immediate that $R_{\varnothing}(S)=I_{A} \circ \operatorname{Rel}(X)$ with $A=[\operatorname{Dom} S]^{\prime}$. Making use of the fact that $T \circ S=\varnothing \Leftrightarrow S^{t} \circ T^{t}=\varnothing$, a dual argument produces the fact that $L_{\varnothing}(S)=\operatorname{Rel}(X) \circ I_{B}$, where $B=\left[\operatorname{Dom} S^{t}\right]^{\prime}$ $=[\operatorname{Im} S]^{\prime}$. Thus $\langle\operatorname{Rel}(X) ; \varnothing\rangle$ is a Baer semigroup.

We are now ready to develop some of the theory of Baer semigroups. Until further notice, we shall be dealing with a Baer semigroup $\langle S ; k\rangle$. The proof of the first result is so similar to that of Theorem 11.1 that it will be omitted.

Theorem 12.1. (1) The mappings $\hat{L}_{k}: \operatorname{PRI}(S) \rightarrow \operatorname{PLI}(S), \hat{R}_{k}: \operatorname{PLI}(S)$ $\rightarrow \operatorname{PRI}(S)$ given by $\hat{L}_{k}(x S)=L_{k}(x), \widehat{R}_{k}(S x)=R_{k}(x)$ set up a Galois connection;
(2) $\hat{L}_{k} \circ \hat{R}_{k} \circ \hat{L}_{k}=\hat{L}_{k}$ and $\hat{R}_{k} \circ \hat{L}_{k} \circ \hat{R}_{k}=\hat{R}_{k}$;
(3) $x S \in \mathscr{R}_{k} \Leftrightarrow x S=\left(\widehat{R}_{k} \circ L_{k}\right)(x)$ and $S x \in \mathscr{L}_{k} \Leftrightarrow S x=\left(\hat{L}_{k} \circ R\right)(x)$;
(4) $L_{k}^{\vec{k}}$, the restriction of $\hat{L}_{k}$ to $\mathscr{R}_{k}$, is a dual isomorphism of $\mathscr{R}_{k}$ ontr $\mathscr{L}_{k}$ whose inverse is $R_{k}$, the restriction of $\hat{R}_{k}$ to $\mathscr{L}_{k}$.

It is important to note that the semigroup analogue of Theorem 11.1(6) is not true. A counter-example is provided by the three element chain $S=\{0, a, \pi\}$ with $0<a<\pi$. As in Example 12.3, $\langle S ; 0\rangle$ is a Baer semigroup. In this case we have $\mathscr{R}_{0}(S)=\{0 S, \pi S\}$ and $a=a^{2}$ is an idempotent such that $a S \notin \mathscr{R}_{0}(S)$.

Theorem 12.2. Let $e S, f S \in \mathscr{R}_{k}, \quad S e^{\#}=L_{k}(e), \quad S f^{+}=L_{k}(f)$ and $g S=R_{k}\left(f^{\#} e\right)$. Then $e g=(e g)^{2}$ and $e g S=R_{k}\left(\left\{e^{\#}, f^{\#}\right\}\right)$.

Proof. Note first that $\left(f^{\#} e\right)(e g)=f^{*} e g \in k S$ implies $e g \in R_{k}\left(f^{\#} e\right)$ $=g S$ whence $e g=g e g$ and so $e g=(e g)^{2}$. If $x \in R_{k}\left(\left\{e^{\#}, f^{\#}\right\}\right)$, then $e^{*} x \in k S \Rightarrow x \in R_{k}\left(e^{*}\right)=\left(R_{k}^{\vec{*}} \circ L_{k}\right)(e)=e S \Rightarrow x=e x$ and so $f^{*} e x$ $=f^{\#} x \in k S$ puts $x$ in $R_{k}\left(f^{\#} e\right)=g S$ and consequently $x=g x=e g x$. If conversely $x=e g x$ then $e^{\#} x=e^{\#} \operatorname{eg} x \in k S$ and $f^{\#} x=f^{\#} \operatorname{eg} x \in k S$ whence we have $x \in R_{k}\left(\left\{e^{\#}, f^{\#}\right\}\right)$.

Theorem 12.3. $\mathscr{R}_{k}(S)$ and $\mathscr{L}_{k}(S)$ are bounded dually isomorphic lattices.
Proof. $k S$ is clearly the smallest element of both $\mathscr{R}_{k}$ and $\mathscr{L}_{k}$. With the same notation as in Theorem 12.2, it is clear that e $e, f S \in \mathscr{R}_{k}$ imply that egS $=R_{k}\left(\left\{e^{\#}, f^{\#}\right\}\right)$ is the set-theoretic intersection of $e S$ and $f S$. Now egS $\subseteq e S$ implies that $\left(R_{k}^{\vec{*}} \circ L_{k}\right)(e g) \subseteq\left(R_{k}^{\overrightarrow{ }} \circ L_{k}\right)(e)=e S$ and similarly $\left(R_{k}^{\overrightarrow{ }} \circ L_{k}\right)(e g) \subseteq f S$ forces $\left(R_{k}^{\vec{*}} \circ L_{k}\right)(e g) \subseteq e g S$. It follows that $\left(R_{k}^{\vec{k}} \circ L_{k}\right)(e g)=e g S$ so $e g S=e S \cap f S$ in $\mathscr{R}_{k}(S)$. This shows that $\mathscr{R}_{k}$ is an $\cap$-semilattice with 0 . A dual argument produces the fact that $\mathscr{L}_{k}$ is an $\cap$-semilattice with 0 and the theorem now follows by Theorem 12.1(4).

Remarks. (1) Note that while the intersection operation in $\mathscr{R}_{k}$ is settheoretic, the union operation is generally not set-theoretic. Indeed, we have $e S \curlyvee f S=R_{k}\left(S e^{\#} \cap S f^{\#}\right)$. With notation as in Theorem 12.2, if $h S=R_{k}\left(e^{\#} f\right)$, then a symmetric argument will yield $f h=(f h)^{2}$ and $f h S=f S \cap e S$. We shall also have occasion to make use of the fact that $e g S=e S \cap g S$ and $f h S=f S \cap h S$. This follows immediately from the equations $e g=g e g, f h=h f h$.
(2) If $\langle S ; k\rangle$ is a Baer semigroup and if the law of composition $\odot$ is defined on $S$ by $x \odot y=y x$, then there results a new Baer semigroup $\left\langle S^{*} ; k\right\rangle$ which we call the dual of $\langle S ; k\rangle$. It is obvious that there exists a
natural isomorphism between $\mathscr{L}_{k}\left(S^{*}\right)$ and $\mathscr{R}_{k}(S)$ as well as between $\mathscr{R}_{k}\left(S^{*}\right)$ and $\mathscr{L}_{k}(S)$. Making use of this, we can dualize theorems involving $\mathscr{R}_{k}$ to corresponding results involving $\mathscr{L}_{k}$ by interchanging the rôles of the left and right annihilators and reversing all multiplications. As an example of this, we may dualize the above remarks as follows: let $S e, S f \in \mathscr{L}_{k}$, $e^{\prime} S=R_{k}(e), f^{\prime} S=R_{k}(f), S g=L_{k}\left(e f^{\prime}\right)$ and $S h=L_{k}\left(f e^{\prime}\right)$; then $g e, h f$ are idempotents with

$$
S e \cap S f=S g \cap S e=S g e=S h \cap S f=S h f
$$

We saw in the previous section that if $A$ is a Baer ring, then $\mathscr{R}(A)$ is a bounded relatively complemented lattice. We now ask what properties are enjoyed by the lattice of right $k$-annihilators of a Baer semigroup $\langle S ; k\rangle$. The answer is quite startling: any bounded lattice is isomorphic to the lattice of right $k$-annihilators of some Baer semigroup $\langle S ; k\rangle$ ! In connection with this, it will prove convenient to say that the lattice $L$ is coordinatized by the Baer semigroup $\langle S ; k\rangle$, or that $\langle S ; k\rangle$ is a coordinatizing Baer semigroup for $L$, in case $L$ is isomorphic to $\mathscr{R}_{k}(S)$. It is at this point that we must return to a consideration of residuated mappings.

Let $E$ be a bounded ordered set. Given $e \in E$ we leave to the reader the routine verification that the mappings $\alpha_{e}, \beta_{e}: E \rightarrow E$ described by

$$
\alpha_{e}(x)=\left\{\begin{array}{lll}
e & \text { if } & x \neq 0 ; \\
0 & \text { if } & x=0,
\end{array} \quad \beta_{e}(x)=\left\{\begin{array}{lll}
\pi & \text { if } & x \neq e ; \\
0 & \text { if } & x \leq e,
\end{array}\right.\right.
$$

are idempotent elements of $\operatorname{Res}(E)$ with associated residual maps given by

$$
\alpha_{e}^{+}(x)=\left\{\begin{array}{lll}
\pi & \text { if } & x \geq e ; \\
0 & \text { if } & x \neq e,
\end{array} \quad \beta_{e}^{+}(x)=\left\{\begin{array}{lll}
e & \text { if } & x \neq \pi \\
\pi & \text { if } & x=\pi
\end{array}\right.\right.
$$

Likewise, if $E$ is a lattice then the maps $\theta_{e}, \psi_{e}: E \rightarrow E$ described by

$$
\theta_{e}(x)=\left\{\begin{array}{ll}
x & \text { if } \\
e & x \leq e ; \\
e & \text { if } x \nsubseteq e,
\end{array} \quad \psi_{e}(x)=\left\{\begin{array}{ccc}
0 & \text { if } x \leq e ; \\
x \cup e & \text { if } x \nsubseteq e,
\end{array}\right.\right.
$$

are idempotent elements of $\operatorname{Res}(E)$ with associated residual maps given by

$$
\theta_{e}^{+}(x)=\left\{\begin{array}{cc}
\pi & \text { if } \quad x \geq e ; \\
x \cap e & \text { if } \quad x \geq e,
\end{array} \quad \psi_{e}^{+}(x)=\left\{\begin{array}{ccc}
x & \text { if } & x \geq e ; \\
e & \text { if } & x \geq e .
\end{array}\right.\right.
$$

For an arbitrary bounded ordered set $E$ we have, by Theorem 2.11, that $\operatorname{Res}(E)$ is an ordered semigroup. The identity map serves as the multiplicative identity element and the zero map is the multiplicative zero element. When working with 0 -annihilators in a semigroup with 0 , we shall often omit the subscripts and write $R$ in place of $R_{0}$, etc. Our immediate goal is to decide what it means for $\langle\operatorname{Res}(E) ; 0\rangle$ to be a Baer semigroup.

Theorem 12.4. Let $E$ be a bounded ordered set. Then in $S=\operatorname{Res}(E)$
(1) $\theta \circ \varphi=0$ if and only if $\varphi(\pi) \leq \theta^{+}(0)$;
(2) if $R(\theta)=\varphi \circ S$ with $\varphi=\varphi^{2}$ then $\varphi(\pi)=\theta^{+}(0)$.

Proof. (1) Since $\theta, \varphi$ are isotone $\theta \circ \varphi=0$ if and only if $\theta[\varphi(\pi)]=0$. It is clear from the definition of a residuated mapping that this is equivalent to $\varphi(\pi) \leq \theta^{+}(0)$.
(2) If $R(\theta)=\varphi \circ S$ with $\varphi=\varphi^{2}$, then by (1) we have $\varphi(\pi) \leq \theta^{+}(0)$. Now let $\alpha=\alpha_{\theta+(0)}$ defined as above. We see that $\theta \circ \alpha=0$ and so $\alpha=\varphi \circ \alpha$ whence $\theta^{+}(0)=\alpha(\pi)=\varphi[\alpha(\pi)] \leq \varphi(\pi)$ and hence $\varphi(\pi)=\theta^{+}(0)$.

Theorem 12.5. Let $E$ be a bounded ordered set. If $\langle\operatorname{Res}(E) ; 0\rangle$ is a Baer semigroup then $E$ is a lattice and $\langle\operatorname{Res}(E) ; 0\rangle$ coordinatizes $E$.

Proof. Let $S=\operatorname{Res}(E)$ and let $L=\mathscr{R}(S)$. Then by Theorem 12.3 we know that $L$ is a lattice. By the result of Theorem 12.4, we can define a mapping $f: L \rightarrow E$ by the prescription $f(\xi \circ S)=\xi(\pi)$, where $\xi$ is an idempotent generator of $\xi \circ S$. Note that $\xi \circ S \leq \eta \circ S \Rightarrow \xi=\eta \circ \xi$ and so $\xi(\pi)=\eta[\xi(\pi)] \leq \eta(\pi)$. If, on the other hand, $\xi(\pi) \leq \eta(\pi)$ and if $\eta \circ S=R(\theta)$, then $\xi(\pi) \leq \eta(\pi)=\theta^{+}(0)$ implies $\xi \in R(\theta)$ and so $\xi \circ S$ $\leq \eta \circ S$. We thus have $f(\xi \circ S) \leq f(\eta \circ S) \Leftrightarrow \xi \circ S \leq \eta \circ S$. It remains to show that $f$ is surjective. Accordingly, let $x \in E$. Then $\beta_{x} \in S$ and if $R\left(\beta_{x}\right)=\varphi \circ S$ with $\varphi=\varphi^{2}$, then, by Theorem 12.4, $f(\varphi \circ S)=\varphi(\pi)$ $=\beta_{x}^{+}(0)=x$.

Theorem 12.6. For a bounded ordered set E the following conditions are equivalent:
(1) $E$ is a lattice;
(2) $\operatorname{Res}(E)$ is a Baer semigroup with focus 0 ;
(3) E can be coordinatized by a Baer semigroup.
$\operatorname{Proof}$. (1) $\Rightarrow$ (2): If $E$ is a lattice, then $(\forall x \in E) \theta_{x}, \psi_{x} \in \operatorname{Res}(E)$. Given $\theta \in \operatorname{Res}(E)$, recall that $\theta \circ \varphi=0$ if and only if $\varphi(\pi) \leq \theta^{+}(0)$. If we let $x=\theta^{+}(0)$, then we see that $\varphi(\pi) \leq x \Rightarrow \varphi=\theta_{x} \circ \varphi$; and if $\varphi=\theta_{x} \circ \varphi$, then $\varphi(\pi)=\theta_{x}[\varphi(\pi)] \leq \theta_{x}(\pi)=x$. It follows immediately from this that $R(\theta)=\theta_{x} \circ \operatorname{Res}(E)$. A dual argument in the semigroup $\operatorname{Res}^{+}(E)$ will show that $R\left(\theta^{+}\right)=\psi_{y}^{+} \circ \operatorname{Res}^{+}(E)$ with $y=\theta(\pi)$. It follows from this that, in $\operatorname{Res}(E), L(\theta)=\operatorname{Res}(E) \circ \psi_{y}$.
$(2) \Rightarrow(3):$ immediate from Theorem 12.5 .
(3) $\Rightarrow$ (1): immediate from Theorem 12.3.

Although the coordinatization of a lattice by a Baer semigroup is highly non-unique, we shall show that $\operatorname{Res}(L)$ is "universal" in the sense that if $\langle S ; k\rangle$ is a Baer semigroup which coordinatizes $L$ then $\operatorname{Res}^{\prime}(L)$ contains a homomorphic image of $\langle S ; k\rangle$ which is itself a Baer semigroup which coordinatizes $L$. The next few results serve to establish this. In order to simplify notation, we agree to identify $L$ with $\mathscr{R}_{k}(S)$ when $\langle S ; k\rangle$ coordinatizes $L$.

Let $\langle S ; k\rangle$ be a Baer semigroup and let $L=\mathscr{R}_{k}(S)$. As we shall see, for each $x \in S$, we can define mappings $\varphi_{x}: L \rightarrow L$ and $\eta_{x}: \mathscr{L}_{k}(S) \rightarrow \mathscr{L}_{k}(S)$ by the prescriptions

$$
\begin{array}{ll}
\varphi_{x}(e S)=\left(R_{k}^{\overrightarrow{ }} \circ L_{k}\right)(x e) & (e S \in L) \\
\eta_{x}(S f)=\left(L_{k} \circ R_{k}\right)(f x) & \left(S f \in \mathscr{L}_{k}(S)\right) .
\end{array}
$$

As in $\S 11$, the mappings $\varphi_{x}, \eta_{x}$ are related in the following way:
Theorem 12.7. For each $x \in S, \varphi_{x} \in \operatorname{Res}(L)$ with $\varphi_{x}^{+}=R_{k}^{\overrightarrow{ }} \circ \eta_{x} \circ L_{k}^{\vec{~}}$ and $\eta_{x} \in \operatorname{Res}(\mathscr{L})$ with $\eta_{x}^{+}=L_{k}^{\vec{~}} \circ \varphi_{x} \circ R_{k}^{\vec{k}}$.

Proof. Let $e S \subseteq f S$ in $L$. Then $e=f e$, so if $y x f \in k S$ we must have $y x e=y x f e \in k S$ and $L_{k}(x e) \supseteq L_{k}(x f)$. It follows from this that the mapping ${\varphi_{x}}$ is both well-defined and isotone. The remainder of the proof follows almost identically that of Theorem 11.8 and we leave it to the reader.

Corollary. For each $x \in S, \varphi_{x} \in \operatorname{Res}(L)$ with $\varphi_{x}^{+}(e S)=R_{k}\left(e^{\#} x\right)$ where $e S \in L$ and $S e^{\#}=L_{k}(e)$.

Proof. $\varphi_{x}^{+}(e S)=\left(R_{k}^{\vec{~}} \circ \eta_{x} \circ L_{k}\right)(e S)=\left(R_{k}^{\vec{k}} \circ \eta_{x}\right)\left[L_{k}(e)\right]=\left(R_{k}^{\vec{k}} \circ \eta_{x}\right)$ $\left(S e^{\#}\right)=R_{k}^{\vec{~}}\left[\left(L_{k}^{\vec{~}} \circ R_{k}\right)\left(e^{\#} x\right)\right]=R_{k}\left(e^{\#} x\right)$.

If $S, T$ are semigroups and $f: S \rightarrow T$ is a homomorphism, then whenever $T$ has a 0 we define the kernel of $f$ to be the set $f^{-}(0)$. Evidently, the kernel of $f$ is an ideal of $S$.

Theorem 12.8. With notation as in Theorem 12.7, the mapping $x \rightarrow \varphi_{x}$ is a semigroup homomorphism from $S$ to $\operatorname{Res}(L)$ with kernel $k S$. Furthermore, $\bar{S}=\left\{p_{x} ; x \in S\right\}$ is a Baer semigroup with focus 0 which coordinatizes $L$.

Proof. (1) Let $e S \in L, x, y \in S$ and $g S=\left(R_{k} \circ L_{k}\right)(y e)$. Then $L_{k}(g)$ $=\left(L_{k}^{\vec{k}} \circ R_{k} \circ L_{k}\right)(y e)=L_{k}(y e)$ and so

$$
a x g \in k S \Leftrightarrow a x \in L_{k}(g)=L_{k}(y e) \Leftrightarrow a(x y e) \in k S
$$

Thus $L_{k}(x g)=L_{k}(x y e)$ and so

$$
\begin{aligned}
\phi_{x}\left[\varphi_{y}(e S)\right] & =\varphi_{x}\left[\left(R_{k}^{\overrightarrow{ }} \circ L_{k}\right)(y e)\right]=\varphi_{x}(g S)=\left(R_{k}^{\overrightarrow{ }} \circ L_{k}\right)(x g) \\
& =\left(R_{k}^{\overrightarrow{ }} \circ L_{k}\right)(x y e)=\varphi_{x y}(e S) .
\end{aligned}
$$

We deduce from this that $\varphi_{x} \circ \varphi_{y}=\varphi_{x y}$ and so $x \rightarrow \varphi_{x}$ is indeed a semigroup homomorphism.
(2) We shall now show that $k S$ is the kernel of $x \rightarrow \varphi_{x}$. Note first that if $x \in k S$ then $L_{k}(x)=S$ and so $\left(R_{k}^{\left.\overrightarrow{ } \circ L_{k}\right)(x)=k S \text {. Since } \varphi_{x}(e S), ~\left(R_{x}\right)}\right.$ $\subseteq \varphi_{x}(1 S)=\left(R_{k}^{\vec{*}} \circ L_{k}\right)(x 1)=\left(R_{k}^{\vec{*}} \circ L_{k}\right)(x)=k S$, it is immediate that $\varphi_{x}$ is the zero mapping on $L$. If, conversely, $\varphi_{x}=0$, then $\varphi_{x}(1 S)$ $=\left(R_{k}^{\overrightarrow{ }} \circ L_{k}\right)(x 1)=\left(R_{k}^{\vec{~}} \circ L_{k}\right)(x)=k S$ puts $x \in k S$.
(3) Finally, let us show that $\langle\bar{S} ; 0\rangle$ is a Baer semigroup which coordinatizes $L$. Let $\varphi_{x} \in \bar{S}$ with $e S=R_{k}(x)$ in $\langle S ; k\rangle$. Then $\varphi_{x} \circ \varphi_{y}=0$ $\Rightarrow \varphi_{x y}=0 \Rightarrow x y \in k S \Rightarrow y=e y \Rightarrow \varphi_{y}=\varphi_{e} \circ \varphi_{y}$ in $S$. If, on the other hand, $\varphi_{y}=\varphi_{e} \circ \varphi_{y}$, then $\varphi_{x} \circ \varphi_{y}=\varphi_{x} \circ \varphi_{e} \circ \varphi_{y}=\varphi_{x e y}=0$ since $x e y \in k S$. Hence in $\bar{S}$ we have $R\left(\varphi_{x}\right)=\varphi_{e} \circ \bar{S}$. A similar argument applies for left annihilators and so $\langle\bar{S} ; 0\rangle$ is a Baer semigroup. To show that it coordinatizes $L$, it suffices to show that the mapping $e S \rightarrow \varphi_{e} \circ \bar{S}$ is an isomorphism of $L$ onto $\mathscr{R}(\bar{S})$. If $e S \subseteq f S$ in $L$, then $e=f e$ and so $\varphi_{e}=\varphi_{f} \circ \varphi_{e}$ whence $\varphi_{e} \circ \bar{S} \subseteq \varphi_{f} \circ \bar{S}$. If now $\varphi_{e} \circ \bar{S} \subseteq \varphi_{f} \circ \bar{S}$, then $\varphi_{e}=\varphi_{f} \circ \varphi_{e}$ and so

$$
\left(R_{k}^{\vec{k}} \circ L_{k}\right)(e)=\varphi_{e}(1 S)=\left(\varphi_{f} \circ \varphi_{e}\right)(1 S) \subseteq \varphi_{f}(1 S)=\left(R_{k}^{\vec{~}} \circ L_{k}\right)(f) .
$$

Since $e S, f S \in L$ we deduce that $e S=\left(R_{k}^{\vec{*}} \circ L_{k}\right)(e) \subseteq\left(R_{k}^{\vec{~}} \circ L_{k}\right)(f)=f S$. Since we have already shown that for $\varphi_{x} \in \bar{S}, R\left(\varphi_{x}\right)=\varphi_{e} \circ \bar{S}$ where $e S=R_{k}(x)$ in $\langle S ; k\rangle$, the mapping $e S \rightarrow \varphi_{e} \circ \bar{S}$ is indeed surjective. We conclude that it is an isomorphism.

By Theorem 12.6, every bounded lattice may be coordinatized by a Baer semigroup, while by Theorem 11.5 the lattice of right annihilators of elements of a Baer ring is complemented (indeed relatively complemented). It is natural to ask just what there is about a Baer ring that forces this difference. Our next result provides the answer: for an idempotent e of $a$ Baer ring $A, e A \in \mathscr{R}(A)$ and $A e \in \mathscr{L}(A)$; this need not hold in a Baer semigroup.

Theorem 12.9. Let $\langle S ; k\rangle$ be a Baer semigroup, let $f S \in \mathscr{R}_{k}(S)$ and let $S f \in \mathscr{L}_{k}(S)$. Iff $S=R_{k}(f)$ then $f S$ andf'S are complements in $\mathscr{R}_{k}(S)$ with $M\left(f^{\prime} S, f S\right)$ and $M^{*}\left(f S, f^{\prime} S\right)$ both true. Furthermore, for all $e S \in \mathscr{R}_{k}(S)$,

$$
\varphi_{f}(e S)=\left(e S \vee f^{\prime} S\right) \cap f S .
$$

Proof. (1) Let $e S \subseteq f S$ so that $e=f e$. Setting $S e^{\#}=L_{k}(e)$ we see that $e^{\#} f e=e^{\#} e \in k S$ implies $e^{\#} f=e^{\#} f e^{\#}$. It follows that $e^{*} f=\left(e^{\#} f\right)^{2}$ and $S e^{\#} \cap S f=S e^{\#} f$. If $h S=R_{k}\left(e^{*} f\right)$, then by Theorem 12.2 we have $f h=(f h)^{2}$ and $f h S=f S \cap h S=e S \cap f S$ [see the remarks following Theorem 12.3]. Hence

$$
\begin{aligned}
e S=e S \cap f S=h S \cap f S & =R_{k}\left(e^{\#} f\right) \cap f S=\left[R_{k}^{\vec{~}}\left(S e^{\#} \cap S f\right)\right] \cap f S \\
& =\left(e S \vee f^{\prime} S\right) \cap f S .
\end{aligned}
$$

Setting $e=0$ we obtain $f^{\prime} S \cap f S=0 S$ and $M\left(f^{\prime} S, f S\right)$ follows.
(2) Setting $S f^{\#}=L_{k}(f)$, a dual argument on $\mathscr{L}_{k}(S)$ will yield the fact that $S f^{\#} \cap S f=S 0$ with $M\left(S f^{\#}, S f\right)$. Making use of the fact that $R_{k}^{\vec{k}}$ is a dual isomorphism of $\mathscr{L}_{k}$ onto $\mathscr{R}_{k}$ such that $R_{k}^{\vec{k}}\left(S f^{\#}\right)=f S$ and $R_{k}^{\vec{*}}(S f)=f^{\prime} S$, it is immediate that $f S \vee f^{\prime} S=1 S$ with $M^{*}\left(f S, f^{\prime} S\right)$.
(3) Recall that $\varphi_{f}(e S)=\left(R_{k}^{\overrightarrow{ }} \circ L_{k}\right)(f e)$. Let $S g=L_{k}(f e), S f^{*}=L_{k}(f)$ and $S e^{*}=L_{k}(e)$. Then by the remarks following Theorem 12.3 we have $g f=g f g=(g f)^{2}$ and $S e^{*} \cap S f=S g \cap S f=S g f$. Now $f^{\#} f e \in k S$ implies $f^{\#} \in S g$ and so $S f^{*} \subseteq S g$ and $g^{\prime} S=R_{k}(g) \subseteq f S$. Using $M\left(f^{\prime} S, f S\right)$
we conclude that

$$
\begin{aligned}
g^{\prime} S=\left(g^{\prime} S \curlyvee f^{\prime} S\right) \cap f S & =R_{k}^{\vec{k}}(S g \cap S f) \cap f S=R_{k}^{\vec{k}}\left(S e^{\#} \cap S f\right) \cap f S \\
& =\left(e S \curlyvee f^{\prime} S\right) \cap f S .
\end{aligned}
$$

Our next item of business is to investigate the various possible focal ideals of a Baer semigroup. In connection with this, the next result will be used often enough to warrant its presentation as a theorem.

Theorem 12.10. Let e be an idempotent element of the Baer semigroup $\langle S ; k\rangle$. If $R_{k}(x e)=f S$ then $e f=f e f$. Dually, if $L_{k}(e x)=S g$ then $g e=g e g$.

Proof. (xe) (ef) $=x e f \in k S \Rightarrow e f \in R_{k}(x e)=f S \Rightarrow e f=f e f$.
Theorem 12.11. If $\langle S ; j\rangle$ and $\langle S ; k\rangle$ are Baer semigroups then so also is $\langle S ; j k\rangle$.

Proof. For $x \in S$ let $R_{j}(x)=e S$ and $R_{k}(x e)=f S$. Then by Theorem 12.10 we have $e f=f e f$ and so $e f$ is idempotent. If $y=e f y$ then $y=e y$ and $x y=x e y \in j S$ since $x e \in j S$. But now $x y=x e f y \in k S$ since $f y \in R_{k}(x e)$. Hence $x y \in j k S$. If $x y \in j k S$, then $x y \in j S$ and $x y \in k S$. Now $x y \in j S$ implies $y=e y$ and then $x y=x e y \in k S$ implies $y=f y$ and so $y=e f y$. Hence we have $R_{j k}(x)=e f S$ with $e f=(e f)^{2}$. A dual argument applies for left annihilators.

We now present the semigroup analogue of Exercise 11.1.
Theorem 12.12. Let e be an idempotent element of the Baer semigroup $\langle S ; k\rangle$. Then $\langle e S e ; e k\rangle$ is a Baer semigroup with $\mathscr{\mathscr { R }}_{e k}(e S e)$ isomorphic to the set of fixed points of the residuated map $\varphi_{e}$ induced on $\mathscr{R}_{k}(S)$ by e.

Proof. (1) Let $T=e S e$, let $x \in T$ and let $R_{k}(x)=f S$. Note that for $y \in T$,

$$
\begin{gathered}
x y \in e k T \Rightarrow x y \in k S \Rightarrow y=f y \Rightarrow y=e f e y ; \\
y=e f e y \Rightarrow x y=x e f e y=x f e y \in k S \Rightarrow x y \in e k T .
\end{gathered}
$$

Since xefe $=x f e \in e k T$, it is immediate that, in $T$,

$$
R_{e k}(x)=e f e T \text { with } e f e=(e f e)^{2} .
$$

Dually, if $L_{k}(x)=S g$, then $L_{e k}(x)=$ Tege with ege $=(e g e)^{2}$. Thus $\langle T ; e k\rangle$ is a Baer semigroup.
(2) Let $f T \in \mathscr{R}_{e k}(T)$ and $h S=\left(R_{k}^{\vec{~}} \circ L_{k}\right)(f)$ in $S$. Then $L_{k}(f)=L_{k}(h)$ and so

$$
x h \in k S \Leftrightarrow x f \in k S \Leftrightarrow x e f \in k S \Leftrightarrow x e h \in k S .
$$

 Thus $h S$ is a fixed point of $\varphi_{e}$. If $f T \subseteq g T$ then $f=g f$ implies $L_{k}(g) \subseteq L_{k}(f)$ and so $\left(R_{k}^{\vec{*}} \circ L_{k}\right)(f) \subseteq\left(R_{k}^{\left.\overrightarrow{ } \circ L_{k}\right)(g) \text {. If, conversely, } f T, g T \in \mathscr{R}_{e k}(T) \text { with }, ~\left(R_{k}\right)}\right.$ $\left(R_{k}^{\vec{*}} \circ L_{k}\right)(f) \subseteq\left(R_{k}^{\vec{*}} \circ L_{k}\right)(g)$ then $L_{k}(g) \subseteq L_{k}(f)$ in $S$ and so, for $y \in T$, $y g \in e k T \Rightarrow y f \in k S \Rightarrow y f \in k T$. Thus, in $T, L_{e k}(g) \subseteq L_{e k}(f)$ and so $f T=\left(R_{e k}^{\vec{~}} \circ L_{e k}\right)(f) \subseteq\left(R_{e k}^{\rightarrow} \circ L_{e k}\right)(g)=g T$.
(3) The proof would be complete if we could show that the mapping described by $f T \rightarrow\left(R_{k}^{\overrightarrow{ }} \circ L_{k}\right)(f)$ is onto the set of fixed points of $\varphi_{e}$. For this purpose, let $\varphi_{e}(f S)=\left(R_{k}^{\vec{~}} \circ L_{k}\right)(e f)=f S$. Then ef $\subseteq f S$ implies $e f=f e f$ and $L_{k}(e f)=L_{k}(f)$. Let $S f^{\#}=L_{k}(f)$. Then $f^{\#} e f=f^{\#} f e f \in k S$ implies $f^{\#} e=f^{*} e f^{\#}$. We claim that in $T$ we have $R_{e k}\left(e f^{\#} e\right)=e f e T$. To see this, note that for $y \in T$,

$$
\begin{aligned}
e f^{\#} e y \in e k T & \Rightarrow e f^{\#} y \in e k T \Rightarrow f^{\#} e f^{\#} y=f^{\#} e y=f^{\#} y \in k S \\
& \Rightarrow y \in R_{k}\left(f^{\#}\right)=f S \\
& \Rightarrow y=f y=e f e y
\end{aligned}
$$

Since $\left(e f^{\#} e\right)(e f e)=e\left(f^{\#} e\right)(f e)=e f^{\#} e f^{\#} f e \in e k T$, we see that $e f e=(e f e)^{2}$ and $R_{e k}\left(e f^{*} e\right)=e f e T$, so $e f e T \in \mathscr{R}_{e k}(T)$. Now for $y \in S$,

$$
\begin{aligned}
& y f \in k S \Rightarrow y e f \in k S \Rightarrow y e f e \in k S \\
& y e f e \in k S \Rightarrow \text { yefe } \in k S \Rightarrow \text { yeef }=y e f \in k S \Rightarrow y f \in k S .
\end{aligned}
$$

Hence

$$
f S=\left(R_{k}^{\vec{~}} \circ L_{k}\right)(f S)=\left(R_{k}^{\vec{~}} \circ L_{k}\right)(e f e)
$$

We close this section by presenting two final examples of Baer semigroups.

Example 12.5. Let $V$ be a left vector space over a division ring $D$. By a semilinear transformation of $V$ we shall mean a pair $\left(s^{\prime}, s^{\prime \prime}\right)$ where
(1) $s^{\prime}$ is an automorphism of $D$;
(2) $s^{\prime \prime}: V \rightarrow V$;
(3) $(\forall x, y \in V) s^{\prime \prime}(x+y)=s^{\prime \prime}(x)+s^{\prime \prime}(y)$;
(4) $(\forall \lambda \in D)(\forall x \in V) s^{\prime \prime}(\lambda x)=s^{\prime}(\lambda) s^{\prime \prime}(x)$.

If $s=\left(s^{\prime}, s^{\prime \prime}\right)$ and $t=\left(t^{\prime}, t^{\prime \prime}\right)$ are semilinear transformations on $V$, we define their product by $s t=\left(s^{\prime} \circ t^{\prime}, s^{\prime \prime} \circ t^{\prime \prime}\right)$. Note that $k=(\mathrm{id}, 0)$ is a central idempotent element for this law. Note also that every linear transformation $s$ may be identified naturally with the semilinear transformation (id, s); and that if $t=\left(t^{\prime}, t^{\prime \prime}\right)$ is any semilinear transformation then for any subspace $M$ of $V$ both $t^{\prime \prime \rightarrow}(M)$ and $t^{\prime \prime}(M)$ are subspaces. By an argument similar to that given in Example 11.3, we can show that the set of semilinear transformations of $V$ forms with respect to the focus $k$ a Baer semigroup which coordinatizes the lattice of all subspaces of $V$.

As a preliminary to the next example, we consider a $T_{1}$-topological space ( $X, \mathscr{T}$ ). The reader will no doubt recall that a $T_{1}$-topological space is one in which every singleton subset is closed. It is easy to show that the set $L(X)$ of closed subsets of $X$, when ordered by set inclusion, forms a complete atomistic distributive lattice; furthermore, the union and intersection operations in $L(X)$ are both set-theoretic [for finite subsets of $L(X)]$. Given $A \subseteq X$ let us agree to write $A^{-}$for the closure of $A$. If $R$ is a binary relation on $X$ we can define a mapping $\eta_{R}: L(X) \rightarrow L(X)$ by the prescription $\eta_{R}(M)=\left[\xi_{\mathbf{R}}(M)\right]^{-}$, where $\xi_{R}(M)$ is defined as in Exercise 4.15. By Exercise 5.9, $\eta_{R}$ is residuated if and only if, for each $A \in L(X)$, the set $\left(!\circ \xi_{R^{t}} \circ!\right)(A)$ contains a largest closed subset of $X$. By the $T_{1}$ axiom, this clearly forces $\left(? \circ \xi_{R^{t}} \circ!\right)(A)$ to be closed. We thus have

$$
\begin{aligned}
\eta_{R} \text { residuated } & \Leftrightarrow\left\{A \text { closed } \Rightarrow\left(!\circ \xi_{R^{t}} \circ \ell\right)(A) \text { closed }\right\} \\
& \Leftrightarrow\left\{B \text { open } \Rightarrow\left(!\circ \xi_{R^{t}}\right)(B) \text { closed }\right\} \\
& \Leftrightarrow\left\{B \text { open } \Rightarrow R^{t}(B) \text { open }\right\} .
\end{aligned}
$$

This suggests that relations $R$ having the property that $B$ open $\Rightarrow R^{t}(B)$ open might be of some interest and leads us to:

Example 12.6. Let ( $X, \mathscr{T}$ ) be a topological space. We shall call a relation $R$ on $X$ continuous if it satisfies the property $B$ open $\Rightarrow R^{t}(B)$ open. Let $\mathrm{CR}(X)$ denote the set of all continuous relations on $X$. With respect to the law of composition introduced in Example 12.4, CR ( $X$ ) clearly forms a semigroup whose zero element is the empty relation $\varnothing$. For an arbitrary subset $A$ of $X$, it will prove convenient to denote the closure mapping $A \rightarrow A^{-}$by writing $\mathrm{Cl}(A)$ for $A^{-}$. Then, with notation as in Example 12.4 we see that for $S, T \in \mathrm{CR}(X)$,

$$
\begin{aligned}
S \circ T=\varnothing \Leftrightarrow \operatorname{Im} T \subseteq!(\operatorname{Dom} S) & \Leftrightarrow \mathrm{Cl}(\operatorname{Im} T) \subseteq!(\operatorname{Dom} S) \\
& \Leftrightarrow \operatorname{Dom} S \subseteq(!\circ \mathrm{Cl})(\mathrm{Im} T) .
\end{aligned}
$$

Note that for $A$ open, $I_{A}$ is continuous and

$$
\operatorname{Dom} S \subseteq A \Leftrightarrow(x S y \Rightarrow x \in A) \Leftrightarrow S=S \circ I_{A}
$$

Thus with $A=(\underline{( } \circ \mathrm{Cl})(\operatorname{Im} T)$ we have $S \circ T=\varnothing \Leftrightarrow S=S \circ I_{A}$ and so $L_{\varnothing}(T)=\mathrm{CR}(X) \circ I_{A}$.

Before examining the right $\varnothing$-annihilator of $T$ it will prove convenient to introduce another class of continuous relations. If $B$ is open, define $J_{B}$ by

$$
x J_{B} y \Leftrightarrow\left\{\begin{array}{llll}
\text { either } & x \notin B & \text { and } & x=y \\
\text { or } & x \in B & \text { and } & y \notin B .
\end{array}\right.
$$

Note that $\operatorname{Dom} J_{B}=X$ and $\operatorname{Im} J_{B}=!(B)$. If $M$ is open and $M \subseteq B$ then $J_{B}^{t}(M)=\varnothing$; and if there is an element $y \in M \cap ?(B)$, then $x J_{B} y$ for all $x \in B$ and $y J_{B} y$. It follows that $J_{B}^{t}(M)=[M \cap(B)] \cup B=M \cup B$ which is open. [Note that the operations here are set-theoretic union and intersection.] This shows that $J_{B} \in \operatorname{CR}(X)$. The most important fact that we shall require about $J_{B}$ is that

$$
\begin{equation*}
S=J_{B} \circ S \Leftrightarrow \operatorname{Im} S \subseteq ?(B) \tag{}
\end{equation*}
$$

To see this, we first assume that $\operatorname{Im} S \subseteq!(B)$. Then $x S y \Rightarrow y \notin B \Rightarrow y J_{B} y$ $\Rightarrow x\left(J_{B} \circ S\right) y$, and if $x\left(J_{B} \circ S\right) y$, then for some $z \in X$ we must have $x S z$ and $z J_{B} y$. But $x S z$ implies $z \notin B$ and then $z J_{B} y$ forces $z=y$ and so $x S y$. Hence if $\operatorname{Im} S \subseteq!(B)$, then $S=J_{B} \circ S$. On the other hand, if $S=J_{B} \circ S$,
then

$$
\operatorname{Im} S=S(X)=\left(J_{B} \circ S\right)(X)=J_{B}[S(X)] \subseteq J_{B}(X)=\operatorname{Im} J_{B}=?(B) .
$$

Since $\operatorname{Im} J_{B}=?(B)$, it is immediate that $J_{B}=J_{B} \circ J_{B}$.
Let us now return to our continuous relation $T$. We know that $T \circ S$
$=\varnothing$ if and only if $\operatorname{Im} S \subseteq!(\operatorname{Dom} T)$. Set $B=\operatorname{Dom} T$, which is open since $T$ is continuous. Then by $\left({ }^{*}\right)$ we have

$$
T \circ S=\varnothing \Leftrightarrow \operatorname{Im} S \subseteq l(B) \Leftrightarrow S=J_{B} \circ S
$$

and so $R_{\varnothing}(T)=J_{B} \circ \mathrm{CR}(X)$. We have thus shown that $\langle\mathrm{CR}(X) ; \varnothing\rangle$ is a Baer semigroup.

Our final goal is to show that $\langle\mathrm{CR}(X) ; \varnothing\rangle$ coordinatizes $L(X)$, the lattice of closed subsets of $X$. We define $f: \mathscr{R}_{\mathscr{Q}} \rightarrow L(X)$ by the prescription $f\left(J_{B} \circ \mathrm{CR}(X)\right)=?(B)$ and note that, by $\left({ }^{*}\right)$,

$$
J_{B} \circ \mathrm{CR}(X) \subseteq J_{A} \circ \mathrm{CR}(X) \Leftrightarrow J_{B}=J_{A} \circ J_{B} \Leftrightarrow ?(B) \subseteq ?(A) .
$$

We would therefore be done if we could show that $f$ mapped $\mathscr{R}_{\mathscr{D}}$ onto $L(X)$. Now if $M \in L(X)$ and $B=?(M)$, then $I_{B} \in \mathrm{CR}(X)$ with $R_{\varnothing}\left(I_{B}\right)$ $=J_{B} \circ \mathrm{CR}(X)$ and $f\left(J_{B} \circ \mathrm{CR}(X)\right)=!(B)=M$. This completes the proof.

## EXERCISES

12.1. Let $E$ be a bounded ordered set. Show that the right 0 -annihilator of every element of $\operatorname{Res}(E)$ is a principal order ideal of Res $(E)$. [Hint. use Theorem 12.4(1).]
12.2. Let $E$ be a bounded ordered set. Show that the mapping of $\operatorname{Res}(E)$ to $E$ given by $\varphi \rightarrow \varphi(\pi)$ is residuated with $x \rightarrow \alpha_{x}$ the associated residual map.
12.3. Call a Baer semigroup $\langle S ; k\rangle$ complete if the right $k$-annihilator of every subset of $S$ is a principal right ideal generated by an idempotent. Show that if $\langle S ; k\rangle$ is complete then the left $k$-annihilator of every subset of $S$ is a principal left ideal generated by an idempotent. [Hint. Use the fact that $L_{\vec{k}}=L_{k} \circ R_{k}{ }^{\circ} L_{\vec{k}}$ and $\left.R_{\boldsymbol{k}}=R_{\vec{k}} \circ L_{\vec{k}} \circ R_{k} \cdot\right]$ Show further that the following three conditions are equivalent:
(1) $E$ is a complete lattice;
(2) $\langle\operatorname{Res}(E) ; 0\rangle$ is a complete Baer semigroup;
(3) $E$ can be coordinatized by a complete Baer semigroup.
[Hint. It is useful to observe that for a subset $M$ of a Baer semigroup $S, x \in R_{k}(M)$ $\Leftrightarrow(\forall m \in M) x \in R_{k}(m)$.]
12.4. Let $\langle S ; k\rangle$ be a Baer semigroup. Define a relation $R$ on $S$ by setting $x R y$ $\Leftrightarrow(x=y$ or $x, y \in k S)$. Show that $R$ is an equivalence relation on $S$ which is compatible with multiplication. Show also that $S / R$ has a zero element and that $\langle S / R ; 0\rangle$ is a Baer semigroup whose lattice of right 0 -annihilators is isomorphic to $\mathscr{R}_{k}(S)$.
12.5. Let $e, f$ be idempotent elements of the semigroup $S$ and suppose that $e f=f e$. Show that if $\langle e S e ; j\rangle$ and $\langle f S f ; k\rangle$ are each Baer semigroups then so also is $\langle e f S e f ; j k\rangle$. [Hint. Use Theorems 12.11 and 12.12.]
12.6. Let $(X, \mathscr{F})$ be a $T_{1}$-topological space. With notation as in the remark preceding Example 12.6, show that the mapping $R \rightarrow \eta_{R}$ is a semigroup homomorphism of $\mathrm{CR}(X)$ onto Res [ $L(X)]$. [Hint. To show that the mapping is a homomorphism, it may be more convenient to work with the associated residual maps. To show that the mapping is onto, let $\varphi \in \operatorname{Res}[L(X)]$ and define $R$ by $x R y \Leftrightarrow y \in \varphi^{\rightarrow}(\{x \mid)$. Argue that for $A$ open, $R^{t}(A)=\left(\eta^{\circ} \varphi^{+\circ} \eta\right)(A)$ and so $R$ is continuous. Finally, use the fact that $\eta_{R}$ and $\varphi$ agree on the atoms of $L(X)$ to deduce that they are equal.]
12.7. Let $\langle S ; k\rangle$ be a Baer semigroup with $L=\mathscr{R}_{k}(S)$. Then the set $\mathscr{L}=\left\{R_{k}(M)\right.$; $M \subseteq S\}$ is a complete lattice when ordered by set inclusion. Show that $\mathscr{L}$ is isomorphic to $\bar{L}$ the MacNeille completion of L. [Hint. Given $M \in \mathscr{L}$ define $\varphi(M)=\left\{\left(R_{k} \subset L_{k}\right)(x)\right.$; $x \in M\}$. Then $\varphi: \mathscr{L} \rightarrow \bar{L}$ is the desired isomorphism with $\varphi^{-1}$ given by $\varphi^{-1}(J)$ $=\left\{x \in S ;\left(R_{k} \circ L_{k}\right)(x) \in J\right\}$ for all $J \in \bar{L}$. The key item in proving this is the observation that, for $x, y \in S$,

$$
y x \in k S \Leftrightarrow \varphi_{y} \circ \varphi_{x}=0 \Leftrightarrow \varphi_{x}(\pi) \leq \varphi_{y}^{+}(0) \Leftrightarrow\left(R_{k} \circ L_{k}\right)(x) \subseteq R_{k}(y)
$$

Hence $y \in L_{k}(M) \Leftrightarrow R_{k}(y)$ is an upper bound for $\varphi(M)$.]

## 13. Range-closed residuated mappings

We turn now to the study of an extremely important class of residuated mappings, the consideration of which will be intimately related to the notions of modularity in a lattice. Let $P, Q$ be ordered sets. A mapping $f \in \operatorname{Res}(P, Q)$ will be called range-closed if $\operatorname{Im} f$ is an (order) ideal of $Q$. Dually, we say that $f$ is dually range-closed if $\operatorname{Im} f^{+}$is a filter of $P$. Finally, we shall say that $f$ is weakly regular if it is both range-closed and dually range-closed.

We begin with a characterization of range-closed residuated mappings between bounded ordered sets, the unbounded case being left for consideration in the exercises.

Theorem 13.1. Let $P, Q$ be bounded ordered sets. For $f \in \operatorname{Res}(P, Q)$ the following conditions are equivalent:
(1) $f$ is range-closed;
(2) the restriction of $f$ to $\left[f^{+}(0), \pi\right]$ is a surjection onto $[0, f(\pi)]$;
(3) $(\forall q \in Q) q \cap f(\pi)$ exists and equals $\left(f \circ f^{+}\right)(q)$;
(4) the restriction of $f^{+}$to $[0, f(\pi)]$ is injective.

Proof. (1) $\Rightarrow$ (2): Let $f$ be range-closed. Then if $q \leq f(\pi)$ we have $q=f(p)$ for some $p \in P$ and so $q=f(p)=\left(f \circ f^{+} \circ f\right)(p)=f\left[\left(f^{+} \circ f\right)(p)\right]$ with $\left(f^{+} \circ f\right)(p) \geq f^{+}(0)$.
(2) $\Rightarrow$ (3): Clearly $\left(f \circ f^{+}\right)(q) \leq q$ and $\left(f \circ f^{+}\right)(q) \leq f(\pi)$. Suppose that $q_{1} \leq q$ and $q_{1} \leq f(\pi)$, then $q_{1}=f\left(p_{1}\right)$ for some $p_{1} \in P$ and

$$
q_{1}=f\left(p_{1}\right)=\left(f \circ f^{+} \circ f\right)\left(p_{1}\right)=\left(f \circ f^{+}\right)\left[f\left(p_{1}\right)\right] \leq\left(f \circ f^{+}\right)(q)
$$

since $f\left(p_{1}\right)=q_{1} \leq q$.
(3) $\Rightarrow$ (4): Suppose that $q_{1}, q_{2} \leq f(\pi)$ and $f^{+}\left(q_{1}\right)=f^{+}\left(q_{2}\right)$. Then
$q_{1}=q_{1} \cap f(\pi)=\left(f \circ f^{+}\right)\left(q_{1}\right)=\left(f \circ f^{+}\right)\left(q_{2}\right)=q_{2} \cap f(\pi)=q_{2}$.
$(4) \Rightarrow(1)$ : Let $q \leq f(\pi)$. Then $f^{+}(q)=f^{+}\left[\left(f \circ f^{+}\right)(q)\right]$ implies that $q=\left(f \circ f^{+}\right)(q)$ and so $q \in \operatorname{Im} f$.

The dual of the previous result is as follows:
Theorem 13.1*. Let $P, Q$ be bounded ordered sets. For $f \in \operatorname{Res}(P, Q)$ the following conditions are equivalent:
(1) $f$ is dually range-closed;
(2) the restriction of $f^{+}$to $[0, f(\pi)]$ is a surjection onto $\left[f^{+}(0), \pi\right]$;
(3) $(\forall p \in P) p \cup f^{+}(0)$ exists and equals $\left(f^{+} \circ f\right)(p)$;
(4) the restriction of $f$ to $\left[f^{+}(0), \pi\right]$ is injective.

Before proceeding, we give our usual consideration to a few examples.
Example 13.1. If $L$ is a bounded lattice then for each $e \in L$ the mapping $\theta_{e}$ is range-closed while $\psi_{e}$ is dually range-closed (see the definitions immediately preceding Theorem 12.4). Thus in Res ( $E$ ) we see that the right annihilator of each element is a principal right ideal generated by a range-closed idempotent, while its left annihilator is a principal left ideal generated by a dually range-closed idempotent.

Example 13.2. Let $a, b$ denote fixed elements of a lattice $L$ with $a \neq b$. Define $f:[a \cap b, b] \rightarrow[a, a \cup b]$ by the prescription $f(x)=x \cup a$. Then $f$ is residuated with $f^{+}:[a, a \cup b] \rightarrow[a \cap b, b]$ given by $f^{\dagger}(y)=y \cap b$. To see this, one merely notes that

$$
\begin{array}{ll}
(\forall x \in[a \cap b, b]) & \left(f^{+} \circ f\right)(x)=(x \cup a) \cap b \geq x ; \\
(\forall y \in[a, a \cup b]) & \left(f \circ f^{+}\right)(y)=(y \cap b) \cup a \leq y .
\end{array}
$$

Note now that if $M^{*}(a, b)$ holds then for each $y \in[a, a \cup b]$ we have $\left(f \circ f^{+}\right)(y)=y$ and so $f$ is range-closed. Conversely, if $f$ is range-closed, then for $y \in[a, a \cup b]$ we have $\left(f \circ f^{+}\right)(y)=y \cap f(b)=y$ and so $y=(y \cap b) \cup a$. Then if $w \geq a$ we have $w \cap(a \cup b) \in[a, a \cup b]$ and $w \cap(a \cup b)=[w \cap(a \cup b) \cap b] \cup a=(w \cap b) \cup a$, thus showing that $M^{*}(b, a)$ holds. Dually, we can show that $f$ is dually range-closed if and only if $M(a, b)$.

Example 13.3. Let $V$ be a left vector space over a division ring $D$. Let $s=\left(s^{\prime}, s^{\prime \prime}\right)$ be a semilinear transformation of $V$. As in Exercise 2.11, the induced map $s^{\prime \prime} \rightarrow: L(V) \rightarrow L(V)$ is residuated with residual given by $s^{\prime \prime}$. We leave to the reader the routine verification that

$$
\left(s^{\prime \prime \leftarrow} \circ s^{\prime \prime} \rightarrow\right)(M)=M+s^{\prime \prime \star}(0) \text { and }\left(s^{\prime \prime} \circ \circ s^{\prime \prime \star}\right)(M)=M \cap S^{\prime \prime} \rightarrow(V)
$$

for each subspace $M$ of $V$. This shows that $s^{\prime \prime} \rightarrow$ is weakly regular.
Example 13.4. Let $V$ be as in the preceding example but suppose now that there is a closure map $f$ on $L(V)$ such that every subspace of dimension at most one is closed. Let $L$ be the lattice formed by the "closed" subspaces of $V$; i.e. those subspaces $M$ such that $f(M)=M$. Suppose that the semilinear transformation $s=\left(s^{\prime}, s^{\prime \prime}\right)$ is continuous in the sense that $M$ closed implies $s^{\prime \prime \leftarrow}(M)$ closed. By Exercise 5.9(a) the mapping $\xi_{s}: L \rightarrow L$ defined by $\xi_{s}(M)=\left(f \circ s^{\prime \prime} \rightarrow\right)(M)$ is residuated. We claim that $\xi_{s}$ is rangeclosed if and only if the image of $s$ [in other words $\left.s^{\prime \prime} \rightarrow(V)\right]$ is closed. [Remark. It is essentially from this example that the terminology "rangeclosed" originated.] To see this, assume first that $s^{\prime \prime \rightarrow}(V)$ is closed. Then
for $M \in L$,

$$
\begin{aligned}
\left(\xi_{s} \circ \xi_{s}^{+}\right)(M) & =\left(f \circ s^{\prime \prime \rightarrow} \circ s^{\prime \prime}\right)(M)=f\left[M \cap s^{\prime \prime \rightarrow}(V)\right]=M \cap s^{\prime \prime} \rightarrow(V) \\
& =M \cap\left(f \circ s^{\prime \prime \rightarrow}\right)(V) \\
& =M \cap \xi_{s}(V)
\end{aligned}
$$

and so the mapping $\xi_{s}$ is range-closed. Assume next that $s^{\prime \prime} \rightarrow(V)$ is not closed. Choose $x$ such that $x \in \xi_{s}(V)$ but $x \notin s^{\prime \prime} \rightarrow(V)$. Then there is no element $y$ such that $s^{\prime \prime}(y)=x$ and so if $M$ is the subspace generated by $x$ we cannot have $\xi_{s}(N)=M$ for any $N \in L$. This shows that $\xi_{s}$ is not range closed.

Returning now to the development of the theory of these mappings, we have as an immediate consequence of Theorems 13.1 and $13.1^{*}$ the following:

Theorem 13.2. Let $P, Q$ be bounded ordered sets. If $f$ is a weakly regular element of $\operatorname{Res}(P, Q)$ then the restriction of $f$ to $\left[f^{+}(0), \pi\right]$ is an isomorphism onto $[0, f(\pi)]$; furthermore, $(\forall p \in P) p \cup f^{+}(0)$ exists and $(\forall q \in Q) q \cap f(\pi)$ exists.

Remark. The converse of the above theorem is also true. Suppose that $x \in P, y \in Q$ are such that $(\forall p \in P)(\forall q \in Q)$ both $p \cup x$ and $q \cap y$ exist. Suppose further that $f:[x, \pi] \rightarrow[0, y]$ is an isomorphism. Define mappings $g: P \rightarrow Q, h: Q \rightarrow P$ by the prescriptions $g(p)=f(x \cup p), h(q)$ $=f^{-1}(y \cap q)$. Note now that

$$
\begin{aligned}
(\forall p \in P)(h \circ g)(p) & =h[f(x \cup p)]=\left(f^{-1} \circ f\right)(x \cup p) \\
& =x \cup p \geq x \\
(\forall q \in Q)(g \circ h)(q) & =g\left[f^{-1}(y \cap q)\right]=\left(f \circ f^{-1}\right)(y \cap q) \\
& =y \cap q \leq y
\end{aligned}
$$

It follows that $g$ is a weakly regular element of $\operatorname{Res}(P, Q)$ with $h=g^{+}$.
Let us now turn our attention to idempotent range-closed residuated maps.

Theorem 13.3. Let $P$ be a bounded lattice and let $f \in \operatorname{Res}(P)$ be a range-closed idempotent. Then $f^{+}(0) \cap f(\pi)=0$ and $M\left(f^{+}(0), f(\pi)\right)$ holds.

Proof. We note that for $x \leq f(\pi)$ we have $f(x)=x$ and so

$$
\begin{aligned}
x=f(x)=\left(f \circ f^{+} \circ f\right)(x) & =\left(f \circ f^{+} \circ f^{+} \circ f\right)(x) \geq\left(f \circ f^{+}\right)\left[x \cup f^{+}(0)\right] \\
& =\left[x \cup f^{+}(0)\right] \cap f(\pi) \geq x .
\end{aligned}
$$

Thus $x \leq f(\pi)$ implies $x=\left[x \cup f^{+}(0)\right] \cap f(\pi)$. With $x=0$ this establishes $0=f^{+}(0) \cap f(\pi)$ and consequently $M\left(f^{+}(0), f(\pi)\right)$.

Remark. If $P$ is a bounded ordered set and $f \in \operatorname{Res}(P)$ has the property that $f(\pi)$ is an atom then $f$ is clearly range-closed. This observation suffices to yield examples showing that for a range-closed idempotent map $f$ in $\operatorname{Res}(P)$ none of the following conditions need hold:

$$
M\left(f(\pi), f^{+}(0)\right) ; \quad M^{*}\left(f(\pi), f^{+}(0)\right) ; \quad M^{*}\left(f^{+}(0), f(\pi)\right)
$$

For example, consider the lattice $L$ described by the following Hasse diagram


Define $f, g: L \rightarrow L$ by setting

$$
f(x)=\left\{\begin{array}{ll}
0 & \text { if } x \leq d ; \\
a & \text { otherwise },
\end{array} \quad g(x)= \begin{cases}0 & \text { if } x \leq b ; \\
a & \text { otherwise }\end{cases}\right.
$$

Then $f, g$ are range-closed idempotents in $\operatorname{Res}(L)$ with $f(\pi)=g(\pi)=a$, $f^{+}(0)=d$ and $g^{+}(0)=b$. Note, however, that $M(a, d), M^{*}(a, b)$ and $M^{*}(b, a)$ all fail to hold. For the weakly regular case, the following theorem provides a more gratifying result.

Theorem 13.4. Let $L$ be a bounded lattice and let $f \in \operatorname{Res}(L)$. The following are necessary and sufficient conditions that f be a weakly regular idempotent:
(1) $f^{+}(0)$ and $f(\pi)$ are complements in $L$;
(2) $M\left(f^{+}(0), f(\pi)\right)$ and $M^{*}\left(f(\pi), f^{+}(0)\right)$ hold;
(3) $(\forall x \in L) f(x)=\left[x \cup f^{+}(0)\right] \cap f(\pi)$.

Proof. Suppose first that $a, b \in L$ are such that $a \cup b=\pi$ and $a \cap b=0$ with $M(a, b)$ and $M^{*}(b, a)$ both true. Define $f$ and $g$ by setting $f(x)$ $=(x \cup a) \cap b$ and $g(x)=(x \cap b) \cup a$. Then by $M^{*}(b, a)$ we have

$$
\begin{aligned}
(g \circ f)(x)=g[(x \cup a) \cap b] & =[(x \cup a) \cap b] \cup a=(x \cup a) \cap(b \cup a) \\
& =x \cup a \geq a
\end{aligned}
$$

and by $M(a, b)$ we have

$$
\begin{aligned}
(f \circ g)(x)=f[(x \cap b) \cup a] & =[(x \cap b) \cup a] \cap b=(x \cap b) \cup(a \cap b) \\
& =x \cap b \leq x .
\end{aligned}
$$

It follows that $f \in \operatorname{Res}(L)$ with $g=f^{+}$. Also, by Theorems 13.1 and $13.1^{*}$, $f$ is weakly regular. Since $x \leq b$ implies that $x=f(x)$, we see that $f$ is idempotent.

Suppose now that $f \in \operatorname{Res}(L)$ is a weakly regular idempotent. Then, by Theorem 13.3, $f^{+}(0) \cap f(\pi)=0$ with $M\left(f^{+}(0), f(\pi)\right)$. By the dual of Theorem 13.3 we also have $f(\pi) \cup f^{+}(0)=\pi$ and $M^{*}\left(f(\pi), f^{+}(0)\right)$. Note finally that

$$
\begin{aligned}
(\forall x \in L) \quad f(x)=\left(f \circ f^{+} \circ f\right)(x) & =\left(f \circ f^{+} \circ f^{+} \circ f\right)(x) \\
& =\left(f \circ f^{+}\right)\left[x \cup f^{+}(0)\right] \\
& =\left[x \cup f^{+}(0)\right] \cap f(x) .
\end{aligned}
$$

Here we have invoked Theorems 13.1 and 13.1*.
We shall now introduce a strengthened version of the range-closed notion. We shall say that $f \in \operatorname{Res}(P, Q)$ is totally range-closed if and only if the image under $f$ of every principal ideal of $P$ is a principal ideal of $Q$. Similarly, we say that $f \in \operatorname{Res}(P, Q)$ is dually totally range-closed if the image under $f^{+}$of every principal filter of $Q$ is a principal filter of $P$. Finally, we shall say that $f \in \operatorname{Res}(P, Q)$ is strongly range-closed whenever
it is both totally and dually totally range-closed. Once again we consider the bounded case, leaving the unbounded case to the exercises.

Theorem 13.5. Let $L$ be a bounded lattice and let $f \in \operatorname{Res}(L)$. The following conditions are then equivalent:
(1) $f$ is totally range-closed;
(2) $g$ range-closed $\Rightarrow f \circ g$ range-closed;
(3) for each $x \in L$ there exists a range-closed idempotent $g_{x} \in \operatorname{Res}(L)$ such that $g_{x}(\pi)=x$ and $f \circ g_{x}$ is range-closed;
(4) for each $x \in L$ there exists a range-closed element $g_{x} \in \operatorname{Res}(L)$ such that $g_{x}(\pi)=x$ and $f \circ g_{x}$ is range-closed;
(5) $(\forall x, y \in L) f\left[f^{+}(x) \cap y\right]=x \cap f(y)$.

Proof. (1) $\Rightarrow(2)$ : Let $g \in \operatorname{Res}(L)$ be range-closed and let $x=g(\pi)$. Then $f \rightarrow[0, x]=[0, f(x)]=[0,(f \circ g)(\pi)]$. Now if $y \leq(f \circ g)(\pi)=f(x)$ then we must have $y=f(w)$ for some $w \leq x$. Since $g$ is range-closed, $w \leq x=g(\pi)$ implies that $w=g(v)$ for some $v \in L$. Hence $y=(f \circ g)(v)$ and so $f \circ g$ is range-closed.
(2) $\Rightarrow$ (3): Take $g_{x}=\theta_{x}$ (defined immediately before Theorem 12.4).
(3) $\Rightarrow$ (4): Clear.
$(4) \Rightarrow(5):$ Let $g_{y} \in \operatorname{Res}(L)$ be range-closed with $g_{y}(\pi)=y$. Making use of Theorem 13.1, we may then write

$$
\begin{aligned}
f\left[f^{+}(x) \cap y\right]=f\left[f^{+}(x) \cap g_{y}(\pi)\right] & =\left(f \circ g_{y} \circ g_{y}^{+} \circ f^{+}\right)(x) \\
& =\left[\left(f \circ g_{y}\right) \circ\left(f \circ g_{y}\right)^{+}\right](x) \\
& =x \cap\left(f \circ g_{y}\right)(\pi) \\
& =x \cap f(y)
\end{aligned}
$$

(5) $\Rightarrow$ (1): If $x \leq f(y)$, then $x=x \cap f(y)=f\left[f^{+}(x) \cap y\right]$. Hence we have $f \rightarrow[0, y]=[0, f(y)]$ and so $f$ is totally range-closed.

Combining Theorem 13.5 and its dual, we deduce:
Theorem 13.6. A residuated mapping fon a bounded lattice $L$ is strongly range-closed if and only if it satisfies the following two conditions:
(1) $(\forall x, y \in L) f\left[f^{+}(x) \cap y\right]=x \cap f(y)$;
(2) $(\forall x, y \in L) f^{+}[f(x) \cup y]=x \cup f^{+}(y)$.

It is worth mentioning that by Theorem 13.6 all the mappings mentioned in Example 13.3 are strongly range-closed. This fact could of course be verified directly. Here is another example of some interest.

Example 13.5. Let $\Lambda$ be a commutative ring with identity and let $I(\Lambda)$ be the set of ideals of $\Lambda$ ordered by set inclusion. Then $I(\Lambda)$ forms a complete lattice whose intersection operation is set-theoretic and whose union operation is given by

$$
\mathbf{a} \vee \mathbf{b}=\mathbf{a}+\mathbf{b}=\{a+b ; a \in \mathbf{a}, b \in \mathbf{b}\} .
$$

For each $\mathbf{a} \in I(\Lambda)$ define a $\operatorname{map} f_{\mathbf{a}}: I(\Lambda) \rightarrow I(\Lambda)$ by setting $f_{\mathbf{a}}(\mathbf{b})=\mathbf{a} \cdot \mathbf{b}=$ the set of all finite sums of the form $\sum_{i=1}^{n} a_{i} b_{i}$, where $a_{i} \in \mathbf{a}$ and $b_{i} \in \mathbf{b}$ for each $i$. It is readily verified that $f_{\mathbf{a}}$ is residuated with $f_{\mathbf{a}}^{+}$given by $f_{\mathbf{a}}^{+}(\mathbf{b})$ $=\{x \in \Lambda ;(\forall a \in \mathbf{a}) x a \in \mathbf{b}\}$. Suppose now that $\mathbf{a}$ is a principal ideal. We claim that $f_{\mathbf{a}}$ is strongly range-closed. Suppose in fact that $\mathbf{a}=\Lambda x$. We note first that $f_{\mathbf{a}}\left[f_{\mathbf{a}}^{+}(\mathbf{b}) \cap \mathbf{c}\right]$ is always contained in $\mathbf{b} \cap f_{\mathbf{a}}(\mathbf{c})$; we show the converse inclusion. Let $y \in \mathbf{b} \cap f_{\mathbf{a}}(\mathbf{c})$. Then $y \in \mathbf{b}$ and $y=\sum_{i=1}^{n} a_{i} c_{i}$ with $a_{i} \in \mathbf{a}$ and $c_{i} \in \mathbf{c}$ for each $i$. Now $a_{i} \in \mathbf{a}=\Lambda x$ implies that $a_{i}=x d_{i}$ for some $d_{i} \in \Lambda$. Hence $y=\sum_{i=1}^{n} a_{i} c_{i}=\sum_{i=1}^{n} x d_{i} c_{i}=\left(\sum_{i=1}^{n} c_{i} d_{i}\right) x$. Since $y \in \mathbf{b}$ it follows that $\sum_{i=1}^{n} d_{i} c_{i} \in f_{\mathbf{a}}^{+}(\mathbf{b})$. . Now clearly $c_{i} \in \mathbf{c}$ implies that $\sum_{i=1}^{n} d_{i} c_{i} \in \mathbf{c}$. We have thus shown that $\sum_{i=1}^{n} d_{i} c_{i} \in f_{a}^{+}(\mathbf{b}) \cap \mathbf{c}$ whence it follows that $y=\left(\sum_{i=1}^{n} d_{i} c_{i}\right) x \in f_{\mathbf{a}}\left[f_{\mathbf{a}}^{+}(\mathbf{b}) \stackrel{\sum_{i=1}}{\cap}\right]$ as desired. This shows that $f_{\mathbf{a}}$ is totally range-closed. Likewise, we note that the $\operatorname{set} f_{a}^{+}\left[f_{\mathbf{a}}(\mathbf{b})+\mathbf{c}\right]$ always contains $\mathbf{b}+f_{\mathbf{a}}^{+}(\mathbf{c})$. Let us now establish the reverse inclusion when $\mathbf{a}=\Lambda x$. Let $y \in f_{\mathbf{a}}^{+}\left[f_{\mathbf{a}}(\mathbf{b})+\mathbf{c}\right]$. Then clearly there exist $b \in \mathbf{b}$ and $c \in \mathbf{c}$ such that $y x$ $=b x+c$. It follows that $(y-b) x=c$ and so $y-b \in f_{\mathrm{a}}^{+}(\mathbf{c})$ and consequently $y \in \mathbf{b}+f_{\mathbf{a}}^{+}(\mathbf{c})$ as desired. This shows that $f_{\mathbf{a}}$ is strongly rangeclosed.

We shall now tie all of this in more closely with notions of modularity. The key item is provided by the next result.

Theorem 13.7. Let L be a bounded lattice and let $f, g \in \operatorname{Res}(L)$. Then
(1) if $g$ is dually range-closed we have

$$
g \circ f \text { range-closed } \Rightarrow M^{*}\left(f(\pi), g^{+}(0)\right) ;
$$

(2) iff is range closed and $g$ is weakly regular we have $g \circ f$ range-closed $\Leftrightarrow M^{*}\left(f(\pi), g^{+}(0)\right)$.

Proof. (1) Let $a \geq g^{+}(0)$. Then $a=g^{+}(b)$ for some $b \in L$ and so

$$
\begin{aligned}
a \cap\left[f(\pi) \cup g^{+}(0)\right] & =a \cap\left(g^{+} \circ g \circ f\right)(\pi) \\
& =g^{+}(b) \cap\left(g^{+} \circ g \circ f\right)(\pi) \\
& =g^{+}[b \cap(g \circ f)(\pi)] \\
& =\left[g^{+} \circ(g \circ f) \circ(g \circ f)^{+}\right](b) \\
& =\left(g^{+} \circ g \circ f \circ f^{+} \circ g^{+}\right)(b) \\
& =\left(g^{+} \circ g \circ f \circ f^{+}\right)(a) \\
& =\left(g^{+} \circ g\right)[a \cap f(\pi)] \\
& =[a \cap f(\pi)] \cup g^{+}(0) .
\end{aligned}
$$

(2) Suppose now that $f$ is range-closed and that $g$ is weakly regular. In view of (1), we need only show that $M^{*}\left(f(\pi), g^{+}(0)\right)$ implies that $g \circ f$ is range-closed. For this purpose, let $x \in L$ be arbitrary; then

$$
\begin{aligned}
x \cap(g \circ f)(\pi) & =[x \cap(g \circ f)(\pi)] \cap g(\pi) \\
& =\left(g \circ g^{+}\right)[x \cap(g \circ f)(\pi)] \\
& =g\left[g^{+}(x) \cap\left(g^{+} \circ g \circ f\right)(\pi)\right] \\
& =g\left\{g^{+}(x) \cap\left[f(\pi) \cup g^{+}(0)\right]\right\} \\
& =g\left\{\left[g^{+}(x) \cap f(\pi)\right] \cup g^{+}(0)\right\} \\
& =g\left[g^{+}(x) \cap f(\pi)\right] \\
& =\left(g \circ f \circ f^{+} \circ g^{+}\right)(x) \\
& =\left[(g \circ f) \circ(g \circ f)^{+}\right](x) .
\end{aligned}
$$

Working in $L^{*}$, the dual of $L$, and regarding $f^{+}, g^{+}$as elements of Res $\left(L^{*}\right)$, we have that $g^{+}$dually range-closed and $g^{+} \circ f^{+}$range-closed imply that $M^{*}\left(f^{+}(0), g(\pi)\right)$ holds in $L^{*}$. Translating this assertion into one involving $f, g$ and $L$ we see that $g$ range-closed and $f \circ g$ dually rangeclosed imply that $M\left(f^{+}(0), g(\pi)\right)$ holds in $L$. Thus the dual of the above result reads:

Theorem 13.7*. Let L be a bounded lattice and let f, $g \in \operatorname{Res}(L)$. Then
(1) if $g$ is range-closed we have

$$
f \circ g \text { dually range-closed } \Rightarrow M\left(f^{+}(0), g(\pi)\right) ;
$$

(2) iff is dually range-closed and $g$ is weakly regular we have

$$
f \circ g \text { dually range-closed } \Leftrightarrow M\left(f^{+}(0), g(\pi)\right) .
$$

Making use of Theorem 13.5 and its dual, we have:
Corollary 1. Let $g$ be a weakly regular residuated mapping on the bounded lattice L. Then
(1) $g$ is totally range-closed $\Leftrightarrow(\forall a \in L) M^{*}\left(a, g^{+}(0)\right)$;
(2) $g$ is dually totally range-closed $\Leftrightarrow(\forall b \in L) M(b, g(\pi))$.

Corollary 2. Every weakly regular residuated mapping on a bounded modular lattice is strongly range-closed.

We now consider these ideas in an arbitrary Baer semigroup $\langle S ; k\rangle$. We shall say that an element $y \in S$ is range-closed, dually range-closed, etc., if and only if the associated residuated map $\varphi_{y} \in \operatorname{Res}\left(\mathscr{R}_{k}\right)$ has the indicated property. Thus, to say that $y \in S$ is range-closed is equivalent to

$$
\left(\forall e S \in \mathscr{R}_{k}\right)\left(\varphi_{y} \circ \varphi_{y}^{+}\right)(e S)=e S \cap\left(R_{k} \circ L_{k}\right)(y) .
$$

To say that $y \in S$ is dually range-closed is equivalent to

$$
\left(\forall e S \in \mathscr{R}_{k}\right) \quad\left(\varphi_{y}^{+} \circ \varphi_{y}\right)(e S)=e S \vee R_{k}(y) .
$$

The second of these says that

$$
\left(R_{k} \circ \eta_{y} \circ L_{k} \circ \varphi_{y}\right)(e S)=e S \curlyvee R_{k}(y) .
$$

Taking left $k$-annihilators and letting $S e^{\#}=L_{k}(e)$, we obtain

$$
\left(\eta_{y} \circ \eta_{y}^{+}\right)\left(S e^{\#}\right)=\left(\eta_{y} \circ L_{k}^{\vec{k}} \circ \varphi_{y} \circ R_{k}^{\vec{k}}\right)\left(S e^{\#}\right)=S e^{\#} \cap\left(L_{k}^{\vec{k}} \circ R_{k}\right)(y) .
$$

Thus $y$ is dually range-closed if and only if the mapping $\eta_{y}$ is a rangeclosed element of Res ( $\mathscr{L}_{k}$ ).

We agree to call the Baer semigroup $\langle S ; k\rangle$ range-closed, etc., if and only if every element of $S$ has the property in question.

Theorem 13.8. Let $\langle S ; k\rangle$ be a Baer semigroup and let $T=\operatorname{Res}\left(\mathscr{R}_{k}\right)$. If $y S \in \mathscr{R}_{k}(S)$ then $y$ is range-closed. If $e=e^{2} \in S$ then $e$ is range-closed if and only if $\varphi_{e} \circ T \in \mathscr{R}(T)$.

Proof. Let $y S=R_{k}(x)$. Then if $g S \subseteq\left(R_{k}^{\vec{k}} \circ L_{k}\right)(y)=\left(R_{k} \circ L_{k} \circ R_{k}\right)(x)$ $=R_{k}(x)=y S$ we have $g=y w$ for some $w \in S$. If $h S=\left(R_{k} \circ L_{k}\right)(w)$ it follows that

$$
g S=\left(R_{k}^{\overrightarrow{ }} \circ L_{k}\right)(g)=\left(R_{k}^{\vec{~}} \circ L_{k}\right)(y w)=\left(R_{k}^{\vec{~}} \circ L_{k}\right)(y h)=\psi_{y}(h S)
$$

and so $y$ is range-closed. To prove the second assertion, we need only note that for $\varphi$ a range-closed idempotent in $T, \varphi=\theta_{\varphi(1 S)} \circ \varphi$ and $\theta_{\varphi(1 S)}$ $=\varphi \circ \theta_{\varphi(1 S)}$ so $\varphi \circ T=\theta_{\varphi(1 S)} \circ T \in \mathscr{R}(T)$.

To show that a range-closed idempotent need not have the property that $e S \in \mathscr{R}_{k}(S)$, we consider a three-element chain $S=\{0, e, \pi\}$ made into a Baer semigroup as in Example 12.3. In this case, every element is idempotent. Moreover, $\mathscr{R}(S)=\{0 S, \pi S\}$ and $\varphi_{e}=\varphi_{\pi}$ is range-closed. However, $e S \notin \mathscr{R}(S)$.

We can now combine all of the above results to provide as follows a representation theorem for complemented modular lattices.

Theorem 13.9. For a bounded lattice $L$ the following conditions are equivalent:
(1) $L$ is a complemented modular lattice;
(2) $L$ can be coordinatized by a weakly regular Baer semigroup;
(3) $L$ can be coordinatized by a range-closed Baer semigroup;
(4) $L$ can be coordinatized by a dually range-closed Baer semigroup.

Proof. (1) $\Rightarrow$ (2): If $L$ is a complemented modular lattice then the strongly range-closed residuated mappings on $L$ form a Baer semigroup which coordinatizes $L$ and which is clearly weakly regular. We leave the
proof of this fact as an exercise for the reader (see Exercise 13.6, together with the hint provided).
(2) $\Rightarrow$ (3): clear.
(3) $\Rightarrow$ (1): Let $\langle S ; k\rangle$ be a range-closed Baer semigroup which coordinatizes $L$. If $e S, f S \in \mathscr{R}_{k}$ and $S e^{\#}=L_{k}(e)$, then by the dual of Theorem 13.8 we see that $e^{*}$ is dually range-closed. By hypothesis, $e^{*} f$ is range-closed, so by Theorem 13.7 we have $M^{*}\left(\varphi_{f}(1 S), \varphi_{e}^{+}(0 S)\right)$. Noting that $f S=\varphi_{f}(1 S)$ and $e S=R_{k}\left(e^{\#}\right)=\varphi_{e}^{+\#}(0 S)$ we conclude that $\mathscr{R}_{k}(S)$ is modular. The fact that it is also complemented comes from the observation that $e^{\#}$ is weakly regular. By Theorem 13.4, $S e^{\#}$ has a complement in $\mathscr{L}_{k}$. Since $e S=R_{k}\left(e^{\#}\right)$, it follows that $e S$ has a complement in $\mathscr{R}_{k}$.
(2) $\Rightarrow$ (4): clear.
$(4) \Rightarrow(1)$ : Note that the argument used in the proof of $(3) \Rightarrow(1)$ can be dualized to show that if $\langle S ; k\rangle$ is a dually range-closed Baer semigroup then $\mathscr{L}_{k}$ is a complemented modular lattice. Now use the fact that $\mathscr{R}_{k}, \mathscr{L}_{k}$ are dually isomorphic to show that $\mathscr{R}_{k}$ is also a complemented modular lattice.

To conclude the present section, we shall have a close look at mappings $f$ with the property that, for $n=1,2,3, \ldots, f^{n}$ is weakly regular (where as usual $f^{n}=f \circ f \circ \cdots \circ f$ denotes the composition of $f$ with itself $n$ times). Our goal will be to generalize results about the ascent and descent of a linear transformation on a vector space. We refer the interested reader to [28], pp. 271-285, for a discussion of these concepts and their application to the solution of Fredholm integral equations.

Let $f$ be a residuated mapping on a bounded lattice $L$. If we define $f^{0}=$ id and, for $n=0,1,2, \ldots$, let $k^{n}=f^{n}(\pi)$ then we obtain the chain

$$
\pi=k^{0} \geq k^{1} \geq k^{2} \geq \cdots \geq k^{n} \geq k^{n+1} \geq \cdots
$$

Similarly, letting $\left(f^{+}\right)^{0}=$ id and $k_{n}=\left(f^{+}\right)^{n}(0)$, we obtain the dual chain

$$
0=k_{0} \leq k_{1} \leq k_{2} \leq \cdots \leq k_{n} \leq k_{n+1} \leq \cdots
$$

If, for some non-negative integer $n$, we have $k^{n}=k^{n+1}$, then we have necessarily $k^{n}=k^{n+1}=k^{n+2}=\cdots$. If such an $n$ exists, we can define an
integer $\mu$ by

$$
\mu=\min \left\{n ; k^{n}=k^{n+1}\right\} .
$$

This integer $\mu$ is clearly such that $(\forall n<\mu) k^{n}>k^{n+1}$ and ( $\forall n \geq \mu$ ) $k^{n}=k^{n+1}$. If such an integer $\mu$ exists, we shall call $\left\{k^{n} ; n \geq 0\right\}$ a Riesz tower with associated Riesz index $\mu$. The absence of such an integer will be denoted symbolically by writing $\mu=\infty$. In the dual situation, we consider the existence of an integer

$$
\nu=\min \left\{n ; k_{n}=k_{n+1}\right\}
$$

which we call the Riesz index associated with the dual Riesz tower $\left\{k_{n} ; n \geq 0\right\}$. The absence of such an integer will be denoted symbolically by writing $v=\infty$.

If we now suppose that each power of $f$ is weakly regular we have the following information concerning the associated Riesz indices:

Theorem 13.10. Let L be a bounded lattice and let $f \in \operatorname{Res}(L)$ be such that, for $n=1,2,3, \ldots, f^{n}$ is weakly regular. Then
(1) $k^{1} \cup k_{1}=\pi \Leftrightarrow \mu \in\{0,1\}$;
(2) $k^{1} \cap k_{1}=0 \Leftrightarrow v \in\{0,1\}$;
(3) $\mu=0 \Rightarrow v \in\{0, \infty\}$;
(4) $v=0 \Rightarrow \mu \in\{0, \infty\}$;
(5) $\mu \in\{0,1\} \Rightarrow \nu \in\{0,1, \infty\}$;
(6) $\nu \in\{0,1\} \Rightarrow \mu \in\{0,1, \infty\}$.

Proof. By virtue of the duality present it suffices to prove assertions (1), (3) and (5).
(1) Let $k^{1} \cup k_{1}=\pi$. Then $k^{1}=f(\pi)=f\left(k^{1} \cup k_{1}\right)=f\left(k^{1}\right) \cup f\left(k_{1}\right)$ $=f\left(k^{1}\right) \cup 0=f\left(k^{1}\right)=k^{2}$ and consequently $\mu \in\{0,1\}$. Conversely, if $\mu \in\{0,1\}$ then $k^{1}=k^{2}$ and so $\pi=\pi \cup k_{1}=\left(f^{+} \circ f\right)(\pi)=f^{+}\left(k^{1}\right)$ $=f^{+}\left(k^{2}\right)=\left(f^{+} \circ f\right)\left(k^{1}\right)=k^{1} \cup k_{1}$.
(3) We shall show that if $\mu=0$ and $\nu \neq \infty$, then $v=0$. Now if $\nu \neq \infty$ then $v$ is finite and $k_{v}=k_{v+1}$. If $\boldsymbol{v}>0$ this may be written $f^{+}\left(k_{v-1}\right)$ $=f^{+}\left(k_{v}\right)$ and gives $k_{v-1}=\pi \cap k_{v-1}=f(\pi) \cap k_{v-1}=\left(f \circ f^{+}\right)\left(k_{v-1}\right)$ $=\left(f \circ f^{+}\right)\left(k_{v}\right)=f(\pi) \cap k_{v}=k_{v}$. It follows that $v=0$.
(5) Let us note first that for $i \geq 0$ and $j>1$ we have

$$
\begin{equation*}
f\left(k^{i} \cap k_{j}\right)=k^{i+1} \cap k_{j-1} \tag{*}
\end{equation*}
$$

In fact, since each power of $f$ is weakly regular,

$$
\begin{aligned}
f\left(k^{i} \cap k_{j}\right) & =\left[f \circ\left(f^{i}\right) \circ\left(f^{i}\right)^{+}\right]\left(k_{j}\right)=\left[f^{i+1} \circ\left(f^{i+1}\right)^{+}\right]\left(k_{j-1}\right) \\
& =k^{i+1} \cap k_{j-1}
\end{aligned}
$$

To establish (5), we have to show that if $\mu \in\{0,1\}$ and $\boldsymbol{v} \neq \infty$ then $k_{1}=k_{2}$. Now if $n>1$ and $k_{n}=k_{n+1}$ then $f^{+}\left(k_{n-1}\right)=f^{+}\left(k_{n}\right)$ and so

$$
\begin{equation*}
k^{1} \cap k_{n-1}=\left(f \circ f^{+}\right)\left(k_{n-1}\right)=\left(f \circ f^{+}\right)\left(k_{n}\right)=k^{1} \cap k_{n} \tag{**}
\end{equation*}
$$

Consequently, for $n>1$,

$$
\begin{aligned}
k_{n-1} & =k_{n-1} \cup\left(k^{1} \cap k_{n-1}\right) & & \\
& =k_{n-1} \cup\left(k^{1} \cap k_{n}\right) & & {\left[\mathrm{by}\left({ }^{* *}\right)\right] } \\
& =k_{n-1} \cup k_{1} \cup\left(k^{1} \cap k_{n}\right) & & \\
& =k_{n-1} \cup\left(f^{+} \circ f\right)\left(k^{1} \cap k_{n}\right) & & \\
& =k_{n-1} \cup f^{+}\left(k^{2} \cap k_{n-1}\right) & & {[\text { by (*) }] } \\
& =k_{n-1} \cup f^{+}\left(k^{1} \cap k_{n-1}\right) & & \\
& =k_{n-1} \cup\left(f^{+} \circ f\right)\left(k^{0} \cap k_{n}\right) & & {\left[\text { by }\left(^{*}\right)\right] } \\
& =k_{n-1} \cup k_{1} \cup\left(k^{0} \cap k_{n}\right) & & \\
& =k_{n-1} \cup k_{n} & & \\
& =k_{n} . & &
\end{aligned}
$$

A repeated application of this argument produces $k_{1}=k_{2}$ and so $v \in\{0,1\}$.

Corollary 1. For each positive integer $n$,

$$
\left(1^{n}\right) k^{n} \cup k_{n}=\pi \Leftrightarrow \mu \in[0, n] ;
$$

(2 $\left.2^{n}\right) k^{n} \cap k_{n}=0 \Leftrightarrow v \in[0, n]$;
( $5^{n}$ ) $\mu \in[0, n] \Rightarrow v \in[0, n] \cup\{\infty\}$;
$\left(6^{n}\right) v \in[0, n] \Rightarrow \mu \in[0, n] \cup\{\infty\}$.

Proof. Consider the mapping $F=f^{n}$. By hypothesis, $F^{m}$ is weakly regular for $m=1,2,3, \ldots$ Define $K^{m}=F^{m}(\pi)$ and $K_{m}=\left(F^{m}\right)^{+}(0)$ for $m=1,2,3, \ldots$, and as usual set $K^{0}=\pi$ and $K_{0}=0$. Note now that $K^{1}=K^{2}$ if and only if $k^{n}=k^{2 n}$ which is in turn equivalent to $k^{n}=k^{n+1}$. The corollary then follows by applying the theorem to the mapping $F$.

Corollary 2. If both $\mu$ and $v$ are finite then for $n>0$ the following four conditions are equivalent:
(a) $k^{n}=k^{n+1}$;
(b) $k_{n}=k_{n+1}$;
(c) $k^{n} \cup k_{n}=\pi$;
(d) $k^{n} \cap k_{n}=0$.

Proof. This follows immediately from Corollary 1.
Theorem 13.11. Let L be a bounded lattice and let $f \in \operatorname{Res}(L)$ be such that each power of $f$ is weakly regular. If the Riesz indices $\mu, v$ associated with $f$ are both finite, then $\mu=\nu$; moreover, writing $\mu=\nu=[f]$ we then have $k^{[f]} \cap k_{[f]}=0$ and $k^{[f]} \cup k_{[f]}=\pi$.

Proof. If both $\mu$ and $\nu$ are finite, then by Corollary 2 of Theorem 13.10 we have $\mu \leq \max \{1, \nu\}$ and $\nu \leq \max \{1, \mu\}$. By virtue of Theorem 13.10 the conditions $\mu=0$ and $\nu=0$ are equivalent. We conclude that $\mu=\boldsymbol{v}$. Writing [ $f$ ] for their common value and applying Corollary 2(c), (d) we deduce that $k^{[f]}$ and $k_{[f]}$ are complements.

Example 13.6. The following particular case of the above results is often given under the name of Fitting's lemma: if $M$ is an Artinian and Noetherian left $\Lambda$-module and if $f$ is an endomorphism on $M$, then for some positive integer $n$ we have the decomposition $M=\operatorname{Im} f^{n} \oplus \operatorname{Ker} f^{n}$.

## EXERCISES

13.1. Let $P, Q$ be ordered sets which are not necessarily bounded and let $f \in \operatorname{Res}(P, Q)$. Let $I$ be the ideal in $Q$ generated by $\operatorname{Im} f$ [i.e. the smallest ideal of $Q$ containing $\operatorname{Im} f]$. Show that $f$ is range-closed if and only if the restriction of $f^{+}$to $I$ is injective.
13.2. Let $L$ be a lattice which is not necessarily bounded and let $f \in \operatorname{Res}(L)$. Show that $f$ is totally range-closed if and only if $(\forall x, y \in L) f\left[f^{+}(x) \cap y\right]=x \cap f(y)$. [Hint. Use the fact that if $x \cap f(y)=f(a)$ with $a \leq y$, then $f(a) \leq f\left[f^{+}(x) \cap y\right]$ $\leq f\left[f^{+}(x) \cap\left(f^{+} \circ f\right)(y)\right]=f(a)$ to deduce that $\left.f\left[f^{+}(x) \cap y\right]=x \cap f(y).\right]$
13.3. In Example 13.4 show that if $s=\left(s^{\prime}, s^{\prime \prime}\right)$ is a continuous semilinear transformation, then $\xi_{s}$ is totally range-closed if and only if $(\forall M \in L) M$ closed $\Rightarrow s^{\prime \prime \rightarrow}(M)$ closed. [Hint. If the condition is satisfied then $s^{\prime \prime \rightarrow}$ coincides with $\xi_{s}$ on $L$. Use the fact that $s^{\prime \prime \rightarrow}$ is totally range-closed.]
13.4. Let $G$ be a group and let $f$ be an endomorphism on $G$. If $L$ denotes the lattice of subgroups of $G$, recall that the mapping $\xi_{f}: L \rightarrow L$ defined by $\xi_{f}(H)=f^{\rightarrow}(H)$ is residuated with $\xi_{f}^{+}=f^{+}$. Show that $\xi_{f}$ is weakly regular.
13.5. Consider the Baer semigroup $(\operatorname{Rel}(X), \varnothing)$ of Example 12.4. For each $R \in \operatorname{Rel}(X)$ identify $R$ with the subset $\{(x, y) ; x R y\}$. Show that in this way:
(1) $R$ is range-closed if and only if there exist $R_{1}, R_{2} \in \operatorname{Rel}(X)$ such that (a) $R$ $=R_{1} \cup R_{2}$; (b) $R_{1}$ is a function whose domain is a subset of $X$; (c) $\operatorname{Im} R$ $=\operatorname{Im} R_{1}$; (d) $\operatorname{Dom} R_{1} \cap \operatorname{Dom} R_{2}=\varnothing$.
(2) $R$ is dually range-closed if and only if $R^{t}$ is range-closed.
(3) $R$ is weakly regular if and only if $R$ is a bijection whose domain and image are subsets of $X$.
(4) $R$ is totally range-closed if and only if $R$ is a function whose domain is a subset of $X$.
13.6. Prove that if $L$ is a complemented modular lattice, then the strongly rangeclosed residuated maps on $L$ form a Baer semigroup which coordinatizes $L$. [Hint. If $a, b$ are complements in $L$, show that the mapping $f_{a, b}: L \rightarrow L$ described by setting $f_{a, b}(x)=(x \cup a) \cap b$ is a strongly range-closed idempotent. Show that in the semigroup $T$ formed by the strongly range-closed residuated maps $R(g)=f_{a, b} \circ T$ and $L(g)=T^{\circ} f_{c, d}$, where $b=g^{+}(0)$ and $c=g(\pi)$.]
13.7. Let $L, M$ be bounded lattices.
(1) Prove that if $f, g \in \operatorname{Res}(L, M)$ are such that $f \vee g$ is range-closed, then

$$
(\forall x \in M) \quad x \cap[f(\pi) \cup g(\pi)]=[x \cap f(\pi)] \cup[x \cap g(\pi)] .
$$

(2) Let $f \in \operatorname{Res}(L, M)$ be weakly regular. Show that if $L$ is distributive then $f$ is a lattice homomorphism.
(3) Let $f \in \operatorname{Res}(L)$ be range-closed. Prove that if $f$ is a lattice homomorphism then $f$ is totally range-closed.
13.8. With notation as in Example 12.4, let ( $X, \mathscr{T}$ ) be a $T_{1}$-topological space and let $R$ be a continuous relation. Recall that the mapping $\eta_{R}$ defined on the lattice of closed subsets of $X$ by $\eta_{R}(A)=\mathrm{Cl}\left[\xi_{R}(A)\right]$ is residuated. Prove that the following are equivalent:
(1) $R$ is totally range-closed;
(2) $R$ is a "closed" function in that $R$ is a function and $R(A)$ is closed for all closed subsets $A$.
13.9. Let $V$ be the vector space formed by all infinite sequences $\left\{x_{n}\right\}$ of real numbers with respect to the laws $\left\{x_{n}\right\}+\left\{y_{n}\right\}=\left\{x_{n}+y_{n}\right\}, a\left\{x_{n}\right\}=\left\{a x_{n}\right\}$. Let $f$ be the "shift operator" defined by

$$
f\left(\left\{x_{1}, x_{2}, x_{3}, \ldots\right\}\right)=\left(0, x_{1}, x_{2}, \ldots\right\}
$$

Observe that $f \in \operatorname{Hom}(V, V)$ and let $f^{\rightarrow}$ be the induced residuated map on $L(V)$. Show that for $f \rightarrow$ we have $\mu=\infty$ and $v=0$.
13.10. Let $L$ be a bounded modular lattice in which 0 and $\pi$ are the only elements with complements. Suppose further that $L$ has no infinite properly increasing or decreasing chains of elements. Show that if $f \in \operatorname{Res}(L)$ is weakly regular then either $f$ is an automorphism or $f$ is nilpotent (in that $f^{n}=\mathbf{0}$ for some $n$ ).
13.11. Let $S$ be a semigroup with 0 and let $P_{0}(S)$ denote the set of all subsets of $S$ which contain 0 , ordered by set inclusion. For each $x \in S$ let $X=\{0, x\}$. Define $\varrho_{X}: P_{0}(S) \rightarrow P_{0}(S)$ by setting $\varrho_{X}(A)=A X=\{a x ; a \in A\}$ and recall that by Exercise 2.4 each mapping $\varrho_{X}$ is residuated.
(1) Show that $\varrho_{X}$ is range-closed.
(2) Show that $\varrho_{X}$ is dually range-closed if and only if $x$ satisfies the "generalized cancellation law"

$$
y x=z x \Rightarrow y x=0 \quad \text { or } \quad y=z .
$$

13.12. Let $S$ be a semigroup with 0 in which the cancellation laws

$$
\begin{array}{lll}
y x=z x & \text { with } & x \neq 0 \Rightarrow y=z \\
x y=x z & \text { with } & x \neq 0 \Rightarrow y=z
\end{array}
$$

are both valid. Suppose further that $S$ has no infinite properly decreasing chains of right or left ideals. Show that $S \backslash\{0\}$ is a group. [Hint. With notation as in Exercise 13.11 let $x \neq 0$ and consider $\varrho_{X}$. By the cancellation laws one can apply Exercise 13.11 to deduce that $\left(\varrho_{X}\right)^{n}$ is weakly regular for all $n$. The chain condition forces $\mu$ to be finite and the cancellation laws force $\nu=0$. Hence, by Theorem 13.11, $\mu=0$. It follows that $S X=X$ and similarly $X S=X$. These two facts can now be used to show that $S \backslash\{0\}$ is a group.]
13.13. Let $A$ be a ring with an identity having no infinite properly decreasing chains of left ideals (left Artinian). Recall that an element $x \in A$ is said to be a right zero divisor if $y x=0$ for some $y \neq 0$. Prove that if $x$ is not a right zero divisor then $x$ admits a left inverse. [Hint. If $x$ is not a right zero divisor then the cancellation law $y x=z x \Rightarrow y=z$ is valid. Show from this that $\left(\varrho_{x}\right)^{n}$ is weakly regular for each $n$ and proceed as in Exercise 13.12 to deduce that $A X=A$ whence $1=y x$ for some $y \in A$.] If, furthermore, $A$ has no infinite properly decreasing chains of right ideals (right Artinian), prove that the following conditions are equivalent: (a) $x$ is not a left zero divisor; (b) $x$ is not a right zero divisor; (c) $x$ has a left inverse; (d) $x$ has a right inverse; (e) $x$ has a two-sided inverse.
13.14. Let $A$ be a commutative Baer ring having no infinite properly decreasing chain of ideals. Prove that $A$ is regular. [Hint. The chain condition is inherited by every subring of the form $e A$, where $e=e^{2}$. Let $x \in A$ and let $e A=R L(x)$. Then, working in $e A, R(e x)=\{0\}$. Hence, by Exercise 13.13, ex has an inverse ey in $e A$ and so $(e y)(e x)=e$. It is immediate that $x=e x=(e y e x) x=x$ (eye) $x$.]

## 14. Strongly regular Baer semigroups

Although we do not propose to enter into a lengthy discourse on the subject, a few brief comments about projective geometry will serve to motivate the material in this section.

There are two basic approaches to projective geometry which we shall call the "combinatorial approach" and the "algebraic approach". In the combinatorial approach one deals with a set $\Omega$ of objects called points together with a collection of distinguished subsets of $\Omega$ called lines such that the following three axioms hold:
(PG1) If $p, q$ are distinct points then there is a unique line $p \cup q$ containing both $p$ and $q$.
(PG2) If a line $l$ intersects two sides of a triangle (other than at their intersection) then it also intersects the third side.
(PG3) Every line contains at least three points.
The properties of the geometry are then developed directly from the above axioms. In the algebraic approach one considers a (left) vector space $V$ over a division ring $D$. The points of the geometry are taken to be the onedimensional subspaces of $V$ and the lines the two-dimensional subspaces. The properties of the resulting geometry are now developed by considering various algebraic equations in the underlying vector space.

The problem then arises as to the connection between the two approaches. The passage from the algebraic approach to the combinatorial one is trivial. One merely verifies that the algebraically defined points and lines satisfy the axioms (PG1), (PG2) and (PG3). However, the passage from the combinatorial approach to the algebraic approach is highly nontrivial. It involves the introduction of "coordinates" into the geometry so that the points and lines become defined by algebraic equations among the coordinates. Such a process is known as coordinatization (and hence our usage of this term in connection with Baer semigroups). Basically what one wants is a left vector space $V$ over a division ring $D$ which defines the given geometry algebraically.

Now just what has all this got to do with lattice theory? Let $G$ be a projective geometry (defined combinatorially). A collection $M$ of points of $G$ is called a variety if $p, q \in M$ implies $p \cup q \in M$. If the varieties of $G$
are ordered by set inclusion, then there results an irreducible complemented modular lattice with chain conditions (irreducible in the sense that the only elements having unique complements are 0 and $\pi$, which by virtue of Theorems 8.3 and 9.3 is equivalent to saying that the centre of the lattice is $\{0, \pi\}$; chain conditions in the sense that there are no infinite properly ascending or descending chains of elements). Conversely, any such lattice $L$ gives rise in a natural way to a projective geometry; one takes the points to be the atoms of $L$ (which exist because of the descending chain condition) and the lines to be those sets of the form $\{r ; r$ is a point and $r \leq p \cup q$, where $p, q$ are distinct atoms of $L\}$. Hence the combinatorial approach to projective geometry may be regarded as equivalent to the study of irreducible complemented modular lattices satisfying the chain conditions. From the lattice-theoretic point of view, a coordinatization theorem for projective geometry becomes: if $L$ is an irreducible complemented modular lattice with chain conditions containing at least one chain of length 4 then there exists a division ring $D$ (unique up to isomorphism) and a left vector space $V$ over $D$ such that $L$ is isomorphic to the lattice of all subspaces of $V$.

About 1935, John von Neumann (motivated in part by considerations involving the foundations of quantum mechanics) generalized the notion of projective geometry by removing the chain conditions and considering a complete irreducible complemented modular lattice with certain "continuity axioms". Such a lattice was called a continuous geometry. A precise definition of this type of geometry must be regarded as beyond the scope of this book and the interested reader is referred to [21]. At any rate, von Neumann sought a coordinatization theorem for continuous geometries. He began by reformulating the coordinatization theorem for projective geometries and considering, instead of the vector space $V$, its associated ring of linear transformations. Viewed in this context, the theorem becomes the following, in which a regular ring is a ring $A$ in which $(\forall x \in A)(\exists y \in A) x=x y x:$ if $L$ is an irreducible complemented modular lattice with chain conditions containing at least one chain of length 4 then there exists a regular ring $A$ (unique up to isomorphism) such that $L$ is isomorphic to the lattice of principal right ideals of $A$. After literally hundreds of pages of inspired work, von Neumann was able to prove a
coordinatization theorem for continuous geometries which (when it works) establishes an isomorphism between the given lattice and the lattice of principal right ideals of a (unique) regular ring.

Our goal in this section is to show that for an arbitrary complemented modular lattice we must be willing to sacrifice both the uniqueness part of von Neumann's theorem and the notion of a ring, but are nonetheless able to produce a Baer semigroup coordinatization which is regular in the above sense.

We begin by considering a regular ring $A$. Let $x \in A$ and choose $y \in A$ such that $x=x y x$. Setting $e=x y$ and $f=y x$ we observe that $e=e^{2}$, $f=f^{2}, x A=e A=R(1-e)$ and $A x=A f=L(1-f)$. It follows that $A$ is a Baer ring in which $(\forall x \in A) x A \in \mathscr{R}(A)$ and $A x \in \mathscr{L}(A)$. This is the sort of thing which we wish to generalize to the case of a Baer semigroup.

Definition. Let $\langle S ; k\rangle$ be a Baer semigroup. We shall say that $x \in$ Sis right regular if $x S \in \mathscr{R}_{k}(S)$, left regular if $S x \in \mathscr{L}_{k}(S)$ and strongly regular if it is both right and left regular. The Baer semigroup $\langle S ; k\rangle$ will be called right, left or strongly regular if every element of $S$ has the property in question.

Let us note that if $x$ is right regular then there must exist an idempotent $e$ such that $x S=e S$. Then $x=e x$ and $e=x y$ for some $y \in S$, so that $x=e x=x y x$. Thus right regularity implies regularity in the von Neumann sense. In the case of a Baer ring, these two notions of regularity coincide. However, if one computes Res ( $L$ ) in the case where $L$ is a threeelement chain then the result is the following Baer semigroup which is regular in the sense of von Neumann but which is neither left nor right regular (see also Exercise 14.4):

|  | 0 | 1 | $a$ | $b$ | $c$ | $d$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 0 | 1 | $a$ | $b$ | $c$ | $d$ |
| $a$ | 0 | $a$ | $a$ | $b$ | 0 | 0 |
| $b$ | 0 | $b$ | $a$ | $b$ | $a$ | $b$ |
| $c$ | 0 | $c$ | $c$ | $d$ | 0 | 0 |
| $d$ | 0 | $d$ | $c$ | $d$ | $c$ | $d$ |

[For example, $a S=\{0, a, b\} \notin \mathscr{R}_{0}(S)$.]

Our goal will be to prove that a bounded ordered set $E$ is a complemented modular lattice if and only if it can be coordinatized by a strongly regular Baer semigroup. Note first that Theorem 13.8 may now be restated as follows:

Theorem 14.1. Let $\langle S ; k\rangle$ be a Baer semigroup. Every right regular element of $S$ is range-closed. An idempotent $e$ is range-closed if and only if the induced residuated map $\varphi_{e}$ is right regular.

It follows from this that every right regular Baer semigroup $\langle S ; k\rangle$ is range-closed and so, by Theorem $13.9, \mathscr{R}_{k}(S)$ is a complemented modular lattice. Thus, in order to prove our conjecture, it will suffice to prove that the strongly range-closed residuated maps on a complemented modular lattice form a strongly regular Baer semigroup (see Exercise 13.6).

For the moment, let us consider a more general question. Let $E$ be an ordered set and let $f \in \operatorname{Res}(E)$. When does there exist $g \in \operatorname{Res}(E)$ such that $f=f \circ g \circ f$ ? First of all, the next theorem shows that we had best be able fo find $g$ such that $f=f \circ g \circ f$ and $g=g \circ f \circ g$.

Theorem 14.2. Let $x$ be an element of the semigroup $S$. The following conditions are then equivalent:
(1) $(\exists y \in S) x=x y x$;
(2) $(\exists w \in S) x=x w x$ and $w=w x w$;
(3) there exist idempotents $e, f \in S$ such that $e S=x S$ and $S f=S x$.

Proof. (1) $\Rightarrow$ (2): Suppose that $x=x y x$ and let $w=y x y$. Then we have $x w x=x(y x y) x=(x y x) y x=x y x=x$ while $w x w=(y x y) x(y x y)$ $=y(x y x)(y x y)=y x(y x y)=y(x y x) y=y x y=w$.
(2) $\Rightarrow$ (3): Let $x=x w x$ and $w=w x w$. Setting $e=x w$ and $f=w x$, we have $e=e^{2}$ and $f=f^{2}$. Also $x=x w x=e x$ puts $x$ in $e S$ while $e=x w$ puts $e$ in $x S$. We conclude that $x S=e S$. A similar argument shows that $S x=S f$.
(3) $\Rightarrow$ (1): If $e=e^{2}$ and $e S=x S$, then $x=e x$ and $e=x y$ for some $y \in S$ and so $x=e x=x y x$.

Theorem 14.3. Let $E$ be an ordered set and let $f \in \operatorname{Res}(E)$. If there exists $g \in \operatorname{Res}(E)$ such that $f=f \circ g \circ f$ then there exist idempotents $a$, $b \in \operatorname{Res}(E)$ such that $\operatorname{Im} a=\operatorname{Im} f$ and $\operatorname{Im} b^{+}=\operatorname{Im} f^{+}$.

Proof. Let $S=\operatorname{Res}(E)$. If $f=f \circ g \circ f$, then by Theorem 14.2 there exist idempotents $a, b \in S$ such that $a \circ S=f \circ S$ and $S \circ b=S \circ f$. Then $f=a \circ f$ and, for some $h \in S, a=f \circ h$. It is immediate from this that $\operatorname{Im} a=\operatorname{Im} f$. To say that $S \circ b=S \circ f$ is equivalent to saying that $b^{+} \circ S^{+}=f^{+} \circ S^{+}$where $S^{+}=\operatorname{Res}^{+}(E)$. Thus a similar argument shows that $\operatorname{Im} b^{+}=\operatorname{Im} f^{+}$.

Theorem 14.4. Let $E$ be an ordered set and let $f \in \operatorname{Res}(E)$. Suppose that $a, b$ are idempotents of $\operatorname{Res}(E)$ such that $\operatorname{Im} a=\operatorname{Im} f$ and $\operatorname{Im} b^{+}=\operatorname{Im} f^{+}$. Let $g=b \circ f^{+} \circ a$ and $h=a^{+} \circ f \circ b^{+}$. Then
(1) $g \in \operatorname{Res}(E)$ with $g^{+}=h$;
(2) $f=f \circ g \circ f$ and $g=g \circ f \circ g$;
(3) $f \circ g=a$ and $g \circ f=b$;
(4) $\operatorname{Im} g=\operatorname{Im} b$ and $\operatorname{Im} h=\operatorname{Im} a^{+}$from which it follows that (i) $g$ is range-closed if and only if $b$ is range-closed, (ii) $g$ is dually range-closed if and only if $a$ is dually range-closed;
(5) fis right regular if and only if it is range-closed; and is left regular if and only if it is dually range-closed.

Proof. (1) Note that since $\operatorname{Im} f=\operatorname{Im} a$ and $\operatorname{Im} f^{+}=\operatorname{Im} b^{+}$we must have $f=a \circ f$ and $f^{+}=b^{+} \circ f^{+}$, the latter giving $f=f \circ b$. It follows that

$$
\left\{\begin{array}{l}
f \circ b^{+} \circ b=(f \circ b) \circ b^{+} \circ b=f \circ\left(b \circ b^{+} \circ b\right)=f \circ b=f ; \\
a \circ a^{+} \circ f=a \circ a^{+} \circ(a \circ f)=\left(a \circ a^{+} \circ a\right) \circ f=a \circ f=f
\end{array}\right.
$$

We have thus established that

$$
f=a \circ f=a \circ a^{+} \circ f=f \circ b=f \circ b^{+} \circ b .
$$

Now $(\forall x \in E) a(x) \in \operatorname{Im} f$ implies that $a(x)=f(y)$ for some $y$ and so $\left(f \circ f^{+} \circ a\right)(x)=\left(f \circ f^{+} \circ f\right)(y)=f(y)=a(x)$ and we deduce that $a=f \circ f^{+} \circ a$. A dual argument produces $b^{+}=f^{+} \circ f \circ b^{+}$. Thus

$$
a=f \circ f^{+} \circ a \quad \text { and } \quad b^{+}=f^{+} \circ f \circ b^{+}
$$

We now apply $(\alpha)$ and $(\beta)$ to write

$$
\begin{aligned}
h \circ g=\left(a^{+} \circ f \circ b^{+}\right) \circ\left(b \circ f^{+} \circ a\right) & =a^{+} \circ\left(f \circ b^{+} \circ b\right) \circ f^{+} \circ a \\
& =a^{+} \circ f \circ f^{+} \circ a \\
& =a^{+} \circ a \\
& \geq \text { id } .
\end{aligned}
$$

Similarly, we can show that $g \circ h=b \circ b^{+} \leq i d$, thus establishing (1).
(2) Making repeated use of ( $\alpha$ ), we have

$$
f \circ g \circ f=f \circ\left(b \circ f^{+} \circ a\right) \circ f=(f \circ b) \circ f^{+} \circ(a \circ f)=f \circ f^{+} \circ f=f
$$

and likewise

$$
\begin{aligned}
g \circ f \circ g=\left(b \circ f^{+} \circ a\right) \circ f \circ\left(b \circ f^{+} \circ a\right) & =\left(b \circ f^{+}\right) \circ(a \circ f) \circ\left(b \circ f^{+}\right) \circ a \\
& =\left(b \circ f^{+}\right) \circ\left(f \circ f^{+} \circ a\right) \\
& =b \circ f^{+} \circ a \\
& =g
\end{aligned}
$$

(3) $\mathrm{By}(\alpha)$ and ( $\beta$ ) we have

$$
f \circ g=f \circ\left(b \circ f^{+} \circ a\right) \circ f=(f \circ b) \circ f^{+} \circ a=f \circ f^{+} \circ a=a .
$$

Similarly,

$$
g \circ f=\left(b \circ f^{+} \circ a\right) \circ f=\left(b \circ f^{+}\right) \circ(a \circ f)=b \circ f^{+} \circ f=b .
$$

(4) Since $g=b \circ f^{+} \circ a$ it is clear that $\operatorname{Im} g \subseteq \operatorname{Im} b$; and the fact that $b=g \circ f$ produces the reverse inclusion. By a dual argument we see that $\operatorname{Im} h=\operatorname{Im} a^{+}$and the remaining assertions in (4) are now obvious.
(5) We established in ( $\alpha$ ) and ( $\beta$ ) that $f=a \circ f$ and $f \circ g=a$. It follows from this that $f \circ \operatorname{Res}(E)=a \circ \operatorname{Res}(E)$. Now if $f$ is range-closed we must have $a$ range-closed since $\operatorname{Im} f=\operatorname{Im} a$. By Theorem 14.1, $a$ is right regular. It is immediate that $f$ is right regular. If, on the other hand, $f$ is right regular then by Theorem 14.1 it is range-closed. A similar argument shows that $f$ is left regular if and only if it is dually range-closed.

Corollary. Every weakly regular residuated mapping on a bounded lattice $L$ is strongly regular.

Proof. If $f \in \operatorname{Res}(L)$ is weakly regular then $\operatorname{Im} f=[0, f(\pi)]$ and $\operatorname{Im} f^{+}=\left[f^{+}(0), \pi\right]$. If we choose $a=\theta_{f(\pi)}$ and $b=\psi_{f^{+}(0)}$ (these maps being defined immediately preceding Theorem 12.4), we have $\operatorname{Im} a=\operatorname{Im} f$ and $\operatorname{Im} b^{+}=\operatorname{Im} f^{+}$. It then follows by Theorem 14.4(5) that $f$ is strongly regular.

Before stating the next theorem it will prove convenient to establish some additional notation. In a bounded lattice $L$ we shall agree to write $x \oplus y=\pi$ to denote the fact that

$$
x \cup y=\pi \quad \text { and } \quad x \cap y=0 \quad \text { with } \quad M(x, y) \text { and } M^{*}(y, x) .
$$

Theorem 14.5. Let $L$ be a bounded lattice and let $f \in \operatorname{Res}(L)$ be weakly regular. Then the following conditions are equivalent:
(1) there exists a weakly regular element $g \in \operatorname{Res}(L)$ such that $f=f \circ g \circ f$ and $g=g \circ f \circ g$;
(2) $(\exists s, t \in L) s \oplus f(\pi)=\pi=f^{+}(0) \oplus t$.

Proof. Suppose first that such a mapping $g$ can be found. Thers $\operatorname{Im} g \supseteq \operatorname{Im} g \circ f$ and since $g(x)=(g \circ f)[g(x)]$ we have $\operatorname{Im} g \subseteq \operatorname{Im} g \circ f$. Thus $\operatorname{Im} g=\operatorname{Im} g \circ f$. Similar arguments show that $\operatorname{Im} f=\operatorname{Im} f \circ g$, $\operatorname{Im} f^{+}=\operatorname{Im} f^{+} \circ g^{+}$and $\operatorname{Im} g^{+}=\operatorname{Im} g^{+} \circ f^{+}$. It is immediate that $f \circ g$ and $g \circ f$ are each weakly regular idempotents. By Theorem 13.4 there must then exist $s, t \in L$ such that $s \oplus f(\pi)=\pi=f^{+}(0) \oplus t$.

Suppose now that we are given elements $s, t \in L$ such that $s \oplus f(\pi)$ $=\pi=f^{+}(0) \oplus t$. Then, as in the first part of the proof of Theorem 13.4, we can produce weakly regular idempotents $a, b \in \operatorname{Res}(L)$ such that $\operatorname{Im} a=\operatorname{Im} f$ and $\operatorname{Im} b^{+}=\operatorname{Im} f^{+}$. Taking $g$ as in Theorem 14.4, we see that $\operatorname{Im} g=\operatorname{Im} b$ and $\operatorname{Im} g^{+}=\operatorname{Im} a^{+}$and so $g$ is weakly regular.

We are now ready to relate this to the case where $L$ is a complemented modular lattice. In view of the corollaries to Theorem 13.7*, we see that in Res ( $L$ ) the concepts of strong regularity, weak regularity and strongly range-closed all coincide. It follows that the strongly range-closed maps form a strongly regular Baer semigroup which coordinatizes $L$. The next theorem summarizes the situation.

Theorem 14.6. a bounded ordered set $E$ is a complemented modular lattice if and only if it can be coordinatized by one of the following types of Baer semigroup: strongly regular; left regular; right regular; strongly range-closed; range-closed; dually range-closed.

Example 14.1. Let $L$ be a complemented modular lattice and let $f \in \operatorname{Res}(L)$ be weakly regular. By Theorem 13.2 the restriction of $f$ to the interval $\left[f^{+}(0), \pi\right]$ is an isomorphism of that interval onto $[0, f(\pi)]$. Let $t$ be a complement of $f^{+}(0)$ and let $\hat{f}$ denote the restriction of $f$ to $[0, t]$. Then defining $g$ by the prescription $g(x)=f^{+}(x) \cap t$ for all $x \leq f(\pi)$, we see that, for $x \leq f(\pi)$,

$$
(\hat{f} \circ g)(x)=f\left[f^{+}(x) \cap t\right]=x \cap f(t)=x
$$

since $f(\pi)=f\left[f^{+}(0) \cup t\right]=f(t)$. Similarly, for $y \leq t$,

$$
\begin{aligned}
(g \circ \hat{f})(y)=g[f(y)] & =f^{+}[f(y)] \cap t \\
& =\left[y \cap f^{+}(0)\right] \cap t \\
& =y .
\end{aligned}
$$

Hence $\hat{f}$ is an isomorphism with $g$ as its inverse.
Suppose now that in particular $V$ is a vector space over a division ring $D$ and let $L(V)$ be the lattice of subspaces of $V$. Let $f: L(V) \rightarrow L(V)$ be a weakly regular map and let $M=f(V)$ and $N=f^{+}\{0\}$. If $T$ is a complement of $N$ in $L(V)$, then $\hat{f}=f_{[\{0\}, T]}$ the restriction of $f$ to $[\{0\}, T]$, is an isomorphism of $[\{0\}, T]$ onto $[\{0\}, M]=\operatorname{Im} f$. If the dimension of $M$ is at least three then by the "Fundamental Theorem of Projective Geometry" (see [2], p. 44) there exists a semilinear transformation $s=\left(s^{\prime}, s^{\prime \prime}\right)$ where $s^{\prime \prime}: T \rightarrow M$ such that $\hat{f}=s^{\prime \prime}$. Let $e$ be the projection of $V$ onto $T$ with kernel $N$ and extend $s$ to a semilinear transformation $\bar{s}=\left(s^{\prime}, s^{\prime \prime} \circ e\right)$ on $V$. Then for each $X \in L(V)$ we have

$$
\begin{equation*}
\left(s^{\prime \prime} \circ e\right) \rightarrow(X)=s^{\prime \prime} \rightarrow\left[e^{\rightarrow}(X)\right]=\hat{f}\left[e^{\rightarrow}(X)\right] . \tag{1}
\end{equation*}
$$

Defining $g$ as in the first paragraph we have

$$
\begin{equation*}
(\forall X \in L(V)) \quad(g \circ f)(X)=f^{+}[f(X)] \cap T=(X \cup N) \cap T . \tag{2}
\end{equation*}
$$

But $e^{\rightarrow}$ is a weakly regular idempotent and so, by Theorem 13.4,

$$
\begin{equation*}
(\forall X \in L(V)) \quad e^{\rightarrow}(X)=\left[X \cup e^{-}\{0\}\right] \cap e^{\rightarrow}(V)=(X \cup N) \cap T . \tag{3}
\end{equation*}
$$

From (2) and (3) we deduce that $g \circ f=e^{\vec{~}}$ and so $\left(s^{\prime \prime} \circ e\right) \overrightarrow{ }=\hat{f} \circ e^{\vec{~}}$ $=\hat{f} \circ g \circ f=f$. We conclude that, with the exception of certain lowdimensional cases, the weakly regular residuated mappings on $L(V)$ are precisely those induced by semilinear transformations.

## EXERCISES

14.1. Prove that the focal ideal of a right regular Baer semigroup $\langle S ; k\rangle$ is a group.
14.2. Prove that a binary relation on a set is range-closed if and only if it is right regular. [Hint. Use Exercise 13.5(1).]
14.3. Let $E$ be an ordered set and let $f \in \operatorname{Res}(E)$. Show that the following conditions are equivalent:
(1) there exists an idempotent $a \in \operatorname{Res}(E)$ such that $\operatorname{Im} a=\operatorname{Im} f$ and $\operatorname{Im} a^{+}$ $=\operatorname{Im} f^{+}$;
(2) there exists $g \in \operatorname{Res}(E)$ such that $f=f \circ g \circ f, g=g \circ f \circ g$ and $f \circ g=g \circ f$.
14.4. Let $L$ be a finite chain. Prove that $\operatorname{Res}(L)$ is regular in the von Neumann sense. [Hint. Let $f \in \operatorname{Res}(L)$ and define $g$ by

$$
g(x)=\left\{\begin{array}{cll}
f^{+}(x) & \text { if } & x \neq 0 \\
0 & \text { if } & x=0
\end{array}\right.
$$

Use Exercise 2.12 to show that $g \in \operatorname{Res}(L)$ and then note that $f=f \circ g \circ f$.]

## 15. Decreasing Baer semigroups

By a decreasing map on an ordered set $E$ we shall mean a map $f: E \rightarrow E$ which is such that $f \leq \mathrm{id}_{E}$. In this section we shall first discuss decreasing residuated maps and then focus our attention on Baer semigroups in which every induced residuated map is decreasing. We shall see that this type of semigroup is intimately connected with a certain class of infinitely distributive lattices.

We begin with a study of residuated dual closure maps on a lattice $L$. Recall first that by Theorem 2.10 any such mapping $f$ has the property that
$f=f \circ f^{+}$and $f^{+}=f^{+} \circ f$. It is immediate from this that $f(x)=f(y)$ if and only if $f^{+}(x)=f^{+}(y)$. Let $R_{f}$ be the equivalence relation associated with $f$ and note that if $x \equiv y\left(R_{f}\right)$, then $(\forall t \in L) f(x \cup t)=f(x) \cup f(t)$ $=f(y) \cup f(t)=f(y \cup t)$ and so $x \cup t \equiv y \cup t\left(R_{f}\right)$. In a similar way, since $f(x)=f(y) \Rightarrow f^{+}(x)=f^{+}(y)$, we can show that $f^{+}(x \cap t)$ $=f^{+}(y \cap t)$ and hence deduce that $x \cap t \equiv y \cap t\left(R_{f}\right)$. This shows that $R_{f}$ is a congruence relation on $L$. But even morecan be said. For if $f(x)=f(y)$, then $f^{+}(x)=f^{+}(y)$ and $f(x) \leq y \leq f^{+}(x)$. On the other hand, if $f(x) \leq y$ $\leq f^{+}(x)$, then $f(x)=(f \circ f)(x) \leq f(y) \leq\left(f \circ f^{+}\right)(x)=f(x)$ shows that $f(x)=f(y)$. We thus have

$$
x \equiv y\left(R_{f}\right) \Leftrightarrow f(x) \leq y \leq f^{+}(x)
$$

and so $R_{f}$ has bounded congruence classes. Furthermore, $f$ may be recaptured from $R_{f}$ since

$$
(\forall x \in L) f(x)=\cap\left\{y \in L ; y \equiv x\left(R_{f}\right)\right\} .
$$

Suppose now that $R$ is a congruence relation on $L$ with bounded classes, say $(\forall x \in L) x / R=\left[x_{R}, x^{R}\right]$. Then, defining mappings $f, g: L \rightarrow L$ by the prescriptions $f(x)=x_{R}$ and $g(x)=x^{R}$, we see that

$$
\begin{aligned}
x \leq y \Rightarrow x=x \cap y & \Rightarrow x_{R} \equiv x_{R} \cap y \equiv x_{R} \cap y_{R}(R) \\
& \Rightarrow x_{R} \leq x \equiv x_{R} \cap y_{R}(R) \\
& \Rightarrow x_{R}=x_{R} \cap y_{R} \leq y_{R},
\end{aligned}
$$

and in a similar way $x \leq y \Rightarrow x^{R} \leq y^{R}$. This shows that $f, g$ are isotone. We now observe that $f \circ g=f \leq \mathrm{id}_{L}$ and $g \circ f=g \geq \mathrm{id}_{L}$ and so it follows that $f$ is a residuated dual closure map with $f^{+}=g$. The original congruence relation may be recaptured from $f$ since $x \equiv y(R) \Leftrightarrow f(x)$ $=f(y)$. We have therefore proved the following result:

Theorem 15.1. Let $L$ be a lattice. If $R$ is a congruence relation on $L$ with bounded classes then the mapping described by $x \rightarrow \cap\{y \in L ; y \in x / R\}$ is a residuated dual closure map. If, conversely, f is a residuated dual closure map and $R_{f}$ is the associated equivalence then $R_{f}$ is a congruence relation on $L$ having bounded classes. Moreover, the mapping described by $f \rightarrow R_{f}$
sets up a bijection between the residuated dual closure maps on $L$ and the congruence relations on $L$ which have bounded classes.

The reader may find it instructive to compare the above discussion with his solution of Exercises 6.7 and 6.8.

We next dispose of the question of when a residuated dual closure mapping is range-closed or dually range-closed.

Theorem 15.2. Let $f$ be a residuated dual closure mapping on the bounded ordered set $E$. Then
(1) $f$ is range-closed $\Leftrightarrow(\forall x \in E) x \cap f(\pi)$ exists and equals $f(x)$;
(2) fis dually range-closed $\Leftrightarrow(\forall x \in E) x \cup f^{+}(0)$ exists and equals $f^{+}(x)$.

Proof. (1) By Theorem 13.1, $f$ is range-closed if and only if ( $\forall x \in E$ ) $x \cap f(\pi)$ exists and equals $\left(f \circ f^{+}\right)(x)$. But by Theorem 2.10 we have $f=f \circ f^{+}$. (2) is established similarly.

We next show that in a fairly wide class of lattices every decreasing residuated mapping is of the form $x \rightarrow x \cap z$, where $z$ is central and use this to generalize Theorem 9.4.

Theorem 15.3. Let $L$ be a lattice which is both section and dual section semicomplemented. If f is a decreasing residuated mapping on $L$ then $f(\pi)$ is central and $(\forall x \in L) f(x)=x \cap f(\pi)$.

Proof. For arbitrary $x \in L$ we evidently have $x \geq[x \cap f(\pi)]$ $\cup\left[x \cap f^{+}(0)\right]$. Let $y \leq x$ be chosen such that $y \cap\left\{[x \cap f(\pi)] \cup\left[x \cap f^{+}(0)\right]\right\}$ $=0$. Then

$$
y \cap f(\pi)=y \cap x \cap f(\pi) \leq y \cap\left\{[x \cap f(\pi)] \cup\left[x \cup f^{+}(0)\right]\right\}=0
$$

and so $y \cap f(\pi)=0$. Similarly, we can show that $y \cap f^{+}(0)=0$. Since $f$ is decreasing, we clearly have $f(y) \leq y \cap f(\pi)=0$ and so $y \leq f^{+}(0)$ whence $y=y \cap f^{+}(0)=0$. Since $L$ is section semicomplemented we deduce that $x=[x \cap f(\pi)] \cup\left[x \cap f^{+}(0)\right]$. The same type of argument applied to the dual of $L$ will yield $x=[x \cup f(\pi)] \cap\left[x \cup f^{+}(0)\right]$. It follows by Theorem 9.2 that $f(\pi)$ is central with $f^{+}(0)$ as its unique complement. The proof is completed by noting that $f(x) \leq x \cap f(\pi)$ and if $y \leq x \cap f(\pi)$ is such that $y \cap f(x)=0$ then $f(y) \leq y \cap f(x)$ implies
$f(y)=0$ and so $y \leq f^{+}(0)$. Since also $y \leq f(\pi)$ we deduce that $y=0$ and consequently $f(x)=x \cap f(\pi)$.

Theorem 15.4. Let $L$ be a complete lattice which is both section and dual section semicomplemented. Then the centre of $L$ is a complete sublattice of $L$.

Proof. Let $\left\{z_{\alpha} ; \alpha \in A\right\}$ be a family of central elements. For each $\alpha \in A$ define $f_{\alpha}$ by the prescription $f_{\alpha}(x)=x \cap z_{\alpha}$. Note that each $f_{\alpha}$ is a decreasing residuated mapping on $L$. Now let $f: L \rightarrow L$ be described by $f(x)=\bigcup_{x \in A} f_{\alpha}(x)$. We have $f$ decreasing and so, by Theorem 15.3, $f(\pi)$ is central. But $f(\pi)=\bigcup_{\alpha \in A} f_{\alpha}(\pi)=\bigcup_{\alpha \in A} z_{\alpha}$. A dual argument produces the fact that $\bigcap_{\alpha \in A} z_{\alpha}$ is central.

We now turn to the consideration of decreasing Baer semigroups; i.e. Baer semigroups $\langle S ; k\rangle$ in which each induced residuated mapping $\varphi_{x}$ on $\mathscr{R}_{k}(S)$ is decreasing. The next result translates this condition into some interesting multiplicative properties of the semigroup $\langle S ; k\rangle$. In this result, $e$ and $f$ denote idempotents as usual.

Theorem 15.5. For a Baer semigroup $\langle S ; k\rangle$ the following conditions are equivalent:
(1) $S$ is decreasing;
(2) $(\forall x \in S) R_{k}(x)$ is a two-sided ideal;
(3) $x y \in k S \Rightarrow x S y \subseteq k S$;
(4) $e S \in \mathscr{R}_{k}(S) \Rightarrow(\forall x \in S) x e=e x e$;
(5) $e S \in \mathscr{R}_{k}(S) \Leftrightarrow S e=e S e$;
(6) $e S \in \mathscr{R}_{k}(S) \Rightarrow e S e$ is a left ideal;
(7) $S f \in \mathscr{L}_{k}(S) \Rightarrow(\forall x \in S) f x=f x f$;
(8) $S f \in \mathscr{L}_{k}(S) \Rightarrow f S=f S f$;
(9) $S f \in \mathscr{L}_{k}(S) \Rightarrow f S f$ is a right ideal.

Proof. (1) $\Rightarrow$ (2): Let $e S=R_{k}(x)$. Then $(\forall y \in S) \varphi_{y}(e S) \subseteq e S$ gives $y e \in e S$ and so $e S$ is a left as well as a right ideal of $S$.
(2) $\Rightarrow$ (4): Let $e S$ be a two-sided ideal of $S$. Then $e=e e \in e S$ and so $(\forall x \in S) x e \in e S$ from which it follows that $x e=e x e$.
(4) $\Rightarrow$ (5): If $y \in S e$, then there exists $x \in S$ such that $y=x e$. By (4), $y=x e=e x e \in e S e$ and so $S e \subseteq e S e$. The reverse inclusion is obvious.
(5) $\Rightarrow$ (6): If $S e=e S e$, then $e S e$ is a left ideal.
(6) $\Rightarrow$ (3): Let $x y \in k S$ and let $e S=\left(R_{k}^{\vec{~}} \circ L_{k}\right)(y)$. Then $L_{k}(y)=L_{k}(e)$ and so $x e \in k S$. Since $e=e e e \in e S e$ we have $(\forall w \in S)$ we $\in e S e$ and so $w e=e w e$ and $x w e=x e w e \in k S$. It follows that $x w y \in k S$ and hence that $x S y \subseteq k S$.
(3) $\Rightarrow$ (1): Let $e S \in \mathscr{R}_{k}(S)$ and let $x \in S$. Then if $w e \in k S$ we must have $w x e \in k S$. Thus $L_{k}(e) \subseteq L_{k}(x e)$ and $\varphi_{x}(e S)=\left(R_{k}^{\left.\left.\overrightarrow{ } \circ L_{k}\right)(x e) \subseteq\left(R_{k}^{\vec{~}} \circ L_{k}\right)(e), ~\right) ~}\right.$ $=e S$ whence $\varphi_{x}$ is decreasing.

The remaining equivalences follow from the symmetry of condition (3).
Corollary. Every abelian Baer semigroup is decreasing.
The question now arises as to which lattices may be coordinatized by a decreasing Baer semigroup. The answer is provided by:

Theorem 15.6. A lattice $L$ may be coordinatized by a decreasing Baer semigroup if and only if, for each $y \in L$, the translation $x \rightarrow x \cap y$ is residuated and the translation $x \rightarrow x \cup y$ is dually residuated.

Proof. Let $\langle S ; k\rangle$ be a decreasing Baer semigroup and let $e S, f S$ $\in \mathscr{R}_{k}(S)$ with $e, f$ idempotent. By Theorem 13.8, $f$ is range-closed and so, by Theorem 15.2, $\varphi_{f}(e S)=e S \cap f S$. Thus the translation $e S \rightarrow e S \cap f S$ is residuated. Letting $S e^{\#}=L_{k}(e), S f^{*}=L_{k}(f)$ and using the obvious right/left symmetry of Theorem 15.5, we also have the translation $S e^{*}$ $\rightarrow S e^{*} \cap S f^{*}$ residuated on $\mathscr{L}_{k}(S)$. Taking right $k$-annihilators, this shows that $e S \rightarrow e S \cup f S$ is dually residuated on $\mathscr{R}_{k}(S)$.

Suppose, on the other hand, that $L$ is a lattice in which, for all $y$, the translation $x \rightarrow x \cap y$ is residuated and the translation $x \rightarrow x \cup y$ is dually residuated. Evidently $L$ is then bounded. For each $y \in L$ define $\mu_{y}(x)=x \cap y$ and let $v_{y}$ be the unique residuated map such that $\nu_{y}^{+}(x)$ $=x \cup y$. Let $S$ be the semigroup formed by the decreasing residuated maps on $L$ and note that $(\forall y \in L) \mu_{y}, v_{y} \in S$. If $f, g \in S$ then by Theorem 12.4 we have $f \circ g=0$ if and only if $g(\pi) \leq f^{+}(0)$. Let $y=f^{+}(0)$. If $g(\pi) \leq y$ then $g=\mu_{y} \circ g$ and if $g=\mu_{y} \circ g$ we have $g(\pi)=\mu_{y}[g(\pi)]$ $=g(\pi) \cap y \leq y$. It follows that $R(f)=\mu_{y} \circ S$. Similarly, we have $L(f)=S \circ \nu_{w}$ where $w=f(\pi)$. Thus $S$ is a Baer semigroup. Furthermore,
as in the proof of Theorem 12.5, the mapping $\mu_{y} \circ S \rightarrow y$ is an isomorphism of $\mathscr{R}(S)$ onto $L$. It is immediate that $S$ is a decreasing Baer semigroup which coordinatizes $L$.

Making use of the fact that a complete lattice is infinitely distributive if and only if it satisfies the conditions of the previous theorem, we have the following:

Corollary. A complete lattice is infinitely distributive if and only if it can be coordinatized by a decreasing Baer semigroup. A finite lattice is distributive if and only if it can be so coordinatized.

As a final item for this section, we present a semigroup characterization of the centre of the lattice of right $k$-annihilators of a decreasing Baer semigroup.

Theorem 15.7. Let $\langle S ; k\rangle$ be a decreasing Baer semigroup and let $e S \in \mathscr{R}_{k}(S)$ with $e=e^{2}$. The following conditions are then equivalent:
(1) eS has a complement in $\mathscr{R}_{k}(S)$;
(2) $S e \in \mathscr{L}_{k}(S)$;
(3) $e$ is in the centre of $S$.

Proof. (1) $\Rightarrow$ (2): Let $f S$ be a complement of $e S$ in $\mathscr{R}_{k}(S)$ with $f=f^{2}$. Then, since

$$
e S \cap f S=\varphi_{e}(f S)=\left(R_{k}^{\vec{k}} \circ L_{k}\right)(e f)=\varphi_{f}(e S)=\left(R_{k}^{\vec{k}} \circ L_{k}\right)(f e),
$$

we must have $e f \in k S$ and $f e \in k S$. Letting $S e^{\prime}=L_{k}(e)$ and $S f^{\prime}=L_{k}(f)$, we have $e=e f^{\prime}$. Also, $e S \curlyvee f S=1 S$ implies that $k S=L_{k}(1)$ $=L_{k}(e S \vee f S)=S e^{\prime} \cap S f^{\prime}$. By an argument dual to the one given above, we can show that $e^{\prime} f^{\prime} \in k S$ and $f^{\prime} e^{\prime} \in k S$. But $e^{\prime} f^{\prime} \in k S$ implies $f^{\prime} \in R_{k}\left(e^{\prime}\right)$ $=\left(R_{k} \circ L_{k}\right)(e)=e S$ and so $f^{\prime}=e f^{\prime}$. It follows that $e=f^{\prime}$ and so $S e \in \mathscr{L}_{k}(S)$.
(2) $\Rightarrow$ (3): This follows from Theorem 15.5 .
(3) $\Rightarrow$ (1): Let $e$ belong to the centre of $S$, let $S f=L_{k}(e)$ and let $g S=R_{k}(e)$, where $f, g$ are idempotent. Then $f e \in k S \Rightarrow e f \in k S \Rightarrow f=g f$. Similarly $e g \in k S \Rightarrow g e \in k S \Rightarrow g=g f$. It follows that $f=g$. Thus we have $S f \in \mathscr{L}_{k}(S)$ and $f S \in \mathscr{R}_{k}(S)$, so by Theorem 15.5 we have $(\forall x \in S)$ $f x=f x f=x f$. The same argument applied to $f$ in place of $e$ now shows
that since $e S=R_{k}(f)$ we must have $S e=L_{k}(f)$. Clearly $e S \cap f S=k S$, and since $S e \cap S f=k S$ we have that $1 S=R_{k}^{\vec{k}}(k S)=R_{k}^{\vec{k}}(S e \cap S f)$ $=f S \vee e S$ so $f S$ is a complement of $e S$ in $R_{k}(S)$.

## EXERCISES

15.1. Let $f$ be a decreasing residuated mapping on a bounded semicomplemented lattice. Show that $f(\pi) \cup f^{+}(0)=\pi$.
15.2. Let $f$ be a decreasing residuated mapping on a bounded section semicomplemented lattice $L$. Show that

$$
(\forall x \in L) \quad x=f(x) \cup\left[x \cap f^{+}(0)\right] .
$$

[Hint. Apply Exercise 15.1 to the interval [0, x].] Deduce that $f$ is idempotent and show finally that

$$
f(\pi) \cap f^{+}(0)=0 \Leftrightarrow(\forall x \in L) f(x)=x \cap f(\pi) .
$$

15.3. Prove that the multiplicative semigroup of a Baer ring $A$ is decreasing if and only if every idempotent of $A$ is central.
15.4. Let $(X, \mathscr{T})$ be a $T_{1}$-topological space and let $R$ be a continuous relation on $X$. Show that the induced residuated mapping $\eta_{R}$ on the lattice of closed subsets of $X$ is decreasing if and only if there exists an open subset $A$ of $X$ such that $R=\{(x, x) ; x \in A\}$.
15.5. Let $\langle S ; k\rangle$ be a Baer semigroup and let $Z$ be its centre. Show that $\langle Z, k\rangle$ is a decreasing Baer semigroup such that $\mathscr{R}_{k}(Z)$ is a Boolean algebra.
15.6. Let $\langle S ; k\rangle$ be a Baer semigroup with $e S \in \mathscr{R}_{k}(S)$. Show that $e S$ is a twosided ideal of $S$ if and only if $L_{k}(e)$ is a two-sided ideal. Deduce that the set $\left\{e S \in \mathscr{R}_{k}(S)\right.$; $e S$ is an ideal \} forms a sublattice of $\mathscr{R}_{k}(S)$. [Hint. The intersection operation in $\mathscr{R}_{k}(S)$ is set-theoretic while the union operation is given by

$$
\left.e S \vee f S=R_{k}\left[L_{k}(e) \cap L_{k}(f)\right] .\right]
$$

15.7. Let $\langle S ; k\rangle$ be a decreasing strongly regular Baer semigroup and let $e S \in \mathscr{R}_{k}(S)$ with $e=e^{2}$. Define $G_{e}=\left\{x \in S ;\left(R_{k}{ }^{\circ} L_{k}\right)(x)=e S\right\}$. Prove that:
(1) $e$ is in the centre of $S$;
(2) $G_{e}$ is a subsemigroup of $S$ which is in its own right a group;
(3) $S$ is the disjoint union of the family of groups

$$
\left\{G_{e} ; e S \in \mathscr{R}_{k}(S)\right\}
$$

[Hint. To show that $x, y \in G_{c} \Rightarrow x y \in G_{e}$ argue that $L_{k}(x y)=L_{k}(x e)=L_{k}(e x)=L_{k}(x)$ and deduce that $\left(R_{k}{ }^{\circ} L_{k}\right)(x y)=e S$.]

## 16. Annihilator-preserving homomorphisms

In the study of any branch of algebra the "structure preserving" mappings are of great importance. In the theory of Baer semigroups we have to consider, in addition to the semigroup structure, the crucial annihilator
properties. We are thus led to define some sort of "annihilator-preserving" homomorphism. We begin by establishing some notation which we shall use throughout this section.
$\langle S ; k\rangle$ will always denote a Baer semigroup and $e, g, h$ will always denote idempotents elements of $S$. If $f$ is a homomorphism of $S$ into the semigroup $T$ we shall agree to write $f(x)=\bar{x}$ for each $x \in S$ and $\operatorname{Im} f=\bar{S}$. For each subset $A$ of $S$ we write as usual $f(A)=\{f(a) ; a \in A\}$. It is clear that $k$ is a central idempotent in $\bar{S}$. We wish to consider annihilators in $\bar{S}$ with respect to the ideal $\bar{k} \bar{S}$. Accordingly, we define

$$
R_{\bar{k}}(\bar{x})=\{\bar{y} \in \bar{S} ; \quad \bar{x} \bar{y} \in \bar{k} \bar{S}\} ; \quad L_{\bar{k}}(\bar{x})=\{\bar{y} \in \bar{S} ; \quad \bar{y} \bar{x} \in \bar{S} \bar{S}\} .
$$

Now if $x y \in k S$, then clearly $\bar{x} \bar{y} \in \bar{k} \bar{S}$ and so $\left(f^{\rightarrow} \circ R_{k}\right)(x) \subseteq R_{\bar{k}}(\bar{x})$ $=\left(R_{k} \circ f\right)(x)$. Similarly, $\left(f \rightarrow \circ L_{k}\right)(x) \subseteq\left(L_{k} \circ f\right)(x)$. To see that equality does not hold in general, we present the following example:


S


T

Now $S$ and $T$ are pseudo-complemented lattices which may be regarded as Baer semigroups with respect to intersection, the foci being $0, \overline{0}$. If we define $f: S \rightarrow T$ by setting $f(x)=\bar{x}$ if $x \neq z$ and $f(z)=\overline{0}$, then $f$ is a semigroup homomorphism of $S$ onto $T$. Note that in $T$ we have $R_{\{\overline{0}\}}(\bar{a})$ $=\{0, \bar{b}\}$ but $f \rightarrow\left[R_{\{0\}}(a)\right]=\{f(0)\}=\{\overline{0}\}$. Now this is precisely the sort of thing we wish to avoid, and leads us to the following definition:

Definition. Let $f$ be a homomorphism of $S$ into the semigroup $T$. We shall call $f$ annihilator-preserving or an $A P$-homomorphism if and only if

$$
\text { (1) } f \rightarrow \circ R_{k}=R_{k} \circ f \text { and (2) } f \rightarrow \circ L_{k}=L_{k} \circ f \text {. }
$$

We shall speak of $f$ as being an $A P$-homomorphism of $\langle S ; k\rangle$ into the Baer semigroup $\langle T ; j\rangle$ if in addition to (1) and (2) we have

$$
\text { (3) } f(k)=j \text {. }
$$

Theorem 16.1. Let $f$ be an AP-homomorphism of $\langle S ; k\rangle$ into the semigroup $T$. Then $\langle\bar{S} ; \bar{k}\rangle$ is a Baer semigroup.

Proof. Let $x \in S$ with $R_{k}(x)=e S$. Then if $\bar{y}=\bar{e} \bar{y}$ we have

$$
f(x y)=f(x) f(y)=f(x) f(e y)=f(x e) f(y)=f(x e k) f(y)=\bar{x} \bar{e} \bar{k} \bar{y} \in k \bar{S} .
$$

If $\bar{x} \bar{y} \in \bar{K} \bar{S}$, then $\bar{y} \in\left(R_{k} \circ f\right)(x)=\left(f \rightarrow \circ R_{k}\right)(x)$ implies that $\bar{y}=f(w)$ for some $w \in R_{k}(x)$. But then $w=e w$ forces $\bar{y}=\bar{e} \bar{y}$ and so $R_{k}(\bar{x})=\bar{e} \bar{S}$. Similarly, if $L_{k}(x)=S g$, then $L_{k}(\bar{x})=\bar{S} \bar{g}$.

Remark. It is important to note from the above proof thatif $e S=R_{k}(x)$, then $f \rightarrow(e S)=\left(f \rightarrow \circ R_{k}\right)(x)=\left(R_{k} \circ f\right)(x)=\bar{e} \bar{S} \in \mathscr{R}_{k}(\bar{S})$. Similarly, if $S g \in \mathscr{L}_{k}(S)$, then $f \rightarrow(S g)=\bar{S} \bar{g} \in \mathscr{L}_{k}(\bar{S})$. We shall find it convenient to let $\varphi_{\bar{x}}, \eta_{\bar{z}}$ denote the residuated maps induced by $\bar{x}$ on $\mathscr{R}_{k}(\bar{S}), \mathscr{L}_{k}(\bar{S})$. Although this notation is in a sense ambiguous, the reader should have little trouble in remembering that if $x \in S$, then $\varphi_{x} \in \operatorname{Res}\left[\mathscr{R}_{k}(S)\right]$ while for $\bar{x} \in \bar{S}$ we have $\varphi_{\bar{x}} \in \operatorname{Res}\left[\mathscr{R}_{k}(\bar{S})\right]$. It is also worth mentioning at this stage that, in view of the previous theorem, we may restrict our attention without loss of generality to $A P$-homomorphisms of $\langle S ; k\rangle$ onto a Baer semigroup $\langle\bar{S} ; \bar{k}\rangle$.

Theorem 16.2. Let $f$ be an AP-homomorphism of $\langle S ; k\rangle$ onto the Baer semigroup $\langle\bar{S} ; \bar{k}\rangle$. Then, for each $x \in S, f^{\rightarrow} \circ \varphi_{x}=\varphi_{\bar{x}} \circ f^{\rightarrow}$ with $f \rightarrow \circ \varphi_{\bar{x}}^{+}$
 the restriction off $\rightarrow$ to $\mathscr{R}_{k}(S)$ is a lattice epimorphism of $\mathscr{R}_{k}(S)$ onto $\mathscr{R}_{k}(\bar{S})$.

Proof. In the interest of notational convenience, let us identify the mappings $L_{k}, \hat{L}_{k}$ and $L_{k} \overrightarrow{ }$ as well as the mappings $R_{k}, \widehat{R}_{k}$ and $R_{k}$ of Theorem 12.1. With this done, we have

$$
\begin{aligned}
\left(f^{\rightarrow} \circ \varphi_{x}\right)(e S)=\left(f^{\rightarrow} \circ R_{k} \circ L_{k}\right)(x e) & =\left(R_{k} \circ f^{\rightarrow} \circ L_{k}\right)(x e) \\
& =\left(R_{\bar{k}} \circ L_{k} \circ f\right)(x e) \\
& =\varphi_{\bar{x}}(\bar{e} \bar{S}) \\
& =\left(\varphi_{\bar{x}} \circ f \rightarrow\right)(e S)
\end{aligned}
$$

Similarly, we can show that $f \rightarrow \circ \eta_{x}=\eta_{\bar{x}} \circ f \rightarrow$. We may now write

$$
\begin{aligned}
f \rightarrow \circ \varphi_{x}^{+}=f \rightarrow \circ R_{k} \circ \eta_{x} \circ L_{k}=R_{\bar{k}} \circ f \rightarrow \eta_{x} \circ L_{k} & =R_{\bar{k}} \circ \eta_{\bar{x}} \circ f \rightarrow \circ L_{k} \\
& =R_{\bar{k}} \circ \eta_{\bar{x}} \circ L_{\bar{k}} \circ f^{\rightarrow} \\
& =\varphi_{\bar{x}}^{+} \circ f .
\end{aligned}
$$

A dual argument shows that $f \rightarrow \circ \eta_{x}^{+}=\eta_{\bar{x}}^{+} \circ f^{\rightarrow}$. To see that the restriction of $f \rightarrow$ to $\mathscr{R}_{k}(S)$ is a lattice homomorphism we now recall that, by Theorem 13.1, $e S \cap g S=\left(\varphi_{g} \circ \varphi_{g}^{+}\right)(e S)$ for all $e S, g S \in \mathscr{R}_{k}(S)$. Hence

$$
\begin{aligned}
f \rightarrow(e S \cap g S)=\left(f \rightarrow \circ \varphi_{g} \circ \varphi_{g}^{+}\right)(e S) & =\left(\varphi_{\bar{g}} \circ \varphi_{\bar{g}}^{+} \circ f^{\rightarrow}\right)(e S) \\
& =\left(\varphi_{\bar{g}} \circ \varphi_{\bar{g}}^{ \pm}\right)(\bar{e} \bar{S}) \\
& =\bar{e} \bar{S} \cap \bar{g} \bar{S} .
\end{aligned}
$$

Similarly, $f \rightarrow(e S \vee g S)=\bar{e} \bar{S} \vee \bar{g} \bar{S}$. That $f \rightarrow$ maps $\mathscr{R}_{k}(S)$ onto $\mathscr{R}_{k}(\bar{S})$ follows from the fact that $f$ maps $S$ onto $\bar{S}$.

The identification of $L_{k}, \hat{L}_{k}$ and $L_{k}^{\vec{~}}$ [resp. $R_{k}, \hat{R}_{k}$ and $R_{k}^{\vec{~}}$ ] will remain in force for the rest of this section.

We now switch our viewpoint from the external consideration of $A P$-homomorphisms to the internal consideration of the induced congruence relations. An equivalence relation $E$ on a semigroup $S$ will be called a congruence on $S$ if and only if it is compatible on both the left and the right with the law of composition of $S$. Thus $E$ is a congruence relation if and only if it is an equivalence relation such that $x \equiv y(E)$ $\Rightarrow(\forall s \in S) x s \equiv y s(E)$ and $s x \equiv s y(E)$. As usual, we write $x / E=\{y \in S$; $y \equiv x(E)\}$ and $S / E=\{x \mid E ; x \in S\}$. The quotient $S / E$ can, whenever $E$ is a congruence, be made into a semigroup by defining $(x / E) \odot(y / E)=$ $(x y) / E$. Once this occurs, the canonical surjection $\mathfrak{k}_{E}: S \rightarrow S / E$ is a semigroup epimorphism of $S$ onto $S / E$. Now if $E$ is a congruence relation on the Baer semigroup $\langle S ; k\rangle$ we shall agree to call $E$ an $A P$-congruence whenever $\xi_{E}$ is annihilator-preserving. By Theorems 16.1 and 16.2 , if $E$ is an $A P$-congruence, then $\langle S / E ; k \mid E\rangle$ is a Baer semigroup with $\mathscr{R}_{k / E}(S / E)$ a homomorphic image of $\mathscr{R}_{k}(S)$. We also have the following version of the "Fundamental Theorem of Homomorphisms":

Theorem 16.3. Let $f$ be an AP-homomorphism of $\langle S ; k\rangle$ onto the Baer semigroup $\langle\bar{S} ; \bar{k}\rangle$. If $E$ is the equivalence defined by $x \equiv y(E) \Leftrightarrow f(x)$
$=f(y)$ then $E$ is an AP-congruence and there is a unique isomorphism $f$ which makes the following diagram commutative:


Furthermore, there is a unique lattice isomorphism $f^{-\rightarrow}$ which makes the following diagram commutative:


Proof. That $E$ is an $A P$-congruence follows quickly from the fact that $f$ is an $A P$-homomorphism. The mapping $f$ is defined by $f(x / E)=f(x)$ and the mapping $f \rightarrow$ by $f \rightarrow(g \mid E \odot S / E)=f \rightarrow(g S)$. The routine proof of this theorem will be left as an exercise.

Suppose now that $f$ is an $A P$-homomorphism of $\langle S ; k\rangle$ onto the Baer semigroup $\langle\bar{S} ; \bar{k}\rangle$. We have already seen that $f$ induces a lattice epimorphism of $\mathscr{R}_{k}(S)$ onto $\mathscr{R}_{k}(S)$. The resulting congruence relation $T$ on $\mathscr{R}_{k}(S)$ which is given by

$$
g S \equiv h S(T) \Leftrightarrow f \rightarrow(g S)=f \rightarrow(h S)
$$

then satisfies (see Theorem 16.2)

$$
g S \equiv h S(T) \Rightarrow(\forall x \in S)\left\{\begin{array}{r}
\varphi_{x}(g S) \equiv \varphi_{x}(h S)(T) \\
\varphi_{x}^{+}(g S) \equiv \varphi_{x}^{+}(h S)(T)
\end{array}\right.
$$

An equivalence relation on $\mathscr{R}_{k}(S)$ which satisfies the above condition is evidently a lattice congruence; such a congruence relation will hereafter be called a Thorne congruence. We define the kernel of the Thorne congruence $T$ by

$$
\operatorname{Ker} T=\left\{g S \in \mathscr{R}_{k}(S) ; \quad g S \equiv k S(T)\right\} .
$$

Similarly, if $E$ is an $A P$-congruence on $\langle S ; k\rangle$ we define the kernel of $E$ by

$$
\text { Ker } E=\{x \in S ; \quad x \equiv k x(E)\} .
$$

Now if $E$ is an $A P$-congruence on $\langle S ; k\rangle$ there is induced naturally a Thorne congruence $T_{E}$ on $\mathscr{R}_{k}(S)$ by the $A P$-homomorphism $\mathfrak{\natural}_{E}$. This is defined by

$$
g S \equiv h S\left(T_{E}\right) \Leftrightarrow \mathfrak{q}_{\vec{E}}(g S)=\mathfrak{q}_{\vec{E}}(h S) .
$$

Thus $g S \equiv h S\left(T_{E}\right)$ if and only if $g \equiv h g(E)$ and $h \equiv g h(E)$. Our goal is now threefold:
(1) to investigate Thorne congruences;
(2) to show that every Thorne congruence is induced by an $A P$-congruence;
(3) to show that the Thorne congruences on a complete Baer semigroup form a Stone lattice.

We begin by showing that every Thorne congruence is determined naturally by its kernel in a manner analogous to that of section complemented lattices as shown in Theorem 10.11. In connection with this, it will prove convenient to denote by $x^{\#}$ an idempotent generator of $L_{k}(x)$.

Theorem 16.4. Let $T$ be a Thorne congruence on $\mathscr{R}_{k}(S)$. The following conditions are then equivalent:
(1) $g S \equiv h S(T)$;
(2) $\varphi_{h}^{\#}(g S) \vee \varphi_{g}^{*}(h S) \in \operatorname{Ker} T$;
(3) $\left(\exists e S \in \mathscr{R}_{k}(S)\right) g S \vee e S=h S \vee e S[=g S \vee h S]$;
(4) $\left(\exists e S \in \mathscr{R}_{k}(S)\right) g S \vee h S=(g S \cap h S) \vee e S$.

Proof. (1) $\Rightarrow(2)$ : Since $g S \equiv h S(T)$ and $T$ is a Thorne congruence we must have $\varphi_{h}^{*}(g S) \equiv \varphi_{h}^{\#}(h S)(T)$. But $\varphi_{h}^{*}(h S)=R_{k} L_{k}\left(h^{\#} h\right)=k S$ whence $\varphi_{h}^{*}(g S) \in \operatorname{Ker} T$. Similarly, $\varphi_{g}^{*}(h S) \in \operatorname{Ker} T$, and since $T$ is a lattice congruence the union of these two elements must also be in $\operatorname{Ker} T$.
(2) $\Rightarrow$ (3): Let $e S=\varphi_{g}^{*}(h S) \vee \varphi_{h}^{*}(g S)$. We wish to show that $g S \vee e S=h S \vee e S$, i.e. that

$$
g S \vee R_{k} L_{k}\left(g^{\#} h\right) \vee R_{k} L_{k}\left(h^{\#} g\right)=h S \vee R_{k} L_{k}\left(g^{\#} h\right) \curlyvee R_{k} L_{k}\left(h^{\#} g\right)
$$

This is clearly equivalent to showing that

$$
S g^{\#} \cap L_{k}\left(g^{\#} h\right) \cap L_{k}\left(h^{\#} g\right)=S h^{\#} \cap L_{k}\left(g^{\#} h\right) \cap L_{k}\left(h^{\#} g\right)
$$

If $x$ is an element of the right-hand side of this equality then $x=x h^{\#}$ and $x g=x h^{*} g \in k S$ imply that $x \in L_{k}(g)=S g^{*}$. This evidently puts $x$ in the left-hand side. A symmetric argument produces the reverse inclusion.

In order to show that $g S \vee e S=h S \vee e S=g S \vee h S$ we need only show that $e S \subseteq g S \vee h S$. This is equivalent to showing that

$$
S g^{\#} \cap S h^{\#} \subseteq L_{k}(e S)=L_{k}\left(g^{\#} h\right) \cap L_{k}\left(h^{\#} g\right)
$$

But if $x \in S g^{\#} \cap S h^{\#}$ then $x=x g^{\#}$ and $x=x h^{\#}$ and so $x g^{\#} h=x h$ $=x h^{\#} h \in k S$ and similarly $x h^{\#} g \in k S$.
$(3) \Rightarrow(1)$ : This is clear, as is (4) $\Rightarrow(1)$.
(1) $\Rightarrow$ (4): Let $g S \equiv h S(T)$; then $g S \vee h S \equiv g S \cap h S(T)$ and so by (3) we have $g S \vee h S=(g S \cap h S) \vee e S$ for some $e S \in \operatorname{Ker} T$.

The next result, when combined with the previous theorem, shows that if $E$ is an $A P$-congruence on $\langle S ; k\rangle$, then $T_{E}$ is determined by the kernel of $E$.

Theorem 16.5. Let E be an AP-congruence on $\langle S ; k\rangle$. Then

$$
x \in \operatorname{Ker} E \Leftrightarrow R_{k} L_{k}(x) \in \operatorname{Ker} T_{E} .
$$

Proof. If $x \in \operatorname{Ker} E$ then $\mathfrak{G}_{E}(x) \in k / E \odot S / E$ and so

$$
\left(\vdash_{E} \circ R_{k} \circ L_{k}\right)(x)=\left(R_{\mathbf{k} / E} \circ L_{\mathbf{k} / E} \circ \natural_{E}\right)(x)=k / E \odot S / E .
$$

Thus if $g S=R_{k} L_{k}(x)$ we must have $\mathfrak{q}_{\vec{E}}(g S)=\mathfrak{q}_{E}(k S)$ and so $g S \in$ Ker $T_{E}$. If, on the other hand, $g S \in \operatorname{Ker} T_{E}$, then $\mathfrak{q}_{\vec{E}}(g S)=\boldsymbol{q}_{\vec{E}}(k S)$ implies $g \equiv k g(E)$ and so $x=g x \equiv k g x(E)$ and $x \in \operatorname{Ker} E$.

It is a little startling that $T_{E}$ should be determined by Ker $E$ since $E$ is not itself so determined. We present an example to illustrate the point. The congruence defined by equality on $S$ is clearly an $A P$-congruence, as is the congruence $E$ defined by $x \equiv y(E) \Leftrightarrow \varphi_{x}=\varphi_{y}$ (see the proof of

Theorem 12.8). These two congruences are in general distinct yet they have the same kernel!

We now wish to show that every Thorne congruence is induced by an $A P$-congruence. It turns out to be easier notationally to phrase the results in terms of homomorphisms rather than congruence relations. Accordingly, let $\langle S ; k\rangle$ and $\langle\bar{S} ; \bar{k}\rangle$ be two Baer semigroups. Let $f: \mathscr{R}_{k}(S) \rightarrow \mathscr{R}_{k}(\bar{S})$ be a surjective mapping such that $(\forall x \in S) f(g S)=f(h S) \Rightarrow\left(f \circ \varphi_{x}\right)(g S)$ $=\left(f \circ \varphi_{x}\right)(h S)$ and $\left(f \circ \varphi_{x}^{+}\right)(g S)=\left(f \circ \varphi_{x}^{+}\right)(h S)$. Our motivation for this definition comes from the fact that for any Thorne congruence $T$ on $\mathscr{R}_{k}(S)$ the canonical lattice epimorphism of $\mathscr{R}_{k}(S)$ onto $\mathscr{R}_{k}(S) / T$ satisfies this property. It should be noted that $f$ is of necessity a lattice epimorphism. Given $x \in S$ we can define mappings $\bar{\varphi}_{x}, \bar{\varphi}_{x}^{+}: \mathscr{R}_{k}(\bar{S}) \rightarrow \mathscr{R}_{k}(\bar{S})$ by the prescriptions

$$
\bar{\varphi}_{x}(\bar{g} \bar{S})=\left(f \circ \varphi_{x}\right)(g S) ; \quad \bar{\varphi}_{x}^{+}(\bar{g} \bar{S})=\left(f \circ \varphi_{x}^{+}\right)(g S)
$$

where $g S \in \mathscr{R}_{k}(S)$ and $f(g S)=\bar{g} \bar{S}$. These mappings are evidently welldefined, isotone and make each of the following diagrams commutative:


We claim that $\bar{\varphi}_{x}$ is residuated with $\bar{\varphi}_{x}^{+}$as its associated residual map, thus justifying our notation. We have

$$
\begin{aligned}
& \bar{\varphi}_{x}^{+} \circ \bar{\varphi}_{x} \circ f=\bar{\varphi}_{x}^{+} \circ f \circ \varphi_{x}=f \circ \varphi_{x}^{+} \circ \varphi_{x} \geq f ; \\
& \vec{\varphi}_{x} \circ \bar{\varphi}_{x}^{+} \circ f=\bar{\varphi}_{x} \circ f \circ \varphi_{x}^{+}=f \circ \varphi_{x} \circ \varphi_{x}^{+} \leq f,
\end{aligned}
$$

from which it follows that

$$
\bar{\varphi}_{x}^{+} \circ \bar{\varphi}_{x} \geq \mathrm{id}_{\mathscr{x}_{\bar{k}}(\mathcal{S})} \geq \bar{\varphi}_{x} \circ \bar{\varphi}_{x}^{+},
$$

thereby establishing our claim.
Our next assertion is that the mapping $\bar{\varphi}: S \rightarrow \operatorname{Res}\left[\mathscr{R}_{k}(\bar{S})\right]$ defined by $\bar{\varphi}(x)=\bar{\varphi}_{x}$ is an $A P$-homomorphism. The proof of this will be broken up into a number of parts:
(1) $\bar{\varphi}$ is a semigroup homomorphism.

Proof. Given $x, y \in S$ we have

$$
\bar{\varphi}_{x} \circ \bar{\varphi}_{y} \circ f=\bar{\varphi}_{x} \circ f \circ \varphi_{y}=f \circ \varphi_{x} \circ \varphi_{y}=f \circ \varphi_{x y}=\bar{\varphi}_{x y} \circ f
$$

and so $\bar{\varphi}_{x} \circ \bar{\varphi}_{y}=\bar{\varphi}_{x y}$.
(2) If $e S=R_{k}(x)$ and $\bar{h} \bar{S} \subseteq \bar{e} \bar{S}$ then $\bar{\varphi}_{e}(h \bar{S})=\bar{h} \bar{S}$.

Proof. If $f(h S)=\bar{h} \bar{S}$, then $f(h S \cap e S)=h \bar{S} \cap \bar{e} \bar{S}=\bar{h} \bar{S}$. Hence $\vec{\varphi}_{e}(\bar{h} \bar{S})$ $=\left(\bar{\varphi}_{e} \circ f\right)(h S \cap e S)=\left(f \circ \varphi_{e}\right)(h S \cap e S)=f(h S \cap e S)=\bar{S} \bar{S}$. Here, of course, we have made use of the fact that $e$ is a range-closed element of $S$.
(3) If eS $=R_{k}(x)$ then $\bar{\varphi}_{x} \circ \bar{\varphi}_{y}=0 \Leftrightarrow \bar{\varphi}_{y}=\bar{\varphi}_{e} \circ \bar{\varphi}_{y}$.

Proof. If $\bar{\varphi}_{y}=\bar{\varphi}_{e} \circ \bar{\varphi}_{y}$, then by (1) we have

$$
\bar{\varphi}_{x} \circ \bar{\varphi}_{y} \circ f=\bar{\varphi}_{x} \circ \bar{\varphi}_{e} \circ \bar{\varphi}_{y} \circ f=\bar{\varphi}_{x e y} \circ f=f \circ \varphi_{x e y}=f \circ \varphi_{k}
$$

from which it follows that $\bar{\varphi}_{x} \circ \bar{\varphi}_{y}=0$. If, on the other hand, $\bar{\varphi}_{x} \circ \bar{\varphi}_{y}=0$, then for each $g S \in \mathscr{R}_{k}(S)$ we have

$$
\begin{aligned}
\bar{\varphi}_{y}(\bar{g} \bar{S}) \subseteq\left(\bar{\varphi}_{x}^{+} \circ \bar{\varphi}_{x} \circ \bar{\varphi}_{y}\right)(\bar{g} \bar{S})=\bar{\varphi}_{x}^{+}(\bar{k} \bar{S}) & =\left(f \circ \varphi_{x}^{+}\right)(k S) \\
& =\left(f \circ R_{k}\right)(x) \\
& =f(e S) \\
& =\bar{e} \bar{S}
\end{aligned}
$$

Applying (2), we see that $\bar{\varphi}_{e}\left[\bar{\varphi}_{y}(\bar{g} \bar{S})\right]=\bar{\varphi}_{s}(\bar{g} \bar{S})$, and since $g S$ is arbitrary we deduce that $\bar{\varphi}_{y}=\bar{\varphi}_{e} \circ \bar{\varphi}_{y}$.

The remainder of the proof is dual to the above but for sake of completeness we shall give a brief sketch of it.
(4) If $S h=L_{k}(x), h^{\prime} S=R_{k}(h)$ and $g S \supseteq h^{\prime} S$ then $\bar{\varphi}_{h}^{+}(\bar{g} \bar{S})=\bar{g} \bar{S}$.

Proof. This is dual to (2).
(5) If $L_{k}(x)=$ Sh then $\bar{\varphi}_{y} \circ \bar{\varphi}_{x}=0 \Leftrightarrow \bar{\varphi}_{y}=\bar{\varphi}_{y} \circ \bar{\varphi}_{h}$.

Proof. If $\bar{\varphi}_{y}=\bar{\varphi}_{y} \circ \bar{\varphi}_{h}$ we proceed as in (3). If $\bar{\varphi}_{y} \circ \bar{\varphi}_{x}=0$, then for each $g S \in \mathscr{R}_{k}(S)$ we have

$$
\begin{aligned}
\bar{\varphi}_{y}^{+}(\bar{g} \bar{S}) \supseteq\left(\bar{\varphi}_{x} \circ \bar{\varphi}_{x}^{+} \circ \bar{\varphi}_{y}^{+}\right)(\bar{g} \bar{S})=\bar{\varphi}_{x}(\bar{\top} \bar{S}) & =\left(f \circ \varphi_{x}\right)(1 S) \\
& =f\left[R_{k} L_{k}(x)\right] \\
& =\left(f \circ R_{k}\right)(h) .
\end{aligned}
$$

Making use of (4), we have $\left(\bar{\varphi}_{h}^{+} \circ \bar{\varphi}_{y}^{+}\right)(\bar{g} \bar{S})=\bar{\varphi}_{y}^{+}(\bar{g} \bar{S})$ so $\bar{\varphi}_{y}^{+}=\bar{\varphi}_{h}^{+} \circ \bar{\varphi}_{y}^{+}$. It follows that $\bar{\varphi}_{y}=\bar{\varphi}_{y} \circ \bar{\varphi}_{h}$.

The fact that $\bar{\varphi}$ is an $A P$-homomorphism is an immediate consequence of (3) and (5). The only thing remaining is to show that if $E$ is the $A P$ congruence induced on $S$ by $\bar{\varphi}$ and if $T$ is the Thorne congruence induced on $\mathscr{R}_{k}(S)$ by $f$ then $T=T_{E}$. Now we observe that

$$
x \equiv y(E) \Leftrightarrow \bar{\varphi}(x)=\bar{\varphi}(y) ; \quad g S \equiv h S(T) \Leftrightarrow f(g S)=f(h S) .
$$

Thus we must establish
(6) $f(g S)=f(h S) \Leftrightarrow \bar{\varphi}^{\overrightarrow{ }}(g S)=\bar{\varphi}^{\overrightarrow{ }}(h S)$.

By Theorem 16.2 we have $\bar{\varphi} \rightarrow(g S)=\bar{\varphi}_{g} \circ \operatorname{Res}\left[\mathscr{R}_{k}(\bar{S})\right] \in \mathscr{R}\left[\operatorname{Res}\left[\mathscr{R}_{k}(\bar{S})\right]\right]$. Also, it was shown in the course of proving Theorem 12.5 that for any bounded lattice $L$ the mapping $\xi \circ \operatorname{Res}(L) \rightarrow \xi(\pi)$ of $\mathscr{R}[\operatorname{Res}(L)] \rightarrow L$ is an isomorphism. Since the greatest element of $\mathscr{R}_{k}(\bar{S})$ is $\overline{1} \bar{S}$ and since

$$
\bar{\varphi}_{g}(\overline{\mathrm{l}} \bar{S})=\left(\bar{\varphi}_{g} \circ f\right)(1 S)=\left(f \circ \varphi_{g}\right)(1 S)=f(g S),
$$

we see that (6) is indeed true, thus completing the proof.
In summary, we have proved:
Theorem 16.6. Let $T$ be a Thorne congruence on $\mathscr{R}_{k}(S)$. Then there exists an AP-congruence $E$ on $\langle S ; k\rangle$ such that $T=T_{E}$.

Our final goal in this section is to show that if $\langle S ; k\rangle$ is a complete Baer semigroup (see Exercise 12.3) then the Thorne congruences on $\langle S ; k\rangle$ form a Stone lattice. We shall require a number of preliminary results which are in their own right of some interest.

Theorem 16.7. Let Ebe an $A P$-congruence on $\langle S ; k\rangle$ and let $J=\operatorname{Ker} E$. Then $L_{k}(J)=R_{k}(J)$.

Proof. Let $T_{E}$ be the Thorne congruence induced by $E$ on $\mathscr{R}_{k}(S)$. Recall from Theorem 16.5 the fact that $w \in J \Leftrightarrow R_{k} L_{k}(w) \in \operatorname{Ker} T_{E}$. Now let $x \in J$ and $y \in R_{k}(J)$. Since $R_{k}(J)$ is a right ideal we have $y x \in R_{k}(J)$ and since $J$ is an ideal we have $y x \in J$. If $e S=R_{k} L_{k}(y x)$ we may apply Theorem 16.5 twice to see that $y x \in J \Rightarrow e S \in \operatorname{Ker} T_{E} \Rightarrow e \in J$. Hence $y x=e y x \in k S$ puts $y$ in $L_{k}(J)$. This shows that $R_{k}(J) \subseteq L_{k}(J)$ and a dual argument produces the reverse inclusion.

Theorem 16.8. Let $E$ be an AP-congruence on the complete Baer semigroup $\langle S ; k\rangle$ and let $J=\operatorname{Ker} E$. If $R_{k} L_{k}(J)=e S$ with $e=e^{2}$ then $e$ belongs to the centre of $S$.

Proof. Let $g S=R_{k}(J)$ and $S h=L_{k}(J)$. By Theorem 16.7 we have $g S=S h$ and so $g=g h=h$. Then $g S=S g$ and, for each $x \in S$,

$$
g x \in S g \Rightarrow g x=g x g \text { and } x g \in g S \Rightarrow x g=g x g .
$$

It follows from this that $(\forall x \in S) g x=x g$. If now $e S=R_{k} L_{k}(J)=R_{k}(g)$, the same sort of argument will show that $(\forall x \in S) e x=x e$.

Theorem 16.9. Let e be an idempotent element of the Baer semigroup $\langle S ; k\rangle$ such that e belongs to the centre of S. Define $x \equiv y(E) \Leftrightarrow e x=e y$. Then $E$ is an AP-congruence such that $\operatorname{Ker} E=R_{k}(e)$.

Proof. That $E$ is a congruence relation is clear. If $x y \equiv k x y(E)$ then $x y e=k x y e$ and so $y e \in R_{k}(x)$ with $y \equiv y e(E)$. A similar argument for left $k$-annihilators shows that $E$ is an $A P$-congruence. Finally,

$$
x \in \operatorname{Ker} E \Leftrightarrow x e=x k e \Leftrightarrow x \in R_{k}(e) .
$$

Theorem 16.10. Let $\langle S ; k\rangle$ be a complete Baer semigroup with $L=\mathscr{R}_{k}(S)$. Order the set of Thorne congruences on $L$ by

$$
T_{1} \leq T_{2} \Leftrightarrow\left(g S \equiv h S\left(T_{1}\right) \Rightarrow g S \equiv h S\left(T_{2}\right)\right)
$$

With this ordering the Thorne congruences on L form a Stone lattice which is in fact a complete sublattice of $\operatorname{Con}(L)$.

Proof. By the nature of the lattice operations in $\operatorname{Con}(L)$ as given in Theorem 10.4, it is clear that for any family $\left\{T_{\alpha} ; \alpha \in A\right\}$ of Thorne congruences both their union and their intersection (as computed in Con ( $L$ ) ) must be Thorne congruences. It follows that they form a complete sublattice of Con ( $L$ ) and hence a distributive lattice. We leave the reader the routine verification that both the smallest and the greatest elements of Con ( $L$ ) are in fact Thorne congruences.

Now let $T$ be a Thorne congruence on $L$. By Theorem 16.6 there exists an $A P$-congruence $E$ on $\langle S ; k\rangle$ such that $T=T_{E}$. Let $J=\operatorname{Ker} E$ and $e S=R_{k} L_{k}(J)$. By Theorem 16.8, $e$ is in the centre of $S$ and by Theorem 16.9 we can define an $A P$-congruence $E^{*}$ by $x \equiv y\left(E^{*}\right) \Leftrightarrow e x=e y$. It is important to note that $\operatorname{Ker} E^{*}=R_{k}(e)=R_{k}(J)$. Let $T^{*}=T_{E^{*}}$. If 6a BRT
$g S \in \operatorname{Ker} T \cap \operatorname{Ker} T^{*}$, then by Theorem 16.5 we have $g \in \operatorname{Ker} E \cap \operatorname{Ker} E^{*}$ $=J \cap R_{k}(J)$. Since $g=g^{2}$ it follows that $g \in k S$. Since by Theorem 16.4 every Thorne congruence is determined by its kernel, we deduce that $T \cap T^{*}=\omega$, the zero element of $\operatorname{Con}(L)$. Suppose now that $T^{\prime}$ is a Thorne congruence such that $T \cap T^{\prime}=\omega$. We claim that $T^{\prime} \leq T^{*}$. If $E^{\prime}$ is an $A P$-congruence such that $T^{\prime}=T_{E^{\prime}}$ and if $x \in J \cap \operatorname{Ker} E^{\prime}$, then by Theorem 16.5 we have $R_{k} L_{k}(x) \in \operatorname{Ker} T \cap \operatorname{Ker} T^{\prime}=k S$. It follows that $x \in k S$ and so $J \cap \operatorname{Ker} E^{\prime}=k S$. If $x \in J$ and $y \in \operatorname{Ker} E^{\prime}$, then we see that $x y \in J \cap \operatorname{Ker} E^{\prime}=k S$ and so Ker $E^{\prime} \subseteq R_{k}(J)=\operatorname{Kar} E^{*}$. It follows from this that $\operatorname{Ker} T^{\prime} \subseteq \operatorname{Ker} T^{*}$ whence $T^{\prime} \leq T^{*}$. This shows that $T^{*}$ is the pseudo-complement of $T$ in the lattice of Thorne congruences.

We must still show that $T^{*}$ has a complement. Let $e^{\prime} S=R_{k}(e)$ and note that $e^{\prime}$ is in the centre of $S$. Define $E^{* *}$ by

$$
x \equiv y\left(E^{* *}\right) \Leftrightarrow e^{\prime} x=e^{\prime} y
$$

and note that $E^{* *}$ is an $A P$-congruence with kernel $e S$. If $T^{* *}=T_{E^{* *}}$ we clearly have $T^{*} \cap T^{* *}=\omega$. We shall require to know that $e S \vee e^{\prime} S=1 S$. To see this, it suffices to show that $L_{k}(e) \cap L_{k}\left(e^{\prime}\right)=k S$. Now if $x \in L_{k}(e)$ $\cap L_{k}\left(e^{\prime}\right)$ then $x e \in k S \Rightarrow e x \in k S \Rightarrow x=e^{\prime} x \Rightarrow x=e^{\prime} x=x e^{\prime} \in k S$ as desired. We may now complete the proof by noting that $0 S \equiv e S\left(T^{* *}\right)$ and $0 S \equiv e^{\prime} S\left(T^{*}\right)$ and so $e S=e S \vee 0 S \equiv e S \curlyvee e^{\prime} S\left(T^{*}\right)$. Thus $0 S \equiv 1 S\left(T^{* *} \vee T^{*}\right)$ and we conclude that $T^{* *}$ is a complement of $T^{*}$.

In retrospect, we have shown that Thorne congruences interact in much the same way as do ordinary lattice congruences on a bounded relatively complemented lattice! To seethis, the reader need only compare the above results with those of Theorems 10.10 and 10.11.

## EXERCISES

16.1. Prove Theorem 16.3.
16.2. Let us call a mapping $f$ on a lattice $L$ algebraic if $f$ can be represented by the composition of a finite number of mappings, each of which is either a u-translation or an $n$-translation. We then call a Baer semigroup $\langle S ; k\rangle$ algebraic whenever, for each $x \in S, \varphi_{x}$ and $\varphi_{x}^{+}$are algebraic.
(1) Show that every complemented modular lattice can be coordinatized by an algebraic Baer semigroup. [Hint. If $g^{\prime}, g$ are complements in such a lattice then the mapping $\varphi_{g^{\prime}, g}$ defined by $\varphi_{g^{\prime}, g}(x)=\left(x \cup g^{\prime}\right) \cap g$ is residuated. Consider the semigroup generated by all mappings of this type.]
(2) Show that if $\langle S ; k\rangle$ is algebraic then every congruence relation on $\mathscr{R}_{k}(S)$ is a Thorne congruence.
16.3. Let $T$ be a Thorne congruence on $\mathscr{R}_{k}(S)$. Given $e S \in \mathscr{R}_{k}(S)$, let $S e^{\#}=L_{k}(e)$. Show that $e S \equiv 1 S(T) \Leftrightarrow R_{k} L_{k}\left(e^{\#}\right) \equiv k S(T)$.
16.4. Let $T$ be a Thorne congruence on $\mathscr{R}_{k}(S)$. Define a relation $T^{d}$ on $\mathscr{L}_{k}(S)$ by

$$
S g \equiv S h\left(T^{d}\right) \Leftrightarrow R_{k}(g) \equiv R_{k}(h)(T)
$$

Show that $T^{d}$ is an equivalence relation such that

$$
S g \equiv S h\left(T^{d}\right) \Rightarrow(\forall x \in S)\left\{\begin{array}{c}
n_{x}(S g) \equiv \eta_{x}(S h)\left(T^{d}\right) \\
\eta_{x}^{+}(S g) \equiv r_{x}^{+}(S h)\left(T^{d}\right)
\end{array}\right.
$$

## 17. The notion of involution

As a prelude to our consideration of orthomodular lattices and Foulis semigroups in the next two sections, we shall consider here the theory of ordered sets equipped with some sort of involution.

By an involution ordered set we shall mean a pair $(E, i)$ where $E$ is an ordered set and $i: E \rightarrow E$ is an antitone mapping such that $i \circ i=\mathrm{id}_{E}$. The mapping $i$ will be called the involution on $E$. In case $E$ also happens to be a lattice, we shall speak of the pair ( $E, i$ ) as being an involution lattice. An involution semigroup is defined to be a pair $\left(S,{ }^{*}\right)$, where $S$ is a semigroup and $*: S \rightarrow S$ is a mapping such that $(\forall a, b \in S)^{*}(a b)$ $={ }^{*}(b) *(a)$ and ${ }^{*} \circ *=\mathrm{id}_{s}$. The mapping $*$ will be called the involution or the adjoint mapping and the element * $(a)$ the adjoint of the element $a$. We shall often write $a^{*}$ instead of $*(a)$. An idempotent $e \in S$ such that $e=e^{*}$ will be called a projection.

Note that if $X$ is any set then $\mathbf{P}(X)$ becomes an involution lattice with respect to the involution which sends every subset $M$ of $X$ to its complement. More generally, if $L$ is any Boolean algebra then the mapping which sends each element to its unique complement is an involution. Also, if $H$ is a Hilbert space then the lattice of closed subspaces of $H$ becomes an involution lattice with respect to the mapping which sends the closed subspace $M$ to $M^{\perp}$, the orthogonal complement of $M$. When either of these types of lattice is referred to in the text as an involution lattice, it will be with respect to the above-mentioned involutions, unless otherwise specified.

Let us note also that for any set $X$ the semigroup $\operatorname{Rel}(X)$ of relations on $X$ forms an involution semigroup with respect to the involution $t$ given by $t(R)=R^{t}$. In the case of a Hilbert space $H$, the bounded operators on $H$ form an involution semigroup with respect to the usual notion of adjoint. Whenever we speak of these semigroups as involution semigroups, it will be with respect to these involutions unless otherwise stated.

Although our main concern here will be with the coordinatization problem for involution lattices, we first state an easily proved but nonetheless useful result which provides a sort of "de Morgan law" for involution ordered sets. The proof of the theorem will be omitted on the grounds that it is an immediate consequence of the fact that any involution on $E$ is amongst other things a dual automorphism on $E$.

Theorem 17.1. Let ( $E, i$ ) be an involution ordered set. Then
(1) if $E$ has a minimum element 0 the element $i(0)$ is the maximum element of $E$;
(2) if $E$ has a maximum element $\pi$ the element $i(\pi)$ is the minimum element of $E$;
(3) if $x=\bigcup\left\{e_{\alpha} ; \alpha \in A\right\}$ exists then so does $\bigcap\left\{i\left(e_{\alpha}\right) ; \alpha \in A\right\}$ and this coincides with $i(x)$;
(4) if $y=\bigcap\left\{e_{\alpha} ; \alpha \in A\right\}$ exists then so does $\bigcup\left\{i\left(e_{\alpha}\right) ; \alpha \in A\right\}$ and this coincides with $i(y)$.
Corollary. Let ( $L, i$ ) be an involution lattice. Then

$$
(\forall x, y \in L) \quad i(x \cap y)=i(x) \cup i(y) ; \quad i(x \cup y)=i(x) \cap i(y) .
$$

To begin our programme of relating involution lattices with involution semigroups, we show that if $(E, i)$ is an involution ordered set then there is induced a "natural" involution on $\operatorname{Res}(E)$.

Theorem 17.2. Let ( $E, i$ ) be an involution ordered set and let $f \in \operatorname{Res}(E)$. Define $f^{*}: E \rightarrow E$ by $f^{*}=i \circ f^{+} \circ i$. Thenf ${ }^{*} \in \operatorname{Res}(E)$ with $\left(f^{*}\right)^{+}=i \circ f \circ i$. The mapping *: $\operatorname{Res}(E) \rightarrow \operatorname{Res}(E)$ thus defined is an involution.

Proof. Clearly $f^{*}$ and $i \circ f \circ i$ are isotone. We also have

$$
\begin{aligned}
& \left(i \circ f^{+} \circ i\right) \circ(i \circ f \circ i)=i \circ f^{+} \circ f \circ i \leq \mathrm{id}_{E} \\
& (i \circ f \circ i) \circ\left(i \circ f^{+} \circ i\right)=i \circ f \circ f^{+} \circ i \geq \mathrm{id}_{E}
\end{aligned}
$$

thus showing that $f^{*}$ is residuated with $\left(f^{*}\right)^{+}=i \circ f \circ i$. Furthermore,

$$
\begin{aligned}
(f \circ g)^{*} & =i \circ(f \circ g)^{+} \circ i=i \circ g^{+} \circ f^{+} \circ i=\left(i \circ g^{+} \circ i\right) \circ\left(i \circ f^{+} \circ i\right) \\
& =g^{*} \circ f^{*} \\
\text { and } f^{* *} & =i \circ\left(f^{*}\right)^{+} \circ i=i \circ(i \circ f \circ i) \circ i=f .
\end{aligned}
$$

If $(E, i)$ is an involution ordered set, the mapping * $: \operatorname{Res}(E) \rightarrow \operatorname{Res}(E)$ defined in the above theorem will be called the natural involution on $\operatorname{Res}(E)$. Unless otherwise specified, we shall always be working with this particular involution on $\operatorname{Res}(E)$. Given $x, y \in E$ we say that $x$ is orthogonal to $y$, and write $x \perp y$, whenever $x \leq i(y)$. Note that orthogonality satisfies the following axioms:
$\left({ }^{\perp} 1\right) x \perp y \Rightarrow y \perp x ;$
$\left(^{\perp} 2\right) x \perp y, x_{1} \leq x \Rightarrow x_{1} \perp y$;
$\left.{ }^{\perp} 3\right) x \perp y, x \perp z \Rightarrow x \perp(y \cup z)$.
For involution ordered sets, we have the following characterization of residuated mappings:

Theorem 17.3. Let ( $E, i$ ) be an involution ordered set. An isotone mapping $f: E \rightarrow E$ is residuated if and only if there is an isotone mapping $g: E \rightarrow E$ such that $g \circ i \circ f \leq i$ and $f \circ i \circ g \leq i$. At most one such $g$ exists and when it does it is necessarily equal to $f^{*}$.

Proof. Assume first that $f \in \operatorname{Res}(E)$. Then

$$
\begin{aligned}
& f^{*} \circ i \circ f=\left(i \circ f^{+} \circ i\right) \circ i \circ f=i \circ f^{+} \circ f \leq i ; \\
& f \circ i \circ f^{*}=f \circ i \circ\left(i \circ f^{+} \circ i\right)=f \circ f^{+} \circ i \leq i .
\end{aligned}
$$

Suppose next that $g$ can be found such that $g \circ i \circ f \leq i$ and $f \circ i \circ g \leq i$. Then

$$
g \circ i \circ f \leq i \Rightarrow(i \circ g \circ i) \circ f \geq \mathrm{id}_{E}
$$

and

$$
f \circ i \circ g \leq i \Rightarrow f \circ(i \circ g \circ i) \leq i \circ i=\mathrm{id}_{E} .
$$

This shows that $f \in \operatorname{Res}(E)$ with $f^{+}=i \circ g \circ i$. It follows that $f^{*}$ $=i \circ f^{+} \circ i=i \circ(i \circ g \circ i) \circ i=g$.

In view of the previous result, all of the structure of Res ${ }^{+}(E)$ can be recaptured directly from that of $\operatorname{Res}(E)$ and any theorem involving both residuated and residual maps can be rephrased as one involving only residuated maps. Although we shall not in general bother to do this, there are one or two cases of sufficient interest to warrant their explicit enunciation. At any rate, it is good practice! For example, the analogue of Theorem 12.4 is:

Theorem 17.4. Let ( $E, i$ ) be an involution ordered set which is bounded. Then in $S=\operatorname{Res}(E)$,
(1) $\theta \circ \psi=0$ if and only if $\psi(\pi) \perp 0^{*}(\pi)$;
(2) if $R(\theta)=\psi \circ S$ with $\psi=\psi^{2}$ then $\psi(\pi)=\left(i \circ \theta^{*}\right)(\pi)$.

If $(L, i)$ is a bounded involution lattice and $f \in \operatorname{Res}(L)$ then by Theorem 17.3 we have

$$
(\forall x \in L) \quad\left(f \circ i \circ f^{*} \circ i\right)(x) \leq x \cap f(\pi)
$$

It is natural to ask when equality holds. The answer is provided by Theorem 13.1: the necessary and sufficient condition that

$$
(\forall x \in L) \quad\left(f \circ i \circ f^{*} \circ i\right)(x)=x \cap f(\pi)
$$

is that $f$ be range-closed. Interestingly enough, the concept of dually range-closed is no longer required. For to say that $f$ is dually rangeclosed is equivalent to saying that

$$
(\forall x \in L) \quad\left(f^{+} \circ f\right)(x)=x \cup f^{+}(0)
$$

and this says that

$$
(\forall x \in L) \quad\left(i \circ f^{*} \circ i \circ f\right)(x)=x \cup\left(i \circ f^{*} \circ i\right)(0) .
$$

Applying $i$ to this identity we obtain $\left(f^{*} \circ i \circ f\right)(x)=i(x) \cap f^{*}(\pi)$. Replacing $x$ by $i(x)$ we obtain $\left(f^{*} \circ i \circ f \circ i\right)(x)=x \cap f^{*}(\pi)$. It follows that $f$ is dually range-closed if and only if $f *$ is range-closed, and hence that $f$ is weakly regular if and only if both $f$ and $f^{*}$ are range-closed. Thus in an involution ordered set, rather than working with a pair of dually isomorphic semigroups of mappings, we are faced with a single semigroup equipped with a dual automorphism.

We turn next to the question of defining an involution Baer semigroup. We are motivated by the fact that for our chosen definition we
would like to be able to prove that $\mathscr{R}_{k}(S)$ is in some natural way an involution lattice. For there to be any hope of this, the involution must be related to the annihilator properties of $\langle S ; k\rangle$. A reasonable requirement is

$$
x \in k S \Rightarrow x^{*} \in k S .
$$

In particular, we must then have $k^{*} \in k S$ and so $k^{*}=k k^{*}=k$. We are thus led to call a triple $\langle S ; k ; *\rangle$ an involution Baer semigroup whenever
(1) $\langle S ; k\rangle$ is a Baer semigroup;
(2) $\left(S,{ }^{*}\right)$ is an involution semigroup;
(3) $k^{*}=k$.

We then have:
Theorem 17.5. Let $\langle S ; k ; *\rangle$ be an involution Baer semigroup with $L=\mathscr{R}_{k}(S)$. If $i: L \rightarrow L$ is defined by $i(e S)=R_{k}\left(e^{*}\right)$ then $(L, i)$ is an involution lattice. Moreover, every bounded involution lattice arises in this manner.

Proof. Note that if $e S \subseteq g S$ then $e=g e$ and so $e^{*}=e^{*} g^{*}$ whence $R_{k}\left(g^{*}\right) \subseteq R_{k}\left(e^{*}\right)$. This shows that $i$ is both well-defined and antitone. Let $i(e S)=R_{k}\left(e^{*}\right)=f S$. Since $x y \in k S \Leftrightarrow y^{*} x^{*} \in k S$ we see that $S f^{*}=L_{k}(e)$. Hence $(i \circ i)(e S)=i(f S)=R_{k}\left(f^{*}\right)=\left(R_{k}^{\vec{k}} \circ L_{k}\right)(e)=e S$, thus completing the proof that $i$ is an involution on $L$. Suppose now that $(M, j)$ is a bounded involution lattice with $S=\operatorname{Res}(M)$ equipped with the natural involution * as defined in Theorem 17.2. We know that $\langle S ; 0\rangle$ is a Baer semigroup and that ( $S,{ }^{*}$ ) is an involution semigroup. We also have $0=00^{*}$ so that

$$
0^{*}=\left(00^{*}\right)^{*}=0^{* *} 0^{*}=00^{*}=0 .
$$

Hence $\left\langle S ; 0 ;{ }^{*}\right\rangle$ is an involution Baer semigroup. Recall from the proof of Theorem 12.5 that the mapping $f: \mathscr{R}(S) \rightarrow M$ defined by $f\left(\theta_{x} \circ S\right)=x$ is an isomorphism. We know that $\mathscr{R}(S)$ can be equipped with an involution $i$ by the formula $i\left(\theta_{x} \circ S\right)=R\left(\theta_{x}^{*}\right)=\theta_{y} \circ S$ where $y=\left(\theta_{x}^{*}\right)^{+}(0)$ $=\left(j \circ \theta_{x} \circ j\right)(0)=\left(j \circ \theta_{x}\right)(\pi)=j(x)$. Thus $f \circ i=j \circ f$ and so the isomorphism $f$ induces both the lattice structure and the involution on $M$.

Now if $(L, i)$ and $(M, j)$ are involution lattices we agree to call a homomorphism $f: L \rightarrow M$ involution-preserving in case $f \circ i=\boldsymbol{j} \circ f$. We
agree to say that the involution lattice ( $L, i$ ) is coordinatized by the involution Baer semigroup $\langle S ; k ; *\rangle$ in case there is an involution-preserving lattice isomorphism of $\mathscr{R}_{k}(S)$ (equipped with the natural involution) onto L. It should be noted that, as was shown in Theorem 17.5, every bounded involution lattice can be coordinatized by an involution Baer semigroup. The coordinatization problem for bounded involution lattices is solved in the following two theorems.

Theorem 17.6. For a bounded involution ordered set ( $E, i$ ) the following conditions are equivalent:
(1) $E$ is a lattice;
(2) $\left\langle\operatorname{Res}(E) ; 0 ;{ }^{*}\right\rangle$ is an involution Baer semigroup;
(3) ( $E, i$ ) may be coordinatized by an involution Baer semigroup.

Proof. This is immediate from Theorems 12.6 and 17.5.
Theorem 17.7. Let $\langle S ; k ; *\rangle$ be an involution Baer semigroup with $L=\mathscr{R}_{k}(S)$. If $L$ is equipped with the natural involution induced from $S$ and $\operatorname{Res}(L)$ the natural involution induced from $L$, then the homomorphism $x \rightarrow \varphi_{x}$ described in Theorem 12.8 is involution-preserving.

Proof. Recall that for $e S \in L$ we have $i(e S)=R_{k}\left(e^{*}\right)$ and for $\varphi \in \operatorname{Res}(L)$ we have $\varphi^{*}=i \circ \varphi^{+} \circ i$. Given $e S \in L$ and $x \in S$ let $g S=\left(R_{k}^{\vec{k}} \circ L_{k}\right)(x e)$ and $h S=i(g S)=R_{k}\left(g^{*}\right)$. Then

$$
\left(\varphi_{x^{*}} \circ i \circ \varphi_{x}\right)(e S)=\left(\varphi_{x^{*}} \circ i\right)(g S)=\varphi_{x^{*}}(h S)=\left(R_{k} \circ L_{k}\right)\left(x^{*} h\right) .
$$

Now

$$
\begin{aligned}
h \in R_{k}\left(g^{*}\right) \Rightarrow g^{*} h \in k S \Rightarrow h^{*} g \in k S & \Rightarrow h^{*} \in L_{k}(g)=L_{k}(x e) \\
& \Rightarrow h^{*} x e \in k S \\
& \Rightarrow e^{*} x^{*} h \in k S \\
& \Rightarrow x^{*} h \in R_{k}\left(e^{*}\right)=i(e S)
\end{aligned}
$$

It follows that $\varphi_{x^{*}} \circ i \circ \varphi_{x} \leq i$ and a similar argument produces $\varphi_{x} \circ i \circ \varphi_{x^{*}}$ $\leq i$. Applying Theorem 17.3, we conclude that $\varphi_{x^{*}}=\left(\varphi_{x}\right)^{*}$.

## EXERCISES

17.1. Let $(L, i)$ be an involution lattice. Show that, for all $x \in L$,

$$
\left(\alpha_{x}\right)^{*}=\beta_{i(x)}, \quad\left(\beta_{x}\right)^{*}=\alpha_{i(x)}, \quad\left(\theta_{x}\right)^{*}=\psi_{l(x)}, \quad\left(\psi_{x}\right)^{*}=\theta_{l(x)} .
$$

17.2. Let $(L, i)$ be a bounded involution lattice. Suppose that $a, b \in L$ are such that $a \cup b=\pi, a \cap b=0, M(a, b)$ and $M^{*}(b, a)$. Let $\varphi_{a, b}: L \rightarrow L$ be given by $\varphi_{a, b}(x)=(x \cup a) \cap b$. Use Theorem 17.3 to show that $\varphi_{a, b} \in \operatorname{Res}(L)$ with $\left(\varphi_{a, b}\right)^{*}$ $=\varphi_{i(b), t(a)}$.
17.3. Let $L$ be a three-element chain. Show that there is precisely one involution on Res ( $L$ ) and describe it explicitly. [Hint. There is a Cayley table for Res $(L)$ on page 17.]
17.4. Show that every abelian Baer semigroup may be regarded as an involution Baer semigroup.
17.5. Let $\left\langle S ; k ;{ }^{*}\right\rangle$ be an involution Baer semigroup and let $i$ be the natural involution on $\mathscr{R}_{k}(S)$. Show that if $R_{k}(x)=e S$ where $e$ is a projection then $e S$ and $i(e S)$ are complements such that $M(i(e S), e S)$ and $M^{*}(e S, i(e S))$ both hold. [Hint. Use Theorem 12.9.]

## 18. Orthomodular lattices

In this section we shall consider a seemingly modest strengthening of the notion of involution and show that the resulting class of lattices has new and somewhat amazing properties. However, we must warn the reader that there is a vast literature on this subject and one could very well devote an entire volume to the theory of orthomodular lattices alone. For this reason we must be content with a very brief glimpse into their most elementary properties.

An involution lattice ( $L, i$ ) is called an ortholattice and the involution $i$ an orthocomplementation whenever
(1) $L$ is bounded;
(2) $(\forall x \in L) x \cap i(x)=0[$ and hence $x \cup i(x)=\pi]$.

If, in addition, the orthomodular identity

$$
e \leq f \Rightarrow f=e \cup[f \cap i(e)]
$$

holds in $L$, then $L$ is called an orthomodular lattice. We point out that we
shall often write $x^{\prime}$ instead of $i(x)$ in an ortholattice and call $x^{\prime}$ the orthocomplement of $x$.

At this juncture it seems appropriate to say a word or two about how orthomodular lattices arise. First of all, any distributive orthomodular lattice is a Boolean algebra and it is easy to show that, conversely, every Boolean algebra is a distributive orthomodular lattice.

A second important class of orthomodular lattice arises in connection with Hilbert spaces. The lattice of closed subspaces of any Hilbert space is easily seen to be orthomodular. In fact, Araki and Amemiya [1] have recently proved that the lattice of closed subspaces of a pre-Hilbert space is orthomodular if and only if the pre-Hilbert space is complete (i.e. is a Hilbert space). More generally, suitable sublattices of the lattice of closed subspaces of a Hilbert space are themselves orthomodular. Here we have in mind the projection lattice of a von Neumann algebra.

It is well known that in classical logic propositions tend to band together so as to form a Boolean algebra. On the other hand, the lattice of closed subspaces of a suitable Hilbert space is regarded by many physicists as being an appropriate model for the underlying "logic" of quantum physics. This suggests (see [25]) that some sort of orthomodular lattice might serve as a "logic" of empirical science.

As another indication of the possible importance of orthomodular lattices, we mention the fact that L.H.Loomis [19] has found them to be a suitable vehicle for an abstract lattice-theoretic version of the Murrayvon Neumann dimension theory of operator algebras.

Aside from all this, the theory of these lattices is sufficiently interesting to warrant its study on its own merits. The remainder of this section will be devoted to illustrating this point.

Recall first that an ortholattice ( $L, i$ ) is orthomodular if and only if the following identity holds:

$$
e \leq f \Rightarrow f=e \cup\left(f \cap e^{\prime}\right)
$$

To say that the dual of $L$ is orthomodular is equivalent to saying that $L$ satisfies the dual orthomodular identity

$$
e \leq f \Rightarrow e=\left(e \cup f^{\prime}\right) \cap f
$$

Theorem 18.1. For an ortholattice ( $L, i$ ) the following conditions are equivalent:
(1) the orthomodular identity holds;
(2) the dual orthomodular identity holds;
(3) $e \leq f$ and $f \cap e^{\prime}=0 \Rightarrow e=f$.

Proof. (1) $\Rightarrow$ (3): Let $e \leq f$ and $f \cap e^{\prime}=0$. Then by (1) we have $f=e \cup\left(f \cap e^{\prime}\right)=e \cup 0=e$.
(3) $\Rightarrow$ (2): If (2) failed, we could find $e, f \in L$ such that $e \leq f$ and $e \neq\left(e \cup f^{\prime}\right) \cap f$. Then $e<\left(e \cup f^{\prime}\right) \cap f$ and

$$
\left[\left(e \cup f^{\prime}\right) \cap f\right] \cap e^{\prime}=\left(e \cup f^{\prime}\right) \cap\left(e \cup f^{\prime}\right)^{\prime}=0
$$

a contradiction.
(2) $\Rightarrow$ (1): If $e \leq f$, then $f^{\prime} \leq e^{\prime}$ and by (2) we have $f^{\prime}=\left(f^{\prime} \cup e\right) \cap e^{\prime}$. Taking orthocomplements, this produces $f=\left(f \cap e^{\prime}\right) \cup e$.

Corollary. An ortholattice ( $L, i$ ) is orthomodular if and only if its dual is orthomodular.

Example 18.1. When trying to prove that an ortholattice is orthomodular, Theorem 18.1(3) is often helpful. As an illustration of this point we shall consider in some detail the lattice of closed subspaces of a Hilbert space $H$. Basically, a pre-Hilbert space is a pair consisting of a vector space $H$ over the field $\mathbf{C}$ of complex numbers together with a mapping (, ) : $H \times H \rightarrow \mathbf{C}$ such that, for all $x, y, z \in H$ and all $\lambda \in \mathbf{C}$,
(SP1) $(x, y)=(y, x)^{*}$ [the complex conjugate of $\left.(y, x)\right]$;
(SP2) $(x+y, z)=(x, z)+(y, z)$;
(SP3) $(\lambda x, y)=\lambda(x, y)$;
(SP4) $(x, x)>0$ for all $x \neq 0$.
We now define the norm of the vector $x$ by $\|x\|=\sqrt{(x, x)}$. We leave to the reader the routine verification that $(x, y)=0$ in case either $x$ or $y$ is the zero vector.
(A) [Cauchy-Schwartz inequality] For all vectors $x$, $y$ in the pre-Hilbert space $H,|(x, y)| \leq\|x\| \cdot\|y\|$.

Proof. Assume first that $\|y\|=1$ and note that with $\lambda=(x, y)$ we have

$$
\begin{aligned}
\|x-\lambda y\|^{2} & =(x-\lambda y, x-\lambda y) \\
& =(x, x-\lambda y)+(-\lambda y, x-\lambda y) \\
& =(x, x)+(x,-\lambda y)+(-\lambda y, x)+(-\lambda y,-\lambda y) \\
& =\|x\|^{2}-\lambda^{*}(x, y)-\lambda(y, x)+\lambda \lambda^{*}(y, y) \\
& =\|x\|^{2}-\lambda^{*} \lambda-\lambda \lambda^{*}+\lambda \lambda^{*} \\
& =\|x\|^{2}-|(x, y)|^{2} .
\end{aligned}
$$

It follows from this that $|(x, y)| \leq\|x\|$. If $y=0$, there is nothing more to prove; and if $y \neq 0$ then $y_{1}=y /\|y\|$ has norm 1 and so $\left|\left(x, y_{1}\right)\right| \leq\|x\|$ and consequently $|(x, y)| \leq\|x\| \cdot\|y\|$.
(B) $[$ Triangle inequality $]$ For all vectors $x, y$ in the pre-Hilbert space $H$, $\|x+y\| \leq\|x\|+\|y\|$.

Proof. We begin by observing that if we denote by $\operatorname{Re}(\lambda)$ the real part of each $\lambda \in \mathbf{C}$, then $\lambda+\lambda^{*}=2 \operatorname{Re}(\lambda) \leq 2|\lambda|$. Making use of $(\mathrm{A})$, we may now write

$$
\begin{aligned}
\|x+y\|^{2} & =\|x\|^{2}+\|y\|^{2}+(x, y)+(x, y)^{*} \\
& \leq\|x\|^{2}+\|y\|^{2}+2|(x, y)| \\
& \leq\|x\|^{2}+\|y\|^{2}+2\|x\| \cdot\|y\| \\
& =(\|x\|+\|y\|)^{2},
\end{aligned}
$$

from which the result follows.
(C) $[$ Parallelogram law] For all vectors $x, y$ in the pre-Hilbert space $H$, $\|x+y\|^{2}+\|x-y\|^{2}=2\|x\|^{2}+2\|y\|^{2}$.

Proof. Simply add together the equations

$$
\begin{aligned}
& \|x+y\|^{2}=\|x\|^{2}+\|y\|^{2}+(x, y)+(y, x), \\
& \|x-y\|^{2}=\|x\|^{2}+\|y\|^{2}-(x, y)-(y, x) .
\end{aligned}
$$

(D) For all $x, y \in H$ define $d(x, y)=\|x-y\|$. Then dbecomes a metric on $H$ in the sense that it satisfies
(1) $d(x, y) \geq 0$ and $d(x, y)=0$ holds only when $x=y$;
(2) $d(x, y)=d(y, x)$;
(3) $d(x, y) \leq d(x, z)+d(z, y)$.

Proof. The first two assertions are clear while the third follows from (B) and the observation that $x-y=(x-z)+(z-y)$.

If the pre-Hilbert space $H$ forms a complete metric space with respect to the above metric, then $H$ is called a Hilbert space. For the remainder of this example it will be assumed that we are working in a Hilbert space $H$.

We agree to call two vectors $x, y$ orthogonal, and write $x \perp y$, whenever $(x, y)=0$. We leave to the reader the routine verification that, for any subspace $M$ of $H, M^{\perp}=\{x \in H ;(\forall m \in M) x \perp m\}$ is a subspace of $H$. It follows that the mapping $M \rightarrow M^{\perp}$ sets up a Galois connection on the lattice of all subspaces of $H$. We let $L$ denote the complete lattice formed by the Galois closed subspaces of $H$; i.e. $L$ consists of those subspaces $M$ such that $M=M^{\perp \perp}$. Since we have $M \cap M^{\perp}=(0)$ for each $M \in L$, it is clear that $L$ is an ortholattice. Our goal is to prove that it is in fact orthomodular.
(E) Every Galois closed subspace of $H$ is closed in the metric topology. [Note: the converse is also true, but we shall not need this fact].

Proof. Let $M \in L$ and let $x$ be any vector in the closure of $M$. Then there is a sequence $\left(x_{n}\right)$ of vectors in $M$ such that $\lim _{n} x_{n}=x$. Now if $y \in M^{\perp}$ we have $x_{n} \perp y$ for all $n$ and hence
$|(x, y)|=\left|\left(x-x_{n}+x_{n}, y\right)\right| \leq\left|\left(x-x_{n}, y\right)\right|+\left|\left(x_{n}, y\right)\right| \leq\left\|x-x_{n}\right\| \cdot\|y\|$. Since $\lim _{n} x_{n}=x$, this forces $x \perp y$. It is immediate that $x \in M^{\perp \perp}=M$.
(F) Let $M \in L$ and let $x$ be any vector in $H$. If $\delta=\inf \{\|y-x\| ; y \in M\}$ then there exists a vector $y_{0} \in M$ such that $\left\|y_{0}-x\right\|=\delta$.
$\operatorname{Proof}$. Let $\left(y_{n}\right)$ be a sequence of vectors in $M$ such that $\lim _{n}\left(\left\|y_{n}-x\right\|\right)$ $=\delta . \mathrm{By}(\mathrm{C})$,

$$
\begin{gathered}
\left\|\left(y_{n}-x\right)+\left(y_{m}-x\right)\right\|^{2}+\left\|\left(y_{n}-x\right)-\left(y_{m}-x\right)\right\|^{2} \\
=2\left\|y_{n}-x\right\|^{2}+2\left\|y_{m}-x\right\|^{2} .
\end{gathered}
$$

Rephrasing this, we have

$$
\left\|y_{n}-y_{m}\right\|^{2}=2\left\|y_{n}-x\right\|^{2}+2\left\|y_{m}-x\right\|^{2}-\left\|y_{n}+y_{m}-2 x\right\|^{2} .
$$

Now $y_{n}, y_{m} \in M \Rightarrow \frac{1}{2}\left(y_{n}+y_{m}\right) \in M$ and so $\left\|\frac{1}{2}\left(y_{n}+y_{m}\right)-x\right\| \geq \delta$. It follows that $\left\|y_{n}+y_{m}-2 x\right\| \geq 2 \delta$, so

$$
0 \leq\left\|y_{n}-y_{m}\right\|^{2} \leq 2\left\|y_{n}-x\right\|^{2}+2\left\|y_{m}-x\right\|^{2}-4 \delta^{2} .
$$

As $n, m \rightarrow \infty$ the right side of this inequality tends to zero. It follows from this that the sequence $\left(y_{n}\right)$ is a Cauchy sequence and so, by the completeness of $H$ as a metric space, $\lim _{n} y_{n}=y_{0}$ for some $y_{0} \in H$. It follows from (E) that $y_{0} \in M$ and from (B) that

$$
\left\|y_{0}-x\right\|=\lim _{n}\left(\left\|y_{n}-x\right\|\right)=\delta .
$$

(G) Given $M, N \in L$ with $M \subset N$, it follows that $N \cap M^{\perp} \neq 0$.

Proof. Let $x$ be any vector in $N$ but not in $M$. Define

$$
\delta=\inf \{\|y-x\| ; y \in M\}
$$

and use (F) to find a vector $y_{0}$ in $M$ such that $\left\|y_{0}-x\right\|=\delta$. Now let $w=y_{0}-x$ and note that $w \in N$. Consider a vector $z$ in $M$ with norm 1. We have from the proof of (A) that, with $\lambda=(w, z),\|w-\lambda z\|^{2}$ $=\|w\|^{2}-|(w, z)|^{2}$ and so $\|w-\lambda z\|^{2} \leq\|w\|^{2}$. On the other hand, $w-\lambda z$ $=\left(y_{0}-x\right)-\lambda z=\left(y_{0}-\lambda z\right)-x$, and by our choice of $w$ this forces $\|w\| \leq\|w-\lambda z\|$. It follows that

$$
\|w\|^{2}=\|w-\lambda z\|^{2}=\|w\|^{2}-|(w, z)|^{2}
$$

and so $w \perp z$. This puts $w \in N \cap M^{\perp}$ as desired.
(H) We may now apply Theorem 18.1(3) to deduce that $L$ is indeed orthomodular.
[Note: The reader who was not able to fill in complete details of the above proofs should refer to [6] or to [14] for an introduction to the theory of Hilbert spaces.]

Definition. Let ( $L, i$ ) be an involution lattice. For each $b \in L$ we define the Sasaki projection $\varphi_{b}: L \rightarrow L$ by the prescription

$$
(\forall x \in L) \quad \varphi_{b}(x)=[x \cup i(b)] \cap b .
$$

Theorem 18.2. An involution lattice ( $L, i$ ) is an ortholattice if and only if $L$ has a minimum element 0 and $(\forall b \in L) \varphi_{b}(0)=0$; it is orthomodular if and only if it has a minimum element and

$$
(\forall b \in L)(\forall x \leq b) \quad \varphi_{b}(x)=x
$$

Proof. If $L$ is an ortholattice it must have a minimum element 0 and

$$
(\forall b \in L) \quad \varphi_{b}(0)=[0 \cup i(b)] \cap b=i(b) \cap b=0 .
$$

Conversely, if $0 \in L$ and $(\forall b \in L) \varphi_{b}(0)=0$ then $0=\varphi_{b}(0)=[0 \cup i(b)]$ $\cap b=i(b) \cap b$ and so $L$ is an ortholattice. For an ortholattice $(L, i)$ the assertion that $(\forall b \in L)(\forall x \leq b) \varphi_{b}(x)=x$ is none other than the dual of the orthomodular identity. The result follows by Theorem 18.1.

In a Boolean algebra we have $(\forall a, b \in L) \varphi_{b}(a)=a \cap b$. This suggests the following definition. Let $(L, i)$ be an involution lattice. Given $a, b \in L$ we say that $a$ commutes with $b$, and write $a C b$, whenever $\varphi_{b}(a)=a \cap b$. For each subset $N$ of $L$ we let $C(N)=\{x \in L ;(\forall n \in N) x C n\}$ and if $N=\{n\}$ we write $C(n)$ in place of $C(\{n\})$. In the next theorem we gather up a few important facts about commutativity in an orthomodular lattice.

Theorem 18.3. In an orthomodular lattice ( $L, i$ ) the following conditions are equivalent:
(1) $e C f$;
(2) $f=(f \cap e) \cup\left(f \cap e^{\prime}\right)$;
(3) $f C e$;
(4) $e=(e \cap f) \cup\left(e \cap f^{\prime}\right)$;
(5) $e C f^{\prime}$;
(6) there exist pairwise orthogonal elements $e_{1}, f_{1}, g$ such that $e=e_{1} \cup g$ and $f=f_{1} \cup g$;
(7) $f=(f \cup e) \cap\left(f \cup e^{\prime}\right)$;
(8) $e=(e \cup f) \cap\left(e \cup f^{\prime}\right)$;
(9) $e \cap\left(e^{\prime} \cup f^{\prime}\right) \perp f \cap\left(e^{\prime} \cup f^{\prime}\right)$.

Proof. (1) $\Rightarrow$ (2): If $e C f$, then $\varphi_{f}(e)=\left(e \cup f^{\prime}\right) \cap f=e \cap f$ and so $\left[\left(e \cup f^{\prime}\right) \cap f\right] \cap\left(e^{\prime} \cup f^{\prime}\right)=(e \cap f) \cap\left(e^{\prime} \cup f^{\prime}\right)=0$. Since $f^{\prime} \leq\left(e \cup f^{\prime}\right)$ $\cap\left(e^{\prime} \cup f^{\prime}\right)$ and $f \cap\left[\left(e \cup f^{\prime}\right) \cap\left(e^{\prime} \cup f^{\prime}\right)\right]=0$ we see by Theorem 18.1
that $f^{\prime}=\left(e \cup f^{\prime}\right) \cap\left(e^{\prime} \cup f^{\prime}\right)$. The proof is completed by taking orthocomplements.
(2) $\Rightarrow$ (3): If $f=(f \cap e) \cup\left(f \cap e^{\prime}\right)$, then $f \cup e^{\prime}=(f \cap e) \cup\left(f \cap e^{\prime}\right)$ $\cup e^{\prime}=(f \cap e) \cup e^{\prime}$. By the orthomodular identity we deduce that $\left(f \cup e^{\prime}\right)$ $\cap e=\left[(f \cap e) \cup e^{\prime}\right] \cap e=f \cap e$ and so $f C e$.
(3) $\Rightarrow$ (4): Interchange the rôles of $e$ and $f$ in the proof of (1) $\Rightarrow$ (2).
$(4) \Rightarrow(1)$ : Interchange the rôles of $e$ and $f$ in the proof of (2) $\Rightarrow(3)$.
We have at this point established the equivalence of (1), (2), (3), (4).
(1) $\Leftrightarrow$ (5): Use the symmetry of $f, f^{\prime}$ in (4).
$(1) \Rightarrow(6)$ : Let $e C f$. Then $e=(e \cap f) \cup\left(e \cap f^{\prime}\right)$ and $f=(f \cap e)$ $\cup\left(f \cap e^{\prime}\right)$. Take $e_{1}=e \cap f^{\prime}, f_{1}=f \cap e^{\prime}$ and $g=e \cap f$. Then $e_{1}, f_{1}, g$ are pairwise orthogonal with $e=e_{1} \cup g$ and $f=f_{1} \cup g$.
(6) $\Rightarrow$ (1): Let $e_{1}, f_{1}, g$ be as in (6). Then $e_{1} \leq f_{1}^{\prime} \cap g^{\prime}=\left(f_{1} \cup g\right)^{\prime}=f^{\prime}$ and $g \leq f$ so $g=\left(g \cup f^{\prime}\right) \cap f$. We may now write

$$
e \cap f \leq\left(e \cup f^{\prime}\right) \cap f=\left(e_{1} \cup g \cup f^{\prime}\right) \cap f=\left(g \cup f^{\prime}\right) \cap f=g \leq f \cap e
$$

and so $e C f$.
(4) $\Leftrightarrow(8)$ and $(2) \Leftrightarrow(7)$ are clear in view of the equivalence of the first five conditions.
(1) $\Rightarrow$ (9): If $e C f$ then $e^{\prime} C f$ and $f^{\prime} C e$ so $e \cap\left(e^{\prime} \cup f^{\prime}\right)=e \cap f^{\prime}$ and $f \cap\left(e^{\prime} \cup f^{\prime}\right)=f \cap e^{\prime}$. Note now that $e \cap f^{\prime} \perp f \cap e^{\prime}$.
(9) $\Rightarrow$ (1): If $e \cap\left(e^{\prime} \cup f^{\prime}\right) \leq\left[f \cap\left(e^{\prime} \cup f^{\prime}\right)\right]^{\prime}=f^{\prime} \cup(e \cap f)$ then we have $e \cap\left(e^{\prime} \cup f^{\prime}\right) \leq\left[f^{\prime} \cup(e \cap f)\right] \cap\left(e^{\prime} \cup f^{\prime}\right)=f^{\prime}$ so $e \cap\left(e^{\prime} \cup f^{\prime}\right)$ $=e \cap\left(e^{\prime} \cup f^{\prime}\right) \cap f^{\prime}=e \cap f^{\prime}$. This shows that $f^{\prime} C e$, and in view of the equivalence of conditions (1), (3), (5) it follows that eCf.

Corollary. If $e \leq f$ or $e \perp f$ then $e C f$.
Proof. $e \leq f \Rightarrow\left(e \cup f^{\prime}\right) \cap f=e=e \cap f ; e \perp f \Rightarrow\left(e \cup f^{\prime}\right) \cap f=f^{\prime}$ $\cap f=0=e \cap f$.

Theorem 18.4. A necessary and sufficient condition that the ortholatice $(L, i)$ be orthomodular is that the relation $C$ be symmetric.

Proof. If $L$ is orthomodular we may apply Theorem 18.3 to deduce that $C$ is symmetric. Suppose now that $C$ is symmetric on $L$. Let $e \leq f$. Then $f \cup e^{\prime}=\pi \Rightarrow\left(f \cup e^{\prime}\right) \cap e=\pi \cap e=e=f \cap e$ and so $f C e$. It
follows that $e C f$ and so $\left(e \cup f^{\prime}\right) \cap f=e \cap f$. This establishes the dual orthomodular identity on $L$. We now appeal to Theorem 18.1.

The next theorem is of great interest in that it says that every interval sublattice of an orthomodular lattice is itself orthomodular. It follows from this, of course, that every orthomodular lattice is relatively complemented.

Theorem 18.5. Let $(L, i)$ be an ortholattice. For each interval $[a, b]$ define a mapping $i_{a b}:[a, b] \rightarrow[a, b]$ by setting

$$
(\forall x \in[a, b]) \quad i_{a b}(x)=\left(x^{\prime} \cup a\right) \cap b .
$$

Then a necessary and sufficient condition for ( $L, i$ ) to be orthomodular is that for every interval $[a, b]$ the pair $\left([a, b], i_{a b}\right)$ be an involution lattice. If ( $L, i$ ) is orthomodular then so is every lattice $\left([a, b], i_{a b}\right)$.

Proof. Suppose first that $(L, i)$ is orthomodular and let $a, b \in L$ be such that $a<b$. For $a \leq x \leq b$ write $i_{a b}(x)=x^{\perp}$. If $a \leq x \leq y \leq b$, then $y^{\prime} \leq x^{\prime} \Rightarrow y^{\perp} \leq x^{\perp}$ and we also have

$$
\begin{aligned}
x^{\perp \perp}=\left(x^{\perp} \cup a\right) \cap b & =\left\{\left[\left(x^{\prime} \cup a\right) \cap b\right]^{\prime} \cup a\right\} \cap b \\
& =\left[\left(x \cap a^{\prime}\right) \cup b^{\prime} \cup a\right] \cap b .
\end{aligned}
$$

By the orthomodular identity, $a \leq x \Rightarrow x=a \cup\left(x \cap a^{\prime}\right)$. Hence

$$
x^{\perp \perp}=\left[\left(x \cap a^{\prime}\right) \cup a \cup b^{\prime}\right] \cap b=\left(x \cup b^{\prime}\right) \cap b=x
$$

and so $i_{a b}$ is an involution. Since

$$
x^{\perp} \cap x=\left(x^{\prime} \cup a\right) \cap b \cap x=\left(x^{\prime} \cup a\right) \cap x=a
$$

we see that $i_{a b}$ is in fact an orthocomplementation. To show that $[a, b]$ is orthomodular, we shall apply Theorem 18.1. Accordingly, let $a \leq x \leq y$ $\leq b$ with $y \cap x^{\perp}=a$. Then $a=y \cap x^{\perp}=y \cap\left(x^{\prime} \cup a\right) \cap b=$ $y \cap\left(x^{\prime} \cup a\right)$ and so

$$
y \cap x^{\prime}=y \cap x^{\prime} \cap a^{\prime} \leq y \cap\left(x^{\prime} \cup a\right) \cap a^{\prime}=a \cap a^{\prime}=0 .
$$

By Theorem 18.1, $x \leq y$ with $y \cap x^{\prime}=0 \Rightarrow x=y$. Applying Theorem 18.1 to the interval $[a, b]$ we conclude that it is in fact orthomodular.

Suppose now that for every interval $[a, b]$ the mapping $i_{a b}$ is an involution. Then if $e \leq f$ with $f \cap e^{\prime}=0$ we see that $i_{0 f}(e)=\left(e^{\prime} \cup 0\right) \cap f$ $=e^{\prime} \cap f=0$ and so $e=\left(i_{0 f} \circ i_{0 f}\right)(e)=i_{0 f}(0)=f$. It follows that $L$ is orthomodular.

If we were asked to pick the one theorem which is the most useful tool for handling orthomodular lattices, it would be the next one. This extremely important theorem is often referred to as the Foulis-Holland Theorem and says, roughly speaking, that whenever one really needs it an orthomodular lattice behaves as though it were a Boolean algebra.

Theorem 18.6. Let e, $f, g$ be any three elements of an orthomodular lattice ( $L, i$ ). If any two of the relations eCf, eCg or fCg hold, then for any permutation $(x, y, z)$ of the triple $(e, f, g)$ we have both $D(x, y, z)$ and $D^{*}(x, y, z)$.

Proof. We begin by proving that
(1) $e C g, f C g \Rightarrow D(e, f, g)$.

To see this, note that $(e \cup f) \cap g \geq(e \cap g) \cup(f \cap g)$ and
$(e \cup f) \cap g \cap[(e \cap g) \cup(f \cap g)]^{\prime}=(e \cup f) \cap g \cap\left(e^{\prime} \cup g^{\prime}\right) \cap\left(f^{\prime} \cup g^{\prime}\right)$.
Now $e C g \Rightarrow e^{\prime} C g \Rightarrow\left(e^{\prime} \cup g^{\prime}\right) \cap g=e^{\prime} \cap g$; and $f C g \Rightarrow f^{\prime} C g \Rightarrow\left(f^{\prime} \cup g^{\prime}\right)$ $\cap g=f^{\prime} \cap g$. It follows that
$(e \cup f) \cap g \cap\left(e^{\prime} \cup g^{\prime}\right) \cap\left(f^{\prime} \cup g^{\prime}\right)=(e \cup f) \cap g \cap e^{\prime} \cap\left(f^{\prime} \cup g^{\prime}\right)$

$$
\begin{aligned}
& =(e \cup f) \cap g \cap e^{\prime} \cap f^{\prime} \\
& =0 .
\end{aligned}
$$

By Theorem 18.1 we have $(e \cup f) \cap g=(e \cap g) \cup(f \cap g)$.
We next establish
(2) $e C f, f C g \Rightarrow D(e, f, g)$.

For this, it will prove convenient to let $h=(e \cup f) \cap g$ and $k=(e \cap g)$ $\cup(f \cap g)$. As in the proof of (1) we have $k \leq h$ and $h \cap k^{\prime}=(e \cup f) \cap g$ $\cap\left(e^{\prime} \cup g^{\prime}\right) \cap\left(f^{\prime} \cup g^{\prime}\right)$. Then $f C g \Rightarrow f^{\prime} C g \Rightarrow\left(f^{\prime} \cup g^{\prime}\right) \cap g=f^{\prime} \cap g$ and so there results $h \cap k^{\prime}=(e \cup f) \cap g \cap f^{\prime} \cap\left(e^{\prime} \cup g^{\prime}\right)$. Since $e C f$ we have
$(e \cup f) \cap f^{\prime}=e \cap f^{\prime}$ and so $h \cap k^{\prime}=e \cap f^{\prime} \cap g \cap\left(e^{\prime} \cup g^{\prime}\right)=0$. Thus $h$ $=k$ and $D(e, f, g)$ follows.

Now let ( $x, y, z$ ) be any permutation of the triple ( $e, f, g$ ). Then two of the three relations $x C y, x C z, y C z$ must hold. Now
(a) $x C y, y C z \Rightarrow D(x, y, z)$ by (2);
(b) $x C y, x C z \Rightarrow y C x, x C z \Rightarrow D(y, x, z)$ by (2) and so $D(x, y, z)$;
(c) $x C z, y C z \Rightarrow D(x, y, z)$ by (1).

Finally, to obtain $D^{*}(x, y, z)$ we apply the above arguments to the triple ( $x^{\prime}, y^{\prime}, z^{\prime}$ ), noting of course that $x C y \Rightarrow x^{\prime} C y^{\prime}$, etc. This establishes $D\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ and we now merely take orthocomplements.

Corollary $e C f \Rightarrow M(e, f)$ and $M^{*}(e, f)$.
Proof. Let $a \leq f$. Then $a C f$ and $e C f$ so

$$
(a \cup e) \cap f=(a \cap f) \cup(e \cap f)=a \cup(e \cap f)
$$

A similar argument establishes $M^{*}(e, f)$.
In the next theorem we gather up a number of conditions, each of which is equivalent to the ortholattice ( $L, i$ ) being orthomodular.

Theorem 18.7. Let ( $L, i$ ) be an ortholattice. The following conditions are equivalent:
(1) $(L, i)$ is orthomodular;
(2) the dual of $(L, i)$ is orthomodular;
(3) $a \leq b$ and $b \cap a^{\prime}=0 \Rightarrow a=b$;
(4) $a \perp b \Rightarrow M(a, b)$;
(5) $(\forall e \in L) M\left(e, e^{\prime}\right)$;
(6) if $a=b \cup c$ with $b \perp c$ then $b=c^{\prime} \cap a$;
(7) $b \perp c \Rightarrow b=(b \cup c) \cap c^{\prime}$;
(8) if $a=b \cup c$ with $b \leq k$ and $c \leq k^{\prime}$ then $b=k \cap a$;
(9) $b \leq k \leq c^{\prime} \Rightarrow b=k \cap(b \cup c)$;
(10) $c \perp(d \cup b) \Rightarrow d \cap b=d \cap(b \cup c)$.

Proof. The equivalence of the first three conditions was established in Theorem 18.1.
(1) $\Rightarrow$ (4): If $a \perp b$ then $a C b$ and so $M(a, b)$ follows by the corollary to Theorem 18.6.
$(4) \Rightarrow(5)$ : This is clear.
(5) $\Rightarrow$ (6): If $a=b \cup c$ with $b \perp c$, then $b \leq c^{\prime}$ and by hypothesis $M\left(c, c^{\prime}\right)$. It follows that $b=b \cup\left(c \cap c^{\prime}\right)=(b \cup c) \cap c^{\prime}=a \cap c^{\prime}$.
(6) $\Rightarrow$ (7): Let $b \perp c$ and take $a=b \cup c$.
(7) $\Rightarrow$ (8): Let $a=b \cup c$ with $b \leq k$ and $c \leq k^{\prime}$. Then $b \leq k \leq c^{\prime}$ and so $b \perp c$. By (7) we have $b=(b \cup c) \cap c^{\prime}=a \cap c^{\prime}$. Now $c \leq k^{\prime}$ $\Rightarrow k \leq c^{\prime}$ and so $b=a \cap c^{\prime} \geq a \cap k \geq b$ whence $b=a \cap k$.
(8) $\Rightarrow$ (9): Let $b \leq k \leq c^{\prime}$. By (8), $b \leq k$ and $c \leq k^{\prime} \Rightarrow b=k \cap(b \cup c)$.
(9) $\Rightarrow$ (10): If $c \perp(d \cup b)$ then $b \leq d \cup b \leq c^{\prime} \Rightarrow b=(d \cup b) \cap(b \cup c)$ and so $d \cap b=(d \cup b) \cap(b \cup c) \cap d=(b \cup c) \cap d$.
$(10) \Rightarrow(1):$ Let $e \leq f$. Then $f^{\prime} \perp(e \cup f)=f$ and so $e=e \cap f$ $=f \cap\left(e \cup f^{\prime}\right)$.

In the course of developing a coordinatization theory for orthomodular lattices, we shall find the Sasaki projections to be extremely useful. For this reason we pause to consider their properties.

Theorem 18.8. Let ( $L, i$ ) be an orthomodular lattice with $a, b \in L$. Then
(1) $a \cap b \leq \varphi_{b}(a) \leq b$;
(2) $a=p_{b}(a) \Leftrightarrow a \leq b$;
(3) $a C b \Leftrightarrow \varphi_{b}(a) \leq a$;
(4) $\left(\varphi_{b} \circ i \circ \varphi_{b} \circ i\right)(a)=a \cap b$;
(5) $\varphi_{b}$ is a projection in $\operatorname{Res}(L)$ such that $\varphi_{b}(\pi)=b$ and $\varphi_{b}^{+}(0)=b^{\prime}$;
(6) $\varphi_{b}$ is weakly regular;
(7) $\varphi_{b}(a)=0 \Leftrightarrow a \perp b$;
(8) $\varphi_{b}(a)=b \Leftrightarrow a^{\prime} \cap b=0$;
(9) $a C b \Leftrightarrow \varphi_{a} \circ \varphi_{b}=\varphi_{b} \circ \varphi_{a}$;
(10) $a \leq b \Leftrightarrow \varphi_{a}=\varphi_{b} \circ \varphi_{a}$.

Proof. (1) is clear from the definition of $\varphi_{b}$.
(2) This follows from Theorem 18.2.
(3) If $a C b$, then $\varphi_{b}(a)=a \cap b \leq a$. If, conversely, $\varphi_{b}(a) \leq a$, then $a \cap b \leq \varphi_{b}(a) \leq a \cap b$ forces $\varphi_{b}(a)=a \cap b$.
(4) $\left(\varphi_{b} \circ i \circ \varphi_{b} \circ i\right)(a)=\left(\varphi_{b} \circ i \circ \varphi_{b}\right)\left(a^{\prime}\right)=\left(\varphi_{b} \circ i\right)\left[\left(a^{\prime} \cup b^{\prime}\right) \cap b\right]$
$=\varphi_{b}\left[(a \cap b) \cup b^{\prime}\right]$
$=\left[(a \cap b) \cup b^{\prime}\right] \cap b$
$=a \cap b$.
(5) In view of (4) we may apply Theorem 17.3 to see that $\varphi_{b} \in \operatorname{Res}(L)$ with $\varphi_{b}=\left(\varphi_{b}\right)^{*}$. Since $(\forall x \in L) \varphi_{b}(x) \leq b$ it follows from (2) that $\left(\varphi_{b} \circ \varphi_{b}\right)(x)=\varphi_{b}(x)$ and so $\varphi_{b}$ is a projection. Clearly $\varphi_{b}(\pi)=b$ and $\varphi_{b}^{+}(0)$ $=\left(i \circ \varphi_{b} \circ i\right)(0)=\left(i \circ \varphi_{b}\right)(\pi)=i(b)=b^{\prime}$.
(6) By (4) we have $\left(\varphi_{b} \circ \varphi_{b}^{+}\right)(a)=a \cap b=a \cap \varphi_{b}(\pi)$ and so $\varphi_{b}$ is range-closed. Since $\varphi_{b}=\left(\varphi_{b}\right)^{*}$ we see that it is in fact weakly regular.
(7) This follows from the fact that $\varphi_{b}^{+}(0)=b^{\prime}$.
(8) If $\varphi_{b}(a)=b$, then $\left(a \cup b^{\prime}\right) \cap b=b$ implies that $b \leq a \cup b^{\prime}$ whence $a \cup b^{\prime}=\pi$ and $a^{\prime} \cap b=0$. The converse is clear.
(9) Let $a C b$. Then $(\forall x \in L) a C b$ and $a C\left(x \cup a^{\prime}\right)$ so, by Theorem 18.6, $D^{*}\left(x \cup a^{\prime}, a, b^{\prime}\right)$. Then

$$
\begin{aligned}
\left(\varphi_{b} \circ \varphi_{a}\right)(x)=\varphi_{b}\left[\left(x \cup a^{\prime}\right) \cap a\right] & =\left\{\left[\left(x \cup a^{\prime}\right) \cap a\right] \cup b^{\prime}\right\} \cap b \\
& =\left(x \cup a^{\prime} \cup b^{\prime}\right) \cap\left(a \cup b^{\prime}\right) \cap b \\
& =\left(x \cup a^{\prime} \cup b^{\prime}\right) \cap a \cap b \\
& =\varphi_{a \cap b}(x) .
\end{aligned}
$$

Similarly, $\left(\varphi_{a} \circ \varphi_{b}\right)(x)=\varphi_{a \cap b}(x)$ and so $\varphi_{a} \circ \varphi_{b}=\varphi_{b} \circ \varphi_{a}$. If, on the other hand, $\varphi_{a} \circ \varphi_{b}=\varphi_{b} \circ \varphi_{a}$, then

$$
\varphi_{b}(a)=\left(\varphi_{b} \circ \varphi_{a}\right)(\pi)=\left(\varphi_{a} \circ \varphi_{b}\right)(\pi)=\varphi_{a}(b) \leq a,
$$

and so, by (3), $a C b$.
(10) If $\varphi_{a}=\varphi_{b} \circ \varphi_{a}$ then $a=\varphi_{a}(a)=\left(\varphi_{b} \circ \varphi_{a}\right)(a) \leq b$. Conversely, if $a \leq b$, then $(\forall x \in L) \varphi_{a}(x) \leq b \Rightarrow \varphi_{a}(x)=\left(\varphi_{b} \circ \varphi_{a}\right)(x)$.

Corollary. If $(\forall \alpha \in A) x_{\alpha} C b$ and if $x=\bigcup_{\alpha \in A} x_{\alpha}$ exists then $x C b$.
Proof. $\varphi_{b}(x)=\varphi_{b}\left(\bigcup_{\alpha \in A} x_{\alpha}\right)=\bigcup_{\alpha \in A} p_{b}\left(x_{\alpha}\right)=\bigcup_{\alpha \in A}\left(x_{\alpha} \cap b\right) \leq x$, and so, by (3) of the theorem, we have $x C b$.

In connection with the next theorem we shall require one additional item of terminology. A sublattice $M$ of an ortholattice $(L, i)$ will be called an orthosublattice if it satisfies the property $m \in M \Rightarrow m^{\prime} \in M$. We leave to
the reader the routine verification that every orthosublattice of an orthomodular lattice is itself an orthomodular lattice.

Theorem 18.9. Let $M$ be a non-empty subset of the orthomodular lattice ( $L, i$ ). Then
(1) $C(M)$ is a complete orthosublattice of $L$;
(2) a necessary and sufficient condition that $C C(M)$ be a Boolean sublattice of $(L, i)$ is that $M \subseteq C(M)$. In particular, this is true if $M=C(L)$ or $M=\{m\}$.
Proof. By the corollary to Theorem 18.8, $C(M)$ is stable under the formation of existing unions; and by Theorem 18.3, $x \in C(M) \Rightarrow x^{\prime} \in C(M)$. It is immediate that $C(M)$ is a complete orthosublattice of $L$.

To prove (2), we note that if $C C(M)$ is Boolean then $M \subseteq C C(M)$. Now if $x, y \in M$ then $x, y, y^{\prime}$ are all in $C C(M)$ which is distributive. It follows that

$$
\varphi_{y}(x)=\left(x \cup y^{\prime}\right) \cap y=(x \cap y) \cup\left(y^{\prime} \cap y\right)=x \cap y
$$

and so $x C y$. But this shows that $M \subseteq C(M)$. We now assume that $M \subseteq C(M)$. This clearly implies $C C(M) \subseteq C(M)$, so if $x, y \in C C(M)$ then $x \in C C(M)$ with $y \in C(M)$ implies $x C y$. It follows from Theorem 18.6 that $C C(M)$ is distributive and hence a Boolean sublattice of $L$. The remaining assertions are clear.

Theorem 18.10. Let ( $L, i$ ) be an orthomodular lattice. Then, for each $a \in L$, we have

$$
\begin{aligned}
C(a) & =\left\{(b \cup a) \cap\left(b \cup a^{\prime}\right) ; b \in L\right\}=\left\{(b \cap a) \cup\left(b \cap a^{\prime}\right) ; b \in L\right\} \\
& =\operatorname{Im}\left(\varphi_{a} \vee \varphi_{a^{\prime}}\right) .
\end{aligned}
$$

Proof. If $b C a$ then by Theorem 18.3 we have

$$
b=(b \cup a) \cap\left(b \cup a^{\prime}\right)=(b \cap a) \cup\left(b \cap a^{\prime}\right)=\left(\varphi_{a} \curlyvee \varphi_{a^{\prime}}\right)(b) .
$$

On the other hand, by Theorem 18.9, any element of the form ( $b \cup a$ ) $\cap\left(b \cup a^{\prime}\right),(b \cap a) \cup\left(b \cap a^{\prime}\right)$ or $\varphi_{a}(b) \cup \varphi_{a^{\prime}}(b)$ must commute with $a$.

Theorem 18.11. Let a be an element of the orthomodular lattice ( $L, i$ ). Then the set of complements of $a$ is given by

$$
\left\{\left[\left(a^{\prime} \cup f^{\prime}\right) \cap f\right] \cup\left(a^{\prime} \cap f^{\prime}\right) ; f \in L\right\}
$$

Moreover, given $f \in L, a C f \Leftrightarrow\left[\left(a^{\prime} \cup f^{\prime}\right) \cap f\right] \cup\left(a^{\prime} \cap f^{\prime}\right)=a^{\prime}$.
Proof. Note first that since $\left(a^{\prime} \cup f^{\prime}\right) C f$ and $\left(a^{\prime} \cup f^{\prime}\right) C a$ we have by Theorem 18.6 that

$$
a \cup\left[\left(a^{\prime} \cup f^{\prime}\right) \cap f\right]=\left(a \cup a^{\prime} \cup f^{\prime}\right) \cap(a \cup f)=a \cup f .
$$

Hence

$$
a \cup\left\{\left[\left(a^{\prime} \cup f^{\prime}\right) \cap f\right\} \cup\left(a^{\prime} \cap f^{\prime}\right)\right]=(a \cup f) \cup\left(a^{\prime} \cap f^{\prime}\right)=\pi
$$

We next observe that $\left(a^{\prime} \cup f^{\prime}\right) \cap f \leq a \cup f=\left(a^{\prime} \cap f^{\prime}\right)^{\prime}$ and so we have $\left[\left(a^{\prime} \cup f^{\prime}\right) \cap f\right] C\left(a^{\prime} \cap f^{\prime}\right)$. Since also ( $\left.a^{\prime} \cap f^{\prime}\right) C a$ we have $a \cap\left\{\left[\left(a^{\prime} \cup f^{\prime}\right) \cap f\right] \cup\left(a^{\prime} \cap f^{\prime}\right)\right\}=\left[a \cap\left(a^{\prime} \cup f^{\prime}\right) \cap f\right] \cup\left(a \cap a^{\prime} \cap f^{\prime}\right)=0$. On the other hand, if $x$ is a complement of $a$, then $\left[\left(a^{\prime} \cup x^{\prime}\right) \cap x\right]$ $\cup\left(a^{\prime} \cap x^{\prime}\right)=x$.

If $a C f$, then by Theorem 18.3

$$
\left[\left(a^{\prime} \cup f^{\prime}\right) \cap f\right] \cup\left(a^{\prime} \cap f^{\prime}\right)=\left(a^{\prime} \cap f\right) \cup\left(a^{\prime} \cap f^{\prime}\right)=a^{\prime}
$$

Conversely, if $\left[\left(a^{\prime} \cup f^{\prime}\right) \cap f\right] \cup\left(a^{\prime} \cap f^{\prime}\right)=a^{\prime}$, then $\left(a^{\prime} \cup f^{\prime}\right) \cap f \leq a^{\prime}$ forces $a^{\prime} C f$ and consequently $a C f$.

Corollary. $C(L)$ is the centre of $L$.
Proof. If $z \in C(L)$ then, by the theorem, $z$ has a unique complement in $L$. By Theorem $9.3, z$ is central. The proof is completed by noting that every central element $z$ must commute with all elements of $L$.

Since an orthomodular lattice is relatively complemented, it follows from Theorem 9.3 that it is Boolean if and only if it is uniquely complemented. We close this section by extending this result to an arbitrary ortholattice.

Theorem 18.12. An ortholattice $(L, i)$ is a Boolean algebra if and only if it is uniquely complemented.

Proof. Every Boolean lattice is uniquely complemented, so it suffices to start with a uniquely complemented ortholattice ( $L, i$ ) and show that it is Boolean. In view of the remarks preceding the theorem, it is enough to show that ( $L, i$ ) is orthomodular. This we now proceed to do. Accordingly, let $a, b \in L$ be such that $a \leq b$ and set $c=b \cap a^{\prime}$. Then

$$
c^{\prime} \cap a^{\prime} \cap b=\left(b^{\prime} \cup a\right) \cap a^{\prime} \cap b=0
$$

and since $c \cup a \leq b$ we must have $c^{\prime} \cap a^{\prime} \geq b^{\prime}$, so $\left(c^{\prime} \cap a^{\prime}\right) \cup b=\pi$. It follows that $c^{\prime} \cap a^{\prime}=b^{\prime}$ and $b=a \cup c=a \cup\left(b \cap a^{\prime}\right)$. But this is none other than the orthomodular identity, thus completing the proof.

Corollary. A uniquely complemented lattice is Boolean if and only if the mapping which sends each element to its complement is an incolution.

## EXERCISES

Note. In each of the following exercises we shall be working in an orthomodular lattice ( $L, i$ ) unless otherwise specified.
18.1. Show that $(\forall a, b \in L) \varphi_{a}(b)$ and $\left(i \circ \varphi_{b}\right)(a)$ are complements.
18.2. Show that $a C b \Leftrightarrow \varphi_{a}(b) C \varphi_{b}(a)$.
18.3. Given $a \in L$, define $\sigma_{a}: L \rightarrow L$ by setting

Prove that:
(1) $C(a)=\operatorname{Im} \sigma_{a}$;
(2) $\sigma_{a}$ is an increasing projection in $\operatorname{Res}(L)$;
(3) $\sigma_{a}=\sigma_{b} \circ \sigma_{a} \Leftrightarrow b \in C C(a)$;
(4) $\varphi_{a}=\sigma_{a} \circ \varphi_{a}$.
18.4. Show that if $e, f \in[a, b]$ then $\varphi_{f}(e)=\left[e \cup i_{a b}(f)\right] \cap f$. Deduce that $\varphi_{f}(e)$ $\sim \varphi_{e}(f)$ in every interval containing $e$ and $f$. Then prove that $\varphi_{f}(e) \sim \varphi_{c}(f)$ in every interval which contains them.
18.5. Given $a, b \in L$ let $x=a \cap b$ and $y=a \cup b$. With notation as in Theorem 18.5, show that $a C b \Leftrightarrow b=i_{x y}(a)$. Deduce that if $a C b$, then $a$ commutes with all elements in $[x, b]$ as well as with all elements in $[b, y]$.
18.6. Prove that an ortholattice is orthomodular if and only if it contains no sublattice of the form

[Hint. Use Theorem 18.1(3).]

## 19. Foulis semigroups

Our goal in this section will be to solve the coordinatization problem for orthomodular lattices. We begin with some general observations about an involution semigroup ( $S,^{*}$ ). We agree to let $P(S)$, or if there is no danger of confusion, simply $P$ denote the set of projections of $S$. Thus

$$
P(S)=\left\{e \in S ; e=e^{2}=e^{*}\right\} .
$$

Theorem 19.1. Let ( $S,{ }^{*}$ ) be an involution semigroup. Then for elements $e, f \in P(S)$ the following conditions are equivalent:
(1) $e=e f$;
(2) $e=f e$;
(3) $e S \subseteq f S$;
(4) $S e \subseteq S f$.

Proof. The equivalence of the first two conditions is established by taking adjoints.
(1) $\Rightarrow$ (4): If $e=e f$, then $x e \in S e \Rightarrow x e=x e f \in S f$.
(4) $\Rightarrow$ (1): If $S e \subseteq S f$, then $e=e e \Rightarrow e \in S e \subseteq S f$ and so there exists $x \in S$ such that $e=x f$ whence $e f=(x f) f=x f=e$.
(2) $\Leftrightarrow(3)$ : This is the dual of $(1) \Leftrightarrow(4)$.

Corollary 1. The relation $e \leq f \Leftrightarrow e=$ ef is an ordering on $P(S)$.
Corollary 2. If $e, f \in P(S)$ and $e S=f S$, then $e=f$.
In view of the above result we shall on occasion identify the projection $e$ with the principal right ideal $e S$ which it generates.

Theorem 19.2. Let ( $S,{ }^{*}$ ) be an involution semigroup.
(1) If 0 is an element of $S$ such that $(\forall x \in S) x 0=0$ then $0 \in P(S)$ and $(\forall x \in S) 0 x=0$. Such an element (when it exists) is unique and is effective as a multiplicative zero element for $S$;
(2) If 1 is an element of $S$ such that $(\forall x \in S) x 1=x$ then $1 \in P(S)$ and $(\forall x \in S) 1 x=x$. Such an element (when it exists) is unique and is effective as a multiplicative identity for $S$.

Proof. (1) We evidently have $00=0$ and $0^{*} 0=0$. Taking adjoints this produces $0^{*}=\left(0^{*} 0\right)^{*}=0^{*} 0^{* *}=0^{*} 0=0$ and so $0 \in P(S)$. But then $(\forall x \in S) x^{*} 0=0 \Rightarrow 0=0^{*}=\left(x^{*} 0\right)^{*}=0 x^{* *}=0 x$. If $\underline{0} \in S$ had the same property then we would clearly have $0=\underline{0} 0=\underline{0}$.
(2) Note that $11=1$ and $1^{*} 1=1^{*}$. Hence $1=1^{* *}=\left(1^{*} 1\right)^{*}$ $=1^{*} 1^{* *}=1^{*} 1=1^{*}$ and $1 \in P(S)$. It follows from this that $(\forall x \in S) 1 x$ $=\left(x^{*} 1\right)^{*}=x^{* *}=x$. The uniqueness is clear.

We are now ready to define a Foulis semigroup. The definition is motivated by our desire to have a Foulis semigroup as an involution Baer semigroup such that $\mathscr{R}_{k}(S)$ forms an orthomodular lattice. In view of Exercise 17.5, there is only one reasonable type of definition. Right and left $k$-annihilators must be generated by projections. A triple $\langle\boldsymbol{S} ; k ; *\rangle$ will be called a Foulis semigroup (or a Baer ${ }^{*}$-semigroup) if and only if
(1) $\left(S,{ }^{*}\right)$ is an involution semigroup;
(2) $k$ is a central projection of $S$;
(3) $(\forall x \in S)\left(\exists e_{x} \in P(S)\right) R_{k}(x)=e_{x} S$.

We note that since $x y \in k S \Leftrightarrow y^{*} x^{*} \in k S$ we have

$$
\begin{aligned}
L_{k}(x)=\left\{y \in S ; y^{*} \in R_{k}\left(x^{*}\right)\right\} & =\left\{y \in S ; y^{*}=e_{x^{*}} y^{*}\right\} \\
& =\left\{y \in S ; y=y e_{x^{*}}\right\}=S e_{x^{*}} .
\end{aligned}
$$

It follows that $\left\langle S ; k ;{ }^{*}\right\rangle$ is an involution Baer semigroup and so $\mathscr{R}_{k}(S)$ is an involution lattice. By Theorem 19.1, both $R_{k}(x)$ and $L_{k}(x)$ have unique projection generators. It will prove convenient in what follows to let $x^{\prime}$ denote the projection which generates $L_{k}(x)$ and $x^{\prime \prime}=\left(x^{\prime}\right)^{\prime}$. It is then clear that $L_{k}(x)=S x^{\prime}, R_{k}(x)=\left(x^{*}\right)^{\prime} S,\left(R_{k}^{\overrightarrow{ }} \circ L_{k}\right)(x)=x^{\prime \prime} S$ and $\left(L_{k_{j}} \circ R_{k}\right)(x)$ $=S\left(x^{*}\right)^{\prime \prime}$. Almost all of our knowledge of this class of semigroup stems from the work of D.J.Foulis (hence our terminology) who established their basic connection with orthomodular lattices. It was in fact the work of Foulis which provided much of the inspiration and impetus for the later development of the theory of Baer semigroups. Before doing anything else, we consider a few examples.

Example 19.1. Any abelian Baer semigroup $\langle S ; k\rangle$ may be converted into a Foulis semigroup by taking $(\forall x \in S) x^{*}=x$.

Example 19.2. We noted in $\S 17$ that for any set $X,\langle\operatorname{Rel}(X), \varnothing, t\rangle$ is an involution Baer semigroup. However, if we refer back to Example 12.4, we see that, for any binary relation $S, R_{\varnothing}(S)=I_{A} \circ \operatorname{Rel}(X)$ where $A=[\operatorname{Dom} S]^{\prime}$ and $x I_{A} y \Leftrightarrow x=y \in A$. Noting that $I_{A}$ is a projection, we see that we have an example of a Foulis semigroup.

Example 19.3. An involution ring is a pair $\left(A,{ }^{*}\right)$ where
(1) $A$ is a ring;
(2) $*$ is an involution on the multiplicative semigroup of $A$;
(3) $(\forall x, y \in A)(x+y)^{*}=x^{*}+y^{*}$.

A Baer *-ring is an involution ring whose multiplicative semigroup is a Foulis semigroup with focus 0 . A specific example is provided by the ring $B(H)$ of bounded operators on the Hilbert space $H$. With respect to the usual notion of adjoint, it is well known that $B(H)$ becomes an involution ring. As was noted in Example 11.3, if $t \in B(H)$ then $R(t)=e \circ B(H)$ where $e$ is the orthogonal projection on the null space of $t$. Since $e=e^{2}$ $=e^{*}$ we see that $B(H)$ is in fact a Baer *-ring. Other examples of Foulis semigroups may now be concocted by taking suitable subsemigroups of a Baer *-ring. For example, we can consider the semigroup formed by those bounded operators whose norm does not exceed 1 .

Example 19.4. Let ( $X, \mathscr{T}$ ) be a topological space which is completely regular; i.e. it is a Hausdorff space such that for every closed set $F$ and every $x \notin F$ there exists a continuous real-valued function $g$ on $X$ such that $g(x)=1$ and $(\forall y \in F) g(y)=0$. Let $C(X)$ denote the set of all continuous real-valued functions on $X$ and make $C(X)$ into a ring by means of the "point-wise" operations

$$
(\forall x \in X)(f+g)(x)=f(x)+g(x) ;(f \cdot g)(x)=f(x) g(x) .
$$

The constant function $\hat{0}$ defined by $(\forall x \in X) \hat{0}(x)=0$ is the zero element of $C(X)$ and the function $\hat{1}$ defined by $(\forall x \in X) \hat{1}(x)=1$ acts as an identity element. Thus $C(X)$ is a commutative ring with an identity. It seems reasonable to ask when (if ever) it forms a Baer *-ring. A subset $G$ of $X$ is called a cozero set if and only if $G=\{x \in X ; g(x) \neq 0\}$ for some $g \in C(X)$. We claim that $C(X)$ is a Baer ${ }^{*}$-ring if and only if the closure of every cozero set is open. To see this, let $g \in C(X)$ with $G=\{x \in X ; g(x) \neq 0\}$. Suppose also that $R(g)=e \cdot C(X)$ with $e=e^{2}$. Then $\operatorname{Im} e \subseteq\{0,1\}$, from which it follows that $e^{+}(0)$ and $e^{+}(1)$ are complementary subsets of $X$. Thus $e^{+}(0)$ is both open and closed. Since $g \cdot e=0$ we have $x \in G \Rightarrow e(x)=0$ and so $G \subseteq e^{+}(0)$. Since $e^{+}(0)$ is closed, $G^{-} \subseteq e^{-}(0)$. If $G^{-} \neq e^{+}(0)$ choose
$w \in e^{-}(0) \backslash G^{-}$. Using complete regularity, we may now find an $h \in C(X)$ such that $h(w)=1$ and $h(x)=0$ for all $x \in G^{-}$. But then $g \cdot h=0$ implies $h=e \cdot h$ and so $1=h(w)=e(w) h(w)=01=0$, a contradiction. We conclude that $G^{-}=e^{+}(0)$ and so $G^{-}$is both open and closed. It follows from this that if $C(X)$ is a Baer *-ring the closure of every cozero set must be open. To establish the converse implication, we note that if $H$ is both open and closed we can define $e \in C(X)$ by setting $e(x)=0$ for $x \in H$ and $e(x)=1$ for $x \notin H$ and obtain $e=e^{2}$. The details are left to the reader.

Example 19.5. Let $G=\left\{g_{1}, g_{2}, \ldots, g_{n}\right\}$ be a finite group of order $n$. Let $\left(F,{ }^{*}\right)$ be an involution ring such that
(1) $F$ is a field;
(2) $\sum_{i=1}^{n} \lambda_{i}^{*} \lambda_{i}=0$ in $F \Rightarrow \operatorname{each} \lambda_{i}=0$.

Consider the set $A$ of all formal linear combinations of the form $\sum_{i=1}^{n} \lambda_{i} g_{t}$ where each $\lambda_{1} \in F$. With respect to the operations

$$
\begin{aligned}
\sum_{i=1}^{n} \lambda_{i} g_{i}+\sum_{i=1}^{n} \mu_{i} g_{i} & =\sum_{i=1}^{n}\left(\lambda_{i}+\mu_{i}\right) g_{i} \\
\left\{\sum_{i=1}^{n}\left(\lambda_{i} g_{i}\right)\right\} \cdot\left\{\sum_{i=1}^{n}\left(\mu_{i} g_{i}\right)\right\} & =\sum_{i, j=1}^{n}\left(\lambda_{i} \mu_{j}\right) g_{i} g_{j}
\end{aligned}
$$

we see that $A$ forms a ring. If we define $\left(\sum_{i=1}^{n} \lambda_{i} g_{i}\right) *=\sum_{i=1}^{n} \lambda_{i}^{*} g_{i}^{-1}$ it turns out
that $A$ becomes a Baer ${ }^{*}$-ring.
The above examples were chosen to illustrate the fact that Foulis semigroups and Baer *-rings crop up in a variety of situations and, apart from their possible connection with orthomodular lattices, are in their own right of considerable interest.

We are now ready to proceed with our discussion of the coordinatization of an orthomodular lattice. Although some of the material is merely a restatement of previously proven results for Baer semigroups, we state it in the present context for sake of completeness. In connection with this, it will be convenient to work with the projection generators of right $k$ annihilators rather than with the right $k$-annihilators themselves. For this
reason, if $\left\langle S ; k ;{ }^{*}\right\rangle$ is a Foulis semigroup we agree to let

$$
P_{k}^{\prime}(S)=\left\{e \in P(S) ; \quad(\exists x \in S) e S=R_{k}(x)\right\},
$$

and order $P_{k}^{\prime}(S)$ by the prescription $e \leq f \Leftrightarrow e=e f$. By Theorem 19.1, $P_{k}^{\prime}(S)$ is a bounded involution lattice. Unless there is some danger of confusion, we shall use the symbol $P^{\prime}(S)$ or even simply $P^{\prime}$ in place of $P_{k}^{\prime}(S)$. It will also be convenient to call a projection e closed in case $e \in P^{\prime}$.

Theorem 19.3. Let $\left\langle S ; k ;{ }^{*}\right\rangle$ be a Foulis semigroup. Then
(1) $P^{\prime}(S)=\left\{e \in S ;(\exists x \in S) e=x^{\prime}\right\}=\left\{e \in S ; e=e^{\prime \prime}\right\}$;
(2) the mapping given by $i(e)=e^{\prime}$ is an involution on $P^{\prime}(S)$;
(3) $(\forall a \in S)\left(\forall e \in P^{\prime}\right) a=e a \Leftrightarrow a^{\prime \prime} \leq e$;
(4) if $a=a^{*}$ and $a b=b a$ then $a b^{\prime}=b^{\prime} a$;
(5) $(a b)^{\prime \prime}=\left(a b^{\prime \prime}\right)^{\prime \prime} \leq a^{\prime \prime}$.

Proof. The fact that $P^{\prime}(S)=\left\{e \in S ;(\exists x \in S) e=x^{\prime}\right\}$ follows from the fact that for $e \in P(S)$ we have $e S=R_{k}(x) \Leftrightarrow S e=L_{k}\left(x^{*}\right)$. For any projection $g$, we have $g^{\prime} g \in k S \Rightarrow g g^{\prime} \in k S \Rightarrow g=g g^{\prime \prime}$ so $g \leq g^{\prime \prime}$. If $e=x^{\prime}$ then $e x \in k S \Rightarrow x^{*} e \in k S \Rightarrow x^{*}=x^{*} e^{\prime} \Rightarrow x=e^{\prime} x$ and so $e^{\prime \prime} x=e^{\prime \prime} e^{\prime} x \in k S$ and $e^{\prime \prime}=e^{\prime \prime} e$. Thus $e^{\prime \prime} \leq e$ and by Corollary 1 to Theorem 19.1 we deduce that $e=e^{\prime \prime}$. If $e=e^{\prime \prime}$ then $e=\left(e^{\prime}\right)^{\prime}$ shows $e$ to be closed, thus completing the proof of (1).
(2) This can be deduced from the material in $\S 17$, but it is just as easy to give a direct proof. If $e, f \in P^{\prime}$ with $e \leq f$, then $e=f e$ and $f^{\prime} e=f^{\prime} f e \in k S$. It follows that $f^{\prime}=f^{\prime} e^{\prime}$ and hence that $f^{\prime} \leq e^{\prime}$. By (1) we have $\left(\forall e \in P^{\prime}\right) e=e^{\prime \prime}$.
(3) If $a=e a$, then $e^{\prime} a=e^{\prime} e a \in k S$ gives $e^{\prime}=e^{\prime} a^{\prime}$ and so $e^{\prime} \leq a^{\prime}$. By (2) we have $a^{\prime \prime} \leq e$. If conversely $a^{\prime \prime} \leq e$, then $e^{\prime} \leq a^{\prime}$ and so $e^{\prime} a$ $=e^{\prime} a^{\prime} a \in k S, a^{*} e^{\prime} \in k S, a^{*}=a^{*} e$ and, finally, $a=e a$.
(4) If $a b=b a$, then $b^{\prime} a b=b^{\prime} b a \in k S$ gives $b^{\prime} a=b^{\prime} a b^{\prime}$. Since $a=a^{*}$ it follows that $b^{\prime} a=b^{\prime} a b^{\prime}=\left(b^{\prime} a b^{\prime}\right)^{*}=\left(b^{\prime} a\right)^{*}=a b^{\prime}$.
(5) $x a b^{\prime \prime} \in k S \Rightarrow x a b=x a b^{\prime \prime} b \in k S$ and $x a b \in k S \Rightarrow x a=x a b^{\prime} \Rightarrow x a b^{\prime \prime}$ $=x a b^{\prime} b^{\prime \prime} \in k S$. Thus $L_{k}(a b)=L_{k}\left(a b^{\prime \prime}\right)$. It follows that $(a b)^{\prime \prime}=\left(a b^{\prime \prime}\right)^{\prime \prime}$. By (3) we have $a=a^{\prime \prime} a$, so $a b=a^{\prime \prime} a b$ and consequently ( $\left.a b\right)^{\prime \prime} \leq a^{\prime \prime}$.

Theorem 19.4. For every Foulis semigroup $\left\langle S ; k ;{ }^{*}\right\rangle, P^{\prime}(S)$ is an orthomodular lattice.

Proof. For each $e \in P^{\prime}$ we have $R_{k}(e)=e^{\prime} S, e S \in \mathscr{R}_{k}(S)$ and $S e \in \mathscr{L}_{k}(S)$. By Theorem 12.9, eS and $e^{\prime} S$ are complements in $\mathscr{R}_{k}(S)$ such that $M\left(e^{\prime} S, e S\right)$ holds. The obvious isomorphism $e S \rightarrow e$ of $\mathscr{R}_{k}(S)$ onto $P^{\prime}$ then shows that $e$ and $e^{\prime}$ are complements such that $M\left(e^{\prime}, e\right)$. By Theorems $19.3(2)$ and 18.7 it follows that $\left(P^{\prime}, i\right)$ is orthomodular.

In line with our previous definition of the coordinatization of an involution lattice, we agree that the Foulis semigroup $\left\langle S ; k ;{ }^{*}\right\rangle$ shall coordinatize the orthomodular lattice $L$ in case there is an orthocomplementpreserving lattice isomorphism of $P_{k}^{\prime}(S)$ onto $L$. We then have:

Theorem 19.5. If $(L, i)$ is an orthomodular lattice then $\langle\operatorname{Res}(L) ; 0 ; *\rangle$ is a Foulis semigroup which coordinatizes $L$.

Proof. By Theorem 17.2, $\left\langle\operatorname{Res}(L) ; 0 ;{ }^{*}\right\rangle$ is an involution Baer semigroup which coordinatizes $L$. By Theorem $18.8, \varphi_{e}$ is a projection in Res ( $L$ ) for each $e \in L$; and by Theorem 17.4, we have

$$
\theta \circ \varphi=0 \Leftrightarrow \varphi(\pi) \perp \theta^{*}(\pi) \Leftrightarrow \varphi(\pi) \leq\left[\theta^{*}(\pi)\right]^{\prime} .
$$

Now if $e=\left(i \circ \theta^{*}\right)(\pi)$ we see that $\theta \circ \varphi_{e}=0$; and if $\theta \circ \varphi=0$ then $\varphi(\pi) \leq e$ gives $\varphi=\varphi_{e} \circ \varphi$. It follows that $R(\theta)=\varphi_{e} \circ \operatorname{Res}(L)$ and so Res $(L)$ is in fact a Foulis semigroup. The proof is now completed by making use of the fact that the mapping $e S \rightarrow e$ is an orthocomplementpreserving lattice isomorphism of $\mathscr{R}_{k}(S)$ onto $P^{\prime}(S)$ for $a n y$ Foulis semigroup $\left\langle S ; k ;{ }^{*}\right\rangle$ and in particular for the one presently being considered.

Combining the above results with Theorem 17.6, we have established
ThEOREM 19.6. For a bounded involution ordered set ( $E, i$ ) the following conditions are equivalent:
(1) $(E, i)$ is an orthomodular lattice;
(2) $\langle\operatorname{Res}(E) ; 0 ; *\rangle$ is a Foulis semigroup;
(3) ( $E, i$ ) may be coordinatized by a Foulis semigroup.

Let $\langle S ; k ; *\rangle$ be a Foulis semigroup with $L=P^{\prime}(S)$. Then for each $\in S$ we can define $\varphi_{a}: L \rightarrow L$ by setting $\varphi_{a}(e)=(a e)^{\prime \prime}$. Since we have
$\left(R_{k}^{\vec{k}} \circ L_{k}\right)(a e)=(a e)^{\prime \prime} S$ we see from Theorem 17.7 that $\varphi_{a} \in \operatorname{Res}(L)$ with $\left(\varphi_{a}\right)^{*}=\varphi_{a^{*}}$. There is no conflict here with the notation for Sasaki projections in that the Sasaki projections are precisely the closed projections in Res ( $L$ ), so if $g$ is a closed projection in $S$ the induced residuated map $\varphi_{g}$ is none other than the Sasaki projection determined by $g$. Combining these observations with Theorem 17.7, we obtain:

Theorem 19.7. Let $\langle S ; k ; *\rangle$ be a Foulis semigroup and let $L=P^{\prime}(S)$. The mapping $x \rightarrow \varphi_{x}$ is an involution-preserving semigroup homomorphism of $S$ into $\operatorname{Res}(L)$ which maps the closed projections of $S$ onto the Sasaki projections of $\operatorname{Res}(L)$. Moreover, $\left\{\varphi_{x} ; x \in S\right\}$ forms a Foulis semigroup (with the same focus and involution as $\operatorname{Res}(L)$ ) which coordinatizes $L$.

In closing, we mention that the above results constitute only a very brief introduction to the theory of Foulis semigroups.

## EXERCISES

Note. In each of the following exercises $\left\langle\boldsymbol{S} ; k ;{ }^{*}\right\rangle$ denotes a Foulis semigroup with $L=P^{\prime}(S)$.
19.1. Let $\left\{e_{\alpha} ; \alpha \in A\right\} \subseteq L$ and suppose that $e=\bigcup_{\alpha \in A} e_{\alpha}$ exists in $L$. Prove that if $(\forall \alpha \in A) e_{\alpha} x=x e_{\alpha}$ then $e x=x e$.
19.2. Prove that if $e, f \in L$ and $e f=f e$ then $e f \in L$ and $e f=e \cap f$. Prove in general that for $e, f \in L$ we have $e \cap f=\left(f e^{\prime}\right)^{\prime} f$.
19.3. Prove that $e, f$ commute (in the lattice theoretic sense) in $L$ if and only if $e, f$ commute (in the semigroup sense) in $S$.
19.4. Let $a \in S$ and $e \in L$. Prove that $e a=a e \Leftrightarrow(a e)^{\prime \prime} \cup\left(a^{*} e\right)^{\prime \prime} \leq e$.
19.5. Let $e \in L$ and suppose that $g=\bigcup_{x \in S}(x e)^{\prime \prime}$ exists in $L$. Prove that $(\forall y \in S)$ $g y=y g$. Prove further that $g \geq e$ and if $h \geq e$ has the property that $(\forall y \in S) h y=y h$ then $h \geq g$.

## 20. Idempotent residuated mappings

It should have become apparent by now to the reader that idempotent residuated maps are extremely important. The very notion of Baer semigroup rests heavily on their existence and, as we saw in § 14, they are intimately connected with notions of regularity. As an added indication
of their importance, we list a number of facts about a bounded ordered set $E$. The reader should have no trouble verifying each of the following items from the material already at hand:
(1) $E$ is an $\cap$-semilattice if and only if, for each $x \in E$, there exists an idempotent range-closed residuated map $e_{x}$ on $E$ such that $e_{x}(\pi)=x$;
(2) E is a $\cup$-semilattice if and only if, for each $x \in E$, there exists an idempotent dually range-closed residuated map $f_{x}$ such that $f_{x}^{+}(0)=x_{i}$
(3) $E$ is a lattice if and only if, for each $x \in E$, there exist idempotents $e_{x}, f_{x} \in \operatorname{Res}(E)$ such that $e_{x}$ is range-closed, $f_{x}$ is dually range-closed, $e_{x}(\pi)=x$ and $f_{x}^{+}(0)=x$;
(4) $E$ is a complemented modular lattice if and only if, for each $x \in E$, there exist strongly range-closed idempotents $e_{x}, f_{x} \in \operatorname{Res}(E)$ such that $e_{x}(\pi)=x=f_{x}^{+}(0)$.

This list could be enlarged, but we hope that we have made our point: idempotent residuated mappings are important. Our purpose here is to consider this class of mappings in some detail and to prove a number of results which will be required in the next section.

Definition. Let $E$ be an ordered set. Then
(1) a mapping $f: E \rightarrow E$ will be called a residuated closure map in case it is both residuated and a closure map;
(2) a subset $M$ of $E$ will be called bicomplete if and only if, for each $x \in E,[\leftarrow, x] \cap M$ has a greatest element and $[x, \rightarrow] \cap M$ has a smallest element. In other words, to say that $M$ is bicomplete is equivalent to saying that $M$ is a closure subset of both $E$ and its dual.

Let $f$ be a residuated closure map on the ordered set $E$. By Theorem 2.10, $f=f^{+} \circ f$ and $f^{+}=f \circ f^{+}$. If $x=f(x)$, then $f^{+}(x)=\left(f^{+} \circ f\right)(x)$ $=f(x)=x$ and, dually, $x=f^{+}(x)$ gives $x=f(x)$. Thus $\operatorname{Im} f=\operatorname{Im} f^{+}$, and so by Theorem 4.3 and its dual $\operatorname{Im} f$ is bicomplete. Suppose now that $M$ is a bicomplete subset of $E$. For each $x \in E$ define

$$
\begin{aligned}
& f(x)=\text { the smallest element of }[x, \rightarrow] \cap M ; \\
& g(x)=\text { the greatest element of }[\leftarrow, x] \cap M .
\end{aligned}
$$

Then $f, g: E \rightarrow E$ are both isotone, $f \circ g=g \leq \operatorname{id}_{E}$ and $g \circ f=f \geq \mathrm{id}_{E}$. It follows that $f$ is a residuated closure map with $g=f^{+}$. Clearly $\operatorname{Im} f=M$. Since by Theorem 4.5 any closure map is completely determined by its image, we have established:

Theorem 20.1. Let $E$ be an ordered set. There is a bijection between the set of residuated closure maps on $E$ and the set of bicomplete subsets of $E$, namely that given by $f \rightarrow \operatorname{Im} f$.

We now ask the reader to recall our consideration in $\S 15$ of residuated dual closure maps on a lattice $L$. By Theorem 15.1 they are in one-one correspondence with congruence relations having bounded congruence classes. One may very well ask just what all this has to do with the nature of an arbitrary idempotent residuated map. The answer is provided in the next theorem.

Theorem 20.2. Given a lattice $L$, let f be a residuated closure map on $L$ and let $g$ be a residuated dual closure map on $\operatorname{Im} f$. Then $g \circ f$ is an idempotent element of $\operatorname{Res}(L)$. Moreover, every idempotent element of $\operatorname{Res}(L)$ arises in this manner.

Proof. (1) Let $f, g$ be as in the enunciation of the theorem. With some abuse of notation, let $g^{+}$represent the residual of $g$ in $\operatorname{Res}(\operatorname{Im} f)$. Since $\operatorname{Im}(g \circ f) \subseteq \operatorname{Im} f=\operatorname{Im} f^{+}$we have $f^{+} \circ g \circ f=g \circ f$. Similarly, $f \circ g^{+} \circ f^{+}$ $=g^{+} \circ f^{+}$. Hence
and

$$
\left(g^{+} \circ f^{+}\right) \circ(g \circ f)=g^{+} \circ g \circ f \geq \mathrm{id}_{L}
$$

$$
(g \circ f) \circ\left(g^{+} \circ f^{+}\right)=g \circ g^{+} \circ f^{+} \leq \operatorname{id}_{L}
$$

This shows that $g \circ f \in \operatorname{Res}(L)$ with $(g \circ f)^{+}=g^{+} \circ f^{+}$. Also, $(g \circ f)$ $\circ(g \circ f)=g \circ g \circ f=g \circ f$. [Note. This much of the theorem is true for any ordered set!]
(2) Let $h=h \circ h \in \operatorname{Res}(L)$. Set $f=h \vee \mathrm{id}_{L}$ and note that $f$ is a residuated closure map whose image is $\{x \in L ; h(x) \leq x\}$. Let $g$ denote the restriction of $h$ to $\operatorname{Im} f$ and let $g^{+}$denote the restriction of $h^{+}$to $\operatorname{Im} f$. Then on $\operatorname{Im} f$ we have $g^{+} \circ g=h^{+} \circ h \leq \mathrm{id}_{\operatorname{Im} f}$ and $g \circ g^{+}=h \circ h^{+}$ $\geq \operatorname{id}_{\operatorname{Im} f}$. This shows that $g \in \operatorname{Res}(\operatorname{Im} f)$ with $g^{+}$its associated residual map. Clearly $g$ is a residuated dual closure map on $\operatorname{Im} f$. The proof is
completed by noting that for each $x \in L$

$$
(g \circ f)(x)=g[x \cup h(x)]=h[x \cup h(x)]=h(x) \cup(h \circ h)(x)=h(x)
$$

and so $h=g \circ f$.
Our next goal will be to develop an explicit characterization of the projections in Res ( $L$ ) for an arbitrary orthomodular lattice $L$. It turns out that much of the needed machinery can be developed in a much more general setting. This we now proceed to do. It will prove useful to call a residuated map $f$ on the ordered set $E$ weakly increasing if the restriction of $f$ to the order ideal generated by its image is increasing. We then have:

Theorem 20.3. Let $L$ be a bounded lattice and let $f=f^{2} \in \operatorname{Res}(L)$. The following conditions are then equivalent:
(1) $f$ is weakly increasing;
(2) $(\forall x \in L) f(x)=[x \cup f(x)] \cap f(\pi)$;
(3) $f(x) \leq x \Rightarrow f(x)=x \cap f(\pi)$;
(4) $x \in \operatorname{Im} f^{+} \Rightarrow f(x)=x \cap f(\pi)$;
(5) $(\forall x \in L) \quad f(x) \geq x \cap f(\pi)$.

Proof. (1) $\Rightarrow$ (2): We clearly have $[x \cup f(x)] \cap f(\pi) \leq x \cup f(x)$ and so $\{f[x \cup f(x)] \cap f(\pi)\} \leq f[x \cup f(x)]=f(x)$. Since $f$ is weakly increasing, we have $[x \cup f(x)] \cap f(\pi) \leq f\{[x \cup f(x)] \cap f(\pi)\}$. Hence

$$
f(x) \leq[x \cup f(x)] \cap f(\pi) \leq f\{[x \cup f(x)] \cap f(\pi)\} \leq f(x)
$$

from which it follows that $f(x)=[x \cup f(x)] \cap f(\pi)$.
(2) $\Rightarrow$ (3): If $x \geq f(x)$, then $f(x)=[x \cup f(x)] \cap f(\pi)=x \cap f(\pi)$.
(3) $\Rightarrow$ (4): This follows from the fact that if $x=f^{+}(y)$, then $f(x)$ $=\left(f \circ f^{+}\right)(y)=\left(f \circ f^{+}\right)\left[f^{+}(y)\right] \leq f^{+}(y)=x$.
(4) $\Rightarrow(5)$ : Note that $f(x)=\left(f \circ f^{+} \circ f\right)(x)$ with $\left(f^{+} \circ f\right)(x) \in \operatorname{Im} f^{+}$. It thus follows by (4) that $f(x)=f\left[\left(f^{+} \circ f\right)(x)\right]=\left(f^{+} \circ f\right)(x) \cap f(\pi)$ $\geq x \cap f(\pi)$.
(5) $\Rightarrow$ (1): This is clear.

Corollary. If $f \in \operatorname{Res}(L)$ is a weakly increasing idempotent then

$$
f^{+}(0) \cap f(\pi)=0 .
$$

The only explicit formula which we have thus far obtained for an idempotent residuated map was that given in Theorem 13.4: every weakly regular idempotent residuated map on a bounded lattice $L$ is of the form

$$
(\forall x \in L) \quad f(x)=\left[x \cup f^{+}(0)\right] \cap f(\pi) .
$$

We now see what this means in the weakly increasing case.
THEOREM 20.4. Let $f$ be a weakly increasing idempotent residuated map on the bounded lattice L. The following conditions are then equivalent:
(1) $(\forall x \in L) f(x)=\left[x \cup f^{+}(0)\right] \cap f(\pi)$;
(2) $x \geq f^{+}(0) \Rightarrow x \leq f^{+}(x)$;
(3) $x \geq f^{+}(0) \Rightarrow x \geq f(x)$.

Proof. (2) $\Leftrightarrow$ (3): If $x \leq f^{+}(x)$, then $f(x) \leq\left(f \circ f^{+}\right)(x) \leq x$. Dually, $f(x) \leq x$ gives $x \leq\left(f^{+} \circ f\right)(x) \leq f^{+}(x)$.
(1) $\Rightarrow$ (3): If $x \geq f^{+}(0)$, then $f(x)=\left[x \cup f^{+}(0)\right] \cap f(\pi)=x \cap f(\pi)$ $\leq x$.
(3) $\Rightarrow$ (1): $(\forall x \in L) x \cup f^{+}(0) \geq f^{+}(0)$. By (3) and the fact that $f$ is weakly increasing, we deduce $f(x)=f\left[x \cup f^{+}(0)\right]=\left[x \cup f^{+}(0)\right] \cap f(\pi)$.

Corollary. If f is dually range-closed then

$$
(\forall x \in L) \quad f(x)=\left[x \cup f^{+}(0)\right] \cap f(\pi) .
$$

Theorem 20.5. Suppose that $f$ is a weakly increasing idempotent residuated map on the bounded lattice $L$ and that $f^{+}$is weakly increasing on the dual of $L$. Then a necessary and sufficient condition that $f$ be dually rangeclosed is

$$
(\forall x \in L) \quad f(x)=\left[x \cup f^{+}(0)\right] \cap f(\pi) .
$$

Proof. Suppose that $(\forall x \in L) f(x)=\left[x \cup f^{+}(0)\right] \cap f(\pi)$. By Theorem 20.4, $x \geq f^{+}(0) \Rightarrow x \leq f^{+}(x)$. But by hypothesis we have $x \geq f^{+}(x)$ for each $x \geq f^{+}(0)$ and so $f$ is dually range-closed. The converse implication is contained in the corollary to Theorem 20.4.

We are now ready to apply all of this to the case of an orthomodular lattice. Accordingly, until further notice we shall be working in an orthomodular lattice ( $L, i$ ) with $\operatorname{Res}(L)$ equipped with the natural involution. We agree to call an element $f$ of $\operatorname{Res}(L)$ a symmetric closure map whenever $f$ is an increasing projection. Evidently, every symmetric closure map is
among other things a residuated closure map. The analogue of Theorem 20.1 is:

Theorem 20.6. There is a bijection between the set of symmetric closure maps on $L$ and the set of closure subsets of $L$ which are stable under the formation of orthocomplements, namely that given by $f \rightarrow \operatorname{Im} f$.

Proof. Every closure subset which is stable under the formation of orthocomplements is evidently bicomplete. Thus, in view of Theorem 20.1, it suffices to show that a residuated closure map is symmetric if and only if its image is stable under the formation of orthocomplements. This we now proceed to do.

First let $f$ be a symmetric closure map on $L$. Using the fact that $f=f^{*}$ we see thatif $x=f(x)$, then $(f \circ i)(x)=(f \circ i \circ f)(x) \leq i(x)$. But since $f$ is increasing we must have $i(x) \leq(f \circ i)(x)$. We deduce that $i(x)=(f \circ i)(x)$ and so $\operatorname{Im} f$ is stable under $i$. Suppose now that $f$ is a residuated closure map and that $x \in \operatorname{Im} f \Rightarrow i(x) \in \operatorname{Im} f$. Then for each $x \in L$ we have

$$
f(x) \in \operatorname{Im} f \Rightarrow(i \circ f)(x) \in \operatorname{Im} f \Rightarrow(f \circ i \circ f)(x)=(i \circ f)(x) .
$$

Now $x \leq f(x) \Rightarrow(i \circ f)(x) \leq i(x)$ and so $(f \circ i \circ f)(x) \leq i(x)$. It follows that $f=f^{*}$.

Corollary. For any symmetric closure map $f$ on $L, \operatorname{Im} f$ is an orthomodular lattice.

We are now able to produce our long-sought characterization of the projections in Res ( $L$ ).

Theorem 20.7. Let $f$ be a symmetric closure map on $L$ and let $z$ be a central element of $\operatorname{Im} f$. Define $g: \operatorname{Im} f \rightarrow \operatorname{Im} f$ by the prescription $g(x)$ $=x \cap z$. Then $g$ of is a projection in $\operatorname{Res}(L)$. Moreover, every projection in Res ( $L$ ) arises in this manner.

Proof. (1) Note first that $f$ is a projection in $\operatorname{Res}(L)$ and that $g$ is a projection in Res $(\operatorname{Im} f)$. Letting $j$ denote the restriction of $i$ to $\operatorname{Im} f$ and using the arguments given in the proof of Theorem 20.2, we see that

$$
\begin{aligned}
(g \circ f)^{*} & =i \circ(g \circ f)^{+} \circ i=i \circ\left(g^{+} \circ f^{+}\right) \circ i=\left(j \circ g^{+} \circ j\right) \circ\left(i \circ f^{+} \circ i\right) \\
& =g \circ f .
\end{aligned}
$$

Hence $g \circ f$ is a projection in $\operatorname{Res}(L)$.
(2) Now let $h$ be a projection in $\operatorname{Res}(L)$. Setting $f=h \gamma \mathrm{id}_{L}$ it is clear that $f$ is a symmetric closure map on $L$. Then if $g$ is the restriction of $h$ to $\operatorname{Im} f$ we have $h=g \circ f$ by Theorem 20.2. But by the corollary to Theorem 20.6, $\operatorname{Im} f$ is orthomodular and hence relatively complemented. Since $g$ is a decreasing residuated map on $\operatorname{Im} f$, we may apply Theorem 15.3 to deduce that $g(\pi)=h(\pi)$ is central in $\operatorname{Im} f$ with $g(x)$ $=x \cap g(\pi)$ for all $x \in \operatorname{Im} f$.

Corollary. Every projection in $\operatorname{Res}(L)$ is weakly increasing.
The above theorem can be used to provide an even more useful characterization of the projections in $\operatorname{Res}(L)$.

Theorem 20.8. Let $x \in L$ and let $f$ be a symmetric closure map on the interval $[0, x]$. Then $f \circ \varphi_{x}$ is a projection in $\operatorname{Res}(L)$. Moreover, every projection $h$ arises in this manner. The projection $h$ uniquely determines both $f$ and $x$ by the requirement that $x=h(\pi)$ and $f=$ the restriction of $h$ to $[0, x]$.

Proof. (1) It is implicit in the statement of the theorem that the interval $[0, x]$ is equipped with the natural orthocomplementation given by $j(y)=x \cap i(y)$ so that, by Theorem $18.5,([0, x], j)$ is an orthomodular lattice. Thus it is meaningful to speak of a symmetric closure map on [ $0, x$ ]. With notation as given above, we have

$$
\begin{aligned}
(\forall y \in L) \quad\left(i \circ f \circ \varphi_{x}\right)(y) \geq i(x) \Rightarrow\left(\varphi_{x} \circ i \circ f \circ \varphi_{x}\right)(y) & =x \cap\left(i \circ f \circ \varphi_{x}\right)(y) \\
& =\left(j \circ f \circ \varphi_{x}\right)(y) .
\end{aligned}
$$

Hence

$$
\begin{aligned}
\left(f \circ \varphi_{x} \circ i \circ f \circ \varphi_{x}\right)(y)=\left(f \circ j \circ f \circ \varphi_{x}\right)(y) & \leq\left(j \circ \varphi_{x}\right)(y) \\
& =\left[\left(y \cup x^{\prime}\right) \cap x\right]^{\prime} \cap x \\
& =\left[\left(y^{\prime} \cap x\right) \cup x^{\prime}\right] \cap x \\
& =y^{\prime} \cap x \\
& \leq y^{\prime} \\
& =i(y)
\end{aligned}
$$

Thus $f \circ \varphi_{x}=\left(f \circ \varphi_{x}\right)^{*} \in \operatorname{Res}(L)$. Clearly, $f \circ \varphi_{x}$ is idempotent.
(2) Now let $h$ be a projection in $\operatorname{Res}(L)$. Taking $x=h(\pi)$ we have $h=\varphi_{x} \circ h$. Applying the adjoint operation, this implies $h=h \circ \varphi_{x}$. We must now show that $f$, the restriction of $h$ to $[0, x]$, is a symmetric closure map on this interval. Letting $j$ denote the orthocomplementation on $[0, x]$ we have that $f \circ j \circ f \leq h \circ i \circ h \leq i$ from which it follows that $f \circ j \circ f$ $\leq j$ and so $f=f^{*} \in \operatorname{Res}([0, x])$. Clearly $f$ is idempotent and, by the corollary to Theorem 20.7, it is increasing.
(3) We must still show that if $h \in P[\operatorname{Res}(L)]$ and if $h=f \circ \varphi_{x}$ with $f$ a symmetric closure map on $[0, x]$ then $x=h(\pi)$ and $f$ coincides with the restriction of $h$ to $[0, x]$. Both of these facts are indeed immediate! Note first that $h(\pi)=\left(f \circ \varphi_{x}\right)(\pi)=f(x)=x$. Also, for $y \leq x, h(y)$ $=\left(f \circ \varphi_{x}\right)(y)=f(y)$, thus completing the proof.

Corollary 1. If $h \in P[\operatorname{Res}(L)]$ then the restriction of $h$ to $[0, h(\pi)]$ is a symmetric closure map on that interval.

Corollary 2. The projections on $\operatorname{Res}(L)$ can be put in one-one correspondence with the symmetric closure maps on intervals of the form $[0, x]$.

Our next and last item of business in this section will be to provide a characterization of bicomplete subsets in terms of extensions of residuated maps. We therefore now drop the assumption that $(L, i)$ is an orthomodular lattice and work instead in a bounded ordered set $E$. Suppose that we have $\{0, \pi\} \subseteq M \subseteq E$. Then with the inherited ordering $M$ itself forms a bounded ordered set, so we may consider Res ( $M$ ). We may also consider the set

$$
\operatorname{Res}(E \mid M)=\left\{f \in \operatorname{Res}(E) ; \operatorname{Im} f \subseteq M, \operatorname{Im} f^{+} \subseteq M\right\}
$$

Evidently $\operatorname{Res}(E \mid M)$ is a subsemigroup of $\operatorname{Res}(E)$. To say that an element $g$ of $\operatorname{Res}(M)$ can be extended to $f$ in $\operatorname{Res}(E \mid M)$ will be to say that $g$ is the restriction of $f$ to $M$. Note that if $g$ can be extended to $f$ in Res $(E \mid M)$ then for all $x, y \in M$ we have

$$
g(x) \leq y \Leftrightarrow f(x) \leq y \Leftrightarrow x \leq f^{+}(y)
$$

Since $f^{+}(y) \in M$ it follows that $g^{+}$is the restriction of $f^{+}$to $M$. Note further that at least two elements of Res $(M)$ can be extended to $\operatorname{Res}(E \mid M)$, namely the zero map on $M$ and the residuated closure map
whose image is $\{0, \pi\}$. To say that $M$ is bicomplete turns out to be equivalent to saying that every element of $\operatorname{Res}(M)$ can be so extended:

Theorem 20.9. Let $E$ be a bounded ordered set and let $\{0, \pi\} \subseteq M \subseteq E$. The following conditions are then equivalent:
(1) $M$ is bicomplete;
(2) there is a residuated closure map $f$ on $E$ such that $\operatorname{Im} f=M$;
(3) every element of $\operatorname{Res}(M)$ can be extended to $\operatorname{Res}(E \mid M)$;
(4) the identity map on $M$ can be extended to $\operatorname{Res}(E \mid M)$;
(5) there is a semigroup isomorphism between $\operatorname{Res}(E)$ and $\operatorname{Res}(E \mid M)$;
(6) Res $(E \mid M)$ has a multiplicative identity element.

Proof. (1) $\Leftrightarrow$ (2): This was established in Theorem 20.1.
(2) $\Rightarrow$ (3): Let $g \in \operatorname{Res}(M)$. Then $g \circ f: E \rightarrow E$ and $g^{+} \circ f^{+}: E \rightarrow E$ are each isotone. Since $\operatorname{Im} f=\operatorname{Im} f^{+}=M$ and $\operatorname{Im}(g \circ f) \subseteq M$, we see that $f^{+} \circ(g \circ f)=g \circ f$. Hence $\left(g^{+} \circ f^{+}\right) \circ(g \circ f)=g^{+} \circ g \circ f \geq f \geq \mathrm{id}_{E}$. Dually, we have $(g \circ f) \circ\left(g^{+} \circ f^{+}\right) \leq \mathrm{id}_{E}$ and so $g \circ f \in \operatorname{Res}(E)$ with $(g \circ f)^{+}=g^{+} \circ f^{+}$. Evidently, $g \circ f \in \operatorname{Res}(E \mid M)$ and $g$ is the restriction of $g \circ f$ to $M$.
(3) $\Rightarrow$ (4): This is obvious.
$(4) \Rightarrow(5)$ : Let $f$ be the extension of $\mathrm{id}_{M}$ to $\operatorname{Res}(E \mid M)$. Then $\mathrm{id}_{M}$ is evidently the restriction of $f^{+}$to $M$. It follows from this that $f=f^{+} \circ f$ and so $f$ is a residuated closure map. As in the proof of (2) $\Rightarrow$ (3), for each $g \in \operatorname{Res}(M)$ we have $g \circ f \in \operatorname{Res}(E \mid M)$ with $(g \circ f)^{+}=g^{+} \circ f^{+}$. Define $F: \operatorname{Res}(M) \rightarrow \operatorname{Res}(E \mid M)$ by setting $F(g)=g \circ f$. Since $f$ is the extension of $\mathrm{id}_{\mathcal{M}}$, we have $F(g \circ h)=g \circ h \circ f=(g \circ f) \circ(h \circ f)$ $=F(g) \circ F(h)$ and so $F$ is a semigroup homomorphism. If $F(g)=F(h)$, then

$$
(\forall x \in M) \quad g(x)=(g \circ f)(x)=(h \circ f)(x)=h(x)
$$

and so $g=h$. To show that $F$ is surjective, let $g \in \operatorname{Res}(E \mid M)$ and let $h$ be the restriction of $g$ to $M$. Then $h \in \operatorname{Res}(M)$ with $h^{+}$the restriction of $g^{+}$ to $M$. It follows that $g=F(h)$.
$(5) \Rightarrow(6)$ : This is clear.
$(6) \Rightarrow(1)$ : Let $f$ be the multiplicative identity element of $\operatorname{Res}(E \mid M)$.

Given $m \in M$ recall that $\alpha_{m} \in \operatorname{Res}(E)$ was defined by

$$
\alpha_{m}(x)=\left\{\begin{array}{lll}
m & \text { if } & x \neq 0 \\
0 & \text { if } & x=0
\end{array}\right.
$$

Also, $\alpha_{m}^{+}$is given by

$$
\alpha_{m}^{+}(x)= \begin{cases}\pi & \text { if } \quad x \geq m ; \\ 0 & \text { otherwise } .\end{cases}
$$

Clearly $\alpha_{m} \in \operatorname{Res}(E \mid M)$ so that $f \circ \alpha_{m}=\alpha_{m} \circ f=\alpha_{m}$. But then $m=\alpha_{m}(m)$ $=\left(f \circ \alpha_{m}\right)(m)=f(m)$. Thus $(\forall m \in M) f(m)=m$ and a dual argument shows that $f^{+}(m)=m$. Thus $f=f^{+} \circ f$ is a residuated closure map whose image is $M$.

Corollary 1. If $E$ is a lattice then $M$ is bicomplete if and only if $\operatorname{Res}(E \mid M)$ is a Baer semigroup.

Suppose now that $f$ is a residuated closure map and that $M=\operatorname{Im} f$. For $g \in \operatorname{Res}(E)$ we have $\operatorname{Im} g \subseteq M \Leftrightarrow g=f \circ g$ and $\operatorname{Im} g^{+} \subseteq M$ $\Leftrightarrow g^{+}=f^{+} \circ g^{+}$, this latter condition being equivalent to $g=g \circ f$. It follows from this that $g \in \operatorname{Res}(E \mid M) \Leftrightarrow g=f \circ g \circ f$ and so $\operatorname{Res}(E \mid M)$ $=f \circ \operatorname{Res}(E) \circ f$. The next corollary is now immediate:

Corollary 2. Let f be a residuated closure map on the bounded ordered set $E$ and let $M=\operatorname{Im} f$. Then $\operatorname{Res}(M)$ is isomorphic to $f \circ \operatorname{Res}(E) \circ f$, the isomorphism being given by $g \rightarrow g \circ f$.

We are now in a position to state a representation theorem for residuated mappings on a complete infinitely distributive lattice.

Theorem 20.10. Let L be a complete infinitely distributive lattice. There exists a Boolean algebra $A$ and a residuated closure map $f$ on $A$ such that $\operatorname{Res}(L)$ is isomorphic to $f \circ \operatorname{Res}(A) \circ f$.

Proof. This follows immediately from Theorems 10.7 and 20.9.

## EXERCISES

20.1. Let $L$ be a complete lattice and let $T=\left\{t_{\alpha} ; \alpha \in A\right\}$ be a semigroup of residuated maps on $L$ such that at least one $t_{\alpha}$ is increasing. Let $t=\bigvee_{\alpha \in A} t_{\alpha}$. Prove that $t$ is a residuated closure map on $L$ whose image is $\left\{x \in L ;(\forall \alpha \in A) t_{a}(x) \leq x\right\}$. [Hint. The
fact that $T$ is a semigroup guarantees that $t \circ t \leq t$ and since some $t_{\alpha}$ is increasing so is $t$.] Show that if in fact $T$ is a group of automorphisms on $L$ then the image of $t$ is $\left\{x \in L ;(\forall \alpha \in A) t_{\alpha}(x)=x\right\}$.
20.2. Call a residuated map $f$ on a bounded lattice $L$ weakly decreasing if the restriction of $f$ to $[0, f(\pi)]$ is decreasing. Show that if $L$ is relatively complemented then an idempotent $f \in \operatorname{Res}(L)$ is weakly decreasing if and only if it is range-closed. [Hint. Apply Theorem 15.3.]
20.3. Let $f$ be a weakly decreasing idempotent residuated map on a bounded relatively complemented lattice $L$. Prove that the following conditions are equivalent:
(1) $f$ is dually range-closed;
(2) $(\forall x \in L) f(x)=\left[x \cup f^{+}(0)\right] \cap f(\pi)$.

## 21. Boolean algebras

There is a vast amount of research which has been done in this general area of mathematics. Our purpose in this section is definitely not to survey this literature. Rather, we wish to see how the notions of Baer semigroup and residuated map tie in with Boolean algebras and, while we are at it, to prove a few results which will be of use to us in the sequel. We begin with some remarks concerning the coordinatization problem for Boolean algebras. In what follows, we shall use the symbol $x^{\prime}$ to denote the unique complement of $x$ in a Boolean algebra.

Theorem 21.1. Every Boolean algebra may be coordinatized by a decreasing Baer semigroup.

Proof. We leave to the reader the routine verification that in any Boolean algebra $L$ each translation $x \rightarrow x \cap a$ is residuated with $x \rightarrow x \cup a^{\prime}$ its associated residual map. Now apply Theorem 15.6.

Thus the question of coordinatizing a Boolean algebra with a decreasing Baer semigroup amounts to deciding when such a semigroup has the property that its lattice of right $k$-annihilators is a Boolean algebra. This we now proceed to answer.

Theorem 21.2. Let $\langle S ; k\rangle$ be a decreasing Baer semigroup. The following conditions are then equivalent:
(1) $\mathscr{H}_{k}(S)$ is a Boolean algebra;
(2) $e S \in \mathscr{R}_{k}(S) \Rightarrow S e \in \mathscr{L}_{k}(S)$;
(3) $e S \in \mathscr{R}_{k}(S) \Rightarrow e$ is in the centre of $S$;
(4) $(\forall x \in S) R_{k}(x)=R_{k}\left(x^{2}\right)$;
(5) $k S$ is a radical ideal (in the sense that $x^{n} \in k S \Rightarrow x \in k S$ );
(6) $(\forall x \in S) L_{k}(x)=R_{k}(x)$.

Proof. The equivalence of the first three conditions follows from Theorem 15.7.
(3) $\Rightarrow$ (4): If $x y \in k S$ we must clearly have $x^{2} y \in k S$. Suppose now that $x^{2} y \in k S$ and let $e S=R_{k}(x)$. Then $x y \in R_{k}(x)$ implies $x y=e x y$ so that, by (3), $x y=e x y=x e y$ and so $x y \in k S$.
(4) $\Rightarrow$ (5): If $x^{n} \in k S$ with $n>1$, then $2(n-1) \geq n$ and so $\left(x^{n-1}\right)^{2}$ $\in k S$. Thus $R_{k}\left(x^{2 n-2}\right)=S$ and so, by (4), $R_{k}\left(x^{n-1}\right)=S$ thereby showing that $x^{n-1} \in k S$. Repeated applications of this argument will now show that $x \in k S$.
$(5) \Rightarrow(6):$ If $y \in R_{k}(x)$, then $(y x)^{2}=y x y x=y(x y) x \in k S$ implies $y x \in k S$ and so $y \in L_{k}(x)$. A dual argument produces the reverse inclusion.
(6) $\Rightarrow$ (2): Let $e S=R_{k}(x)$ and $S f=L_{k}(x)$. Then $e S=S f$ and so $e=e f=f$ and $e S=S e \in \mathscr{L}_{k}(S)$.

Corollary. If $\langle S ; k\rangle$ is an abelian Baer semigroup then $\mathscr{R}_{k}(S)$ is a Boolean algebra.

For a decreasing Baer semigroup, distributivity of the associated lattice is automatic and any condition producing complementation will consequently produce a Boolean algebra. In particular, one might conjecture that every Boolean algebra may be coordinatized by a range-closed decreasing Baer semigroup. The next result verifies this conjecture.

Theorem 21.3. Let $\langle S ; k\rangle$ be a decreasing Baer semigroup. Then a necessary and sufficient condition that $\mathscr{R}_{k}(S)$ be a Boolean algebra is that $\langle\boldsymbol{S} ; k\rangle$ be range-closed.

Proof. If $\langle S ; k\rangle$ is range-closed then by Theorem 13.9 the lattice $\mathscr{R}_{k}(S)$ is complemented and by Theorem 15.6 it is distributive.

Suppose conversely that $\mathscr{R}_{k}(S)$ is a Boolean algebra. Then we have, by Theorem 21.2, eS $\in \mathscr{R}_{k}(S)$ implies that $e$ is in the centre of $S$. Now let $x \in S, f S=\left(R_{k} \circ L_{k}\right)(x)$ and $e S \in \mathscr{R}_{k}(S)$. Then since $L_{k}(x)=L_{k}(f)$
we have

$$
a(x e) \in k S \Leftrightarrow a e x \in k S \Leftrightarrow a e f \in k S \Leftrightarrow a(f e) \in k S
$$

so $L_{k}(x e)=L_{k}(f e)$. It follows that

$$
\varphi_{x}(e S)=\left(R_{k}^{\overrightarrow{ }} \circ L_{k}\right)(x e)=\left(R_{k}^{\vec{~}} \circ L_{k}\right)(f e)=\varphi_{f}(e S) .
$$

Thus $\varphi_{x}=\varphi_{e}$ and so, by Theorem 13.8, $x$ is range-closed.
By duality, one can also say that the decreasing Baer semigroup $\langle S ; k\rangle$ coordinatizes a Boolean algebra if and only if $\langle S ; k\rangle$ is dually rangeclosed.

A Boolean algebra is, amongst other things, an orthomodular lattice and so it seems reasonable to inquire about a Foulis coordinatization. The next result summarizes the situation.

Theorem 21.4. Let $\left\langle S ; k ;{ }^{*}\right\rangle$ be a Foulis semigroup. Then
(1) $\langle S ; k\rangle$ is a decreasing Baer semigroup if and only if every closed projection of $S$ is in the centre of $S$;
(2) $P^{\prime}(S)$ is a Boolean algebra if and only if, for all $e, f \in P^{\prime}(S), e f=f e$.

Proof. (1) This follows from Theorem 21.2 and the fact that if $e$ is a closed projection then $e S \in \mathscr{R}_{k}(S)$ and $S e \in \mathscr{L}_{k}(S)$.
(2) This follows from Exercise 19.3.

Our next major goal will be to give a topological interpretation to residuated mappings on a Boolean algebra and to give a coordinatization in terms of a semigroup of continuous relations. This task will occupy our attention for the remainder of this section, but will also provide some useful information about Boolean algebras and, in particular, about prime and maximal ideals of Boolean algebras. We begin with two important examples.

Example 21.1. Let $X$ be a topological space. We ask the reader to recall the notation introduced in Examples 12.4 and 12.6. In particular, we write $\mathrm{Cl}(A)$ for the closure of $A, l(A)$ for the complement of $A$ and call a binary relation $S$ on $X$ continuous if $A$ open $\Rightarrow S^{t}(A)$ open. Let us consider the set CR* $(X)$ of binary relations $S$ on $X$ such that both $S$ and $S^{t}$ are continuous. Clearly, (CR* $\left.(X), t\right)$ is an involution semigroup.

Also, by Example 12.6, if $S, T \in \mathrm{CR}^{*}(X)$ then $S \circ T=\varnothing \Leftrightarrow \operatorname{Dom} S$ $\subseteq(!\circ \mathrm{Cl})(\operatorname{Im} T)$ and so $L_{\emptyset}(T)=\mathrm{CR}^{*}(X) \circ I_{A}$ where $A=(!\circ \mathrm{Cl})(\operatorname{Im} T)$. Since $I_{A}$ is a projection in $\mathrm{CR}^{*}(X)$, it follows that $\mathrm{CR}^{*}(X)$ is a Foulis semigroup. We now investigate the nature of $P^{\prime}\left(\operatorname{CR}^{*}(X)\right)$.

The mapping $A \rightarrow(? \circ \mathrm{Cl})(A)$ is easily seen to set up a Galois connection on the lattice of open subsets of $X$. It follows that

$$
A=(!\circ \mathrm{Cl} \circ!\circ \mathrm{Cl})(A) \Leftrightarrow(\exists B \text { open }) \quad A=(!\circ \mathrm{Cl})(B)
$$

Such a set is called a regular open set. We have already seen that every closed projection is of the form $I_{A}$ with $A$ a regular open set. Suppose now that $A$ is an arbitrary regular open set. Then if $B=(1 \circ \mathrm{Cl})(A)$ we have $I_{B} \in \mathrm{CR}^{*}(X)$ and $L_{\varnothing}\left(I_{B}\right)=\mathrm{CR}^{*}(X) \circ I_{D}$ where $D=(1 \circ \mathrm{Cl})\left(\operatorname{Im} I_{B}\right)$ $=(!\circ \mathrm{Cl})(B)=(!\circ \mathrm{Cl} \circ!\circ \mathrm{Cl})(A)=A$. It is easily seen from this that $P^{\prime}\left(\mathrm{CR}^{*}(X)\right)$ is isomorphic to the Boolean algebra formed by the regular open subsets of $X$.

Example 21.2. A subset $K$ of a topological space $X$ is called clopen if it is both open and closed. The space is called totally disconnected if every open set is the union of a family of clopen sets; and a Boolean space if it is a compact totally disconnected Hausdorff space. Let $X$ be a Boolean space and let $\mathscr{A}$ denote the associated Boolean algebra formed by the clopen subsets of $X$. Finally, let $B^{*}(X)$ be the set of binary relations $S$ on $X$ such that

$$
\left\{\begin{array}{l}
A \text { open } \Rightarrow S(A), S^{t}(A) \quad \text { open } \\
B \text { closed } \Rightarrow S(B), S^{t}(B) \text { closed }
\end{array}\right.
$$

If $S \in B^{*}(X)$ then the mapping $\hat{\xi}_{S}: \mathscr{A} \rightarrow \mathscr{A}$ defined by $\hat{\xi}_{S}(A)=S(A)$ is then evidently residuated with $\hat{\xi}_{s}^{+}(A)=\left(!\circ S^{t} \circ!\right)(A)$. Our goal is to show that $B^{*}(X)$ is isomorphic to $\operatorname{Res}(\mathscr{A})$. We clearly have:
(1) $S \rightarrow \hat{\xi}_{S}$ is a homomorphism.

We claim that this homomorphism is surjective. To see this, let $f \in \operatorname{Res}(\mathscr{A})$ and define $S$ by

$$
x S y \Leftrightarrow y \in \bigcap\{f(K) ; K \in \mathscr{A}, x \in K\} .
$$

We claim that
(2) $(\forall K \in \mathscr{A}) f(K)=S(K)$.

To see this, note that if $h \in S(K)$ then there exists $x \in K$ such that $x S y$ and by the definition of $S$ we must have $y \in f(K)$. This shows that $S(K) \subseteq f(K)$. Suppose now that $y \notin S(K)$. Then for each $x \in K$ there exists $K_{x} \in \mathscr{A}$ such that $x \in K_{x}$ and $y \not \ddagger f\left(K_{x}\right)$. Now $K \subseteq \bigcup_{x \in K} K_{x}$ and since $K$ is compact, $K \subseteq \bigcup_{x \in F} K_{x}$ for some finite subset $F$ of $K$. Since $f \in \operatorname{Res} \mathscr{A}$ we have $f(K) \subseteq \bigcup_{x \in F} f\left(K_{x}\right)$ with the union being set-theoretic. It follows that $y \notin f(K)$, so $f(K)=S(K)$ which completes the proof of (2).

Now let $f^{*}$ be the adjoint of $f$ and define $S^{*}$ by

$$
x S^{*} y \Leftrightarrow y \in \bigcap\left\{f^{*}(K) ; K \in \mathscr{A}, x \in K\right\}
$$

We claim that
(3) $S^{*}=S^{t}$.

To see this, let $x S y$. If $y S^{*} x$ failed then $(\exists K \in \mathscr{A}) y \in K, x \notin f^{*}(K)$. This implies $x \in\left(!\circ f^{*}\right)(K)$ which is clopen, so by the definition of $S$ we must have $y \in\left(f \circ!\circ f^{*}\right)(K)$. But, by the definition of the adjoint map, $f \circ!\circ f^{*} \leq!$ and so this puts $y \in K \cap!(K)$, a contradiction. We conclude that $x S y \Rightarrow y S^{*} x$ and a similar argument shows that $x S^{*} y \Rightarrow y S x$. It follows that $\boldsymbol{S}^{*}=\boldsymbol{S}^{\boldsymbol{t}}$.

Notice now that, by (2), $S$ maps clopen sets to clopen sets. Since every open set is the union of a family of clopen sets, it follows that $S$ maps open sets into open sets. A similar observation applies to $S^{*}$. This establishes
(4) A open $\Rightarrow S(A), S^{t}(A)$ open.

We now show that
(5) B closed $\Rightarrow S(B), S^{\prime}(B)$ closed.

It clearly suffices to prove that $S(B)$ is closed. For this purpose, suppose that $y \in(\mathrm{Cl} \circ S)(B) \cap(\underline{2} \circ S)(B)$. Now $y \notin S(B) \Rightarrow(\forall x \in B) x S y$ fails. It follows that $(\forall x \in B)\left(\exists M_{x} \in \mathscr{A}\right) x \in M_{x}, y \notin f\left(M_{x}\right)$. Now $B \underset{n}{\subseteq} \bigcup_{x \in B} M_{x}$ and by compactness there exist $x_{1}, x_{2}, \ldots, x_{n} \in B$ such that $B \subseteq \bigcup_{i=1} M_{x_{i}}$. Hence $S(B) \subseteq S\left(\bigcup_{i=1}^{n} M_{x_{i}}\right)=f\left(\bigcup_{i=1}^{n} M_{x_{i}}\right)=\bigcup_{i=1}^{n} f\left(M_{x_{i}}\right)$ which is clopen and so
$(\mathrm{Cl} \circ S)(B) \subseteq \bigcup_{i=1} f\left(M_{x_{i}}\right)$. Since this union is set-theoretic and $y \notin f\left(M_{x_{i}}\right)$ for $i=1,2, \ldots, n$ we see that $y \notin(\mathrm{Cl} \circ S)(B)$, contrary to our initial choice of $y$. This then shows that $S(B)$ is closed.

In summary, we have established
(6) Every $f \in \operatorname{Res}(\mathscr{A})$ is of the form $\hat{\xi}_{S}$ for some $S \in B^{*}(X)$. We must finally show that
(7) $S \rightarrow \hat{\xi}_{S}$ is injective.

Accordingly, let $S, T \in B^{*}(X)$ with $\hat{\xi}_{S}=\hat{\xi}_{T}$. Now $S, T$ are each continuous so they induce residuated mappings $\xi_{S}, \xi_{T}$ on the lattice of closed subsets of $X$ according to the prescriptions

$$
\xi_{\mathrm{S}}(B)=(\mathrm{Cl} \circ S)(B)=S(B), \quad \xi_{\mathrm{T}}(B)=T(B)
$$

Evidently $\hat{\xi}_{S}$ is the restriction of $\xi_{S}$ to $\mathscr{A}$ with $\hat{\xi}_{S}^{+}$the restriction of $\xi_{S}^{+}$ to $\mathscr{A}$. Now every closed set is obviously the intersection of a family of clopen sets, so if $B$ is closed with $B=\bigcap_{\alpha} K_{\alpha}$ where each $K_{\alpha} \in \mathscr{A}$, we have

$$
\begin{aligned}
\xi_{S}^{+}(B)=\xi_{s}^{+}\left(\bigcap_{\alpha} K_{\alpha}\right) & =\bigcap_{\alpha} \xi_{s}^{+}\left(K_{\alpha}\right)=\bigcap_{\alpha} \hat{\xi}_{S}^{+}\left(K_{\alpha}\right) \\
& =\bigcap_{\alpha} \hat{\xi}_{T}^{+}\left(K_{\alpha}\right) \\
& =\xi_{T}^{+}\left(\bigcap_{\alpha} K_{\alpha}\right) \\
& =\xi_{T}^{+}(B) .
\end{aligned}
$$

This shows that $\xi_{S}^{+}=\xi_{T}^{+}$and so $\xi_{S}=\xi_{T}$. It follows from this that $(\forall x \in X) S(\{x\})=T(\{x\})$ from which we obtain $S=T$.

We wish to show that every Boolean algebra may be regarded as the Boolean algebra of clopen subsets of a suitable Boolean space. This will be achieved by having a close look at the maximal ideals of a Boolean algebra. Since it will not cost us anything, we shall phrase our results wherever possible in a more general context. Recall first that an ideal $J$ of a lattice $L$ is called maximal if $J \neq L$ and the only ideal properly con-
taining $J$ is $L$. The ideal $J$ is called prime if (1) $J \neq L$, (2) $x \cap y \in J$ $\Rightarrow x \in J$ or $y \in J$. We begin with the following characterization of prime ideals in an arbitrary ortholattice.

Theorem 21.5. Let ( $L, i$ ) be an ortholattice and let $J$ be a $\cup$-subsemilattice of $L$ such that $\pi \notin J$. A necessary and sufficient condition that $J$ be a prime ideal of $L$ is that $(\forall x \in L)$ either $x \in J$ or $i(x) \in J$.

Proof. If $J$ is a prime ideal then the properties $\pi \notin J$ and $(\forall x \in L)$ $x \cap i(x)=0 \in J$ imply that either $x \in J$ or $i(x) \in J$. Conversely, suppose that this condition is satisfied by $J$. Then since $\pi \notin J$ we must have $0 \in J$. If $a \in J$ and $b \leq a$, then we must have $b \in J$ since otherwise $i(b) \in J$ would imply $a \cup i(b)=\pi \in J$, a contradiction. This shows that $J$ is an ideal of $L$. Now if $a \cap b \in J$ with $a \notin J$ and $b \notin J$ then from $i(a), i(b) \in J$ we deduce that $\pi=(a \cap b) \cup i(a) \cup i(b) \in J$ which is once again a contradiction. We conclude that $J$ is a prime ideal of $L$.

Theorem 21.6. (1) Every prime ideal of a complemented lattice is maximal. (2) An ideal of an ortholattice is prime if and only if it is maximal and is the kernel of a congruence relation.

Proof. (1) It clearly suffices to show that if $P$ is a prime ideal of $L$ and $x \notin P$, then $[0, x] \curlyvee P=L$. Accordingly, let $x \notin P$ and $y \in L$. Then if $x^{\prime}$ is a complement of $x$ we must have $x^{\prime} \in P$. Since $y \leq x \cup x^{\prime}$ we see that $y \in[0, x] \vee P$ and so $[0, x] \vee P=L$.
(2) Let $P$ be a prime ideal of the ortholattice ( $L, i$ ). Then, by (1), $P$ is maximal and the mapping $\hat{p}: L \rightarrow\{0, \pi\}$ defined by

$$
\hat{p}(x)=\left\{\begin{array}{lll}
0 & \text { if } & x \in P ; \\
\pi & \text { if } & x \notin P
\end{array}\right.
$$

is evidently a lattice homomorphism whose kernel is $P$. Now suppose that $P$ is a maximal ideal of $L$ and that $P$ is the kernel of a congruence relation $R$ on $L$. Then if $x \notin P$ we must have $P \vee[0, x]=L$ and so there exists $p \in P$ such that $i(x) \leq p \cup x$. Then $i(x)=i(x) \cap(p \cup x) \equiv i(x)$ $\cap(0 \cup x)=i(x) \cap x=0(R)$ puts $i(x) \in P$. Thus for each $x \in L$ we have either $x \in P$ or $i(x) \in P$. It follows by Theorem 21.5 that $P$ is a prime ideal of $L$.

Corollary. An orthomodular lattice ( $L, i$ ) is Boolean if and only if the prime and maximal ideals of $L$ coincide.

Proof. If $L$ is Boolean then every ideal is the kernel of a congruence relation, so by part (2) of the Theorem an ideal is maximal if and only if it is prime. Suppose conversely that the prime and maximal ideals coincide. By the dual of Theorem 7.7, every principal ideal is the intersection of a family of maximal ideals, hence of a family of prime ideals. It follows that every principal ideal is the kernel of a congruence relation and a glance at the proof of Theorem 10.5 will show that $L$ is therefore distributive.

Another interesting characterization of Boolean algebras is given in the next result.

Theorem 21.7. The following conditions on a lattice $L$ are equivalent:
(1) $L$ is distributive;
(2) every proper ideal of $L$ is the intersection of a family of prime ideals;
(3) every proper principal ideal of $L$ is the intersection of a family of prime ideals.

Proof. (1) $\Rightarrow$ (2): Let $I$ be an ideal of $L$ and let $x \notin I$. Consider the set $X$ of all ideals $J$ of $L$ such that $x \notin J$ and $I \subseteq J$. Clearly $X \neq \varnothing$. Let us order $X$ by set inclusion and consider a chain $\left\{J_{\alpha}\right\}$ of elements of $X$. Since the set-theoretic union of the family $\left\{J_{x}\right\}$ also belongs to $X$, we may apply Zorn's axiom to deduce that $X$ has a maximal member $M$. We claim that $M$ is a prime ideal of $L$. Suppose that $v \notin M, w \notin M$ but $v \cap w \in M$. Then $[\leftarrow, v] \bigvee M \notin X \Rightarrow x \in[\leftarrow, v] \vee M$ and so there exists $m \in M$ such that $x \leq v \cup m$. Similarly there exists $n \in M$ such that $x \leq w \cup n$. Hence

$$
\begin{aligned}
x \leq(v \cup m) \cap(w \cup n) & =[v \cap(w \cup n)] \cup[m \cap(w \cup n)] \\
& =(v \cap w) \cup(v \cap n) \cup(m \cap w) \cup(m \cap n) .
\end{aligned}
$$

But this puts $x \in M$, a contradiction.
Now if $I$ is a proper ideal of $L$ the above argument shows that there is a prime ideal containing $I$. Consider the family $\left\{P_{\alpha}\right\}$ of all prime ideals
containing $I$. Clearly $I \subseteq \bigcap_{\alpha} P_{\alpha}$ and if $x \notin I$ then $x \notin \bigcap_{\alpha} P_{\alpha}$. It follows that $I=\bigcap_{\alpha} P_{\alpha}$.
$(2) \Rightarrow(3)$ : This is obvious.
(3) $\Rightarrow$ (1): If every proper principal ideal is the intersection of a family of prime ideals then every principal ideal of $L$ is the kernel of a congruence relation. It follows from the proof of Theorem 10.5 that $L$ is distributive.

Corollary. A complemented lattice is a Boolean algebra if and only if every proper ideal of $L$ is the intersection of a family of prime ideals.

We are now ready to associate with an arbitrary Boolean algebra a Boolean space $X$ whose algebra of clopen subsets forms a Boolean algebra isomorphic to the given one. This, of course, is a version of the wellknown Stone representation theorem for Boolean algebras.

Theorem 21.8. For every Boolean algebra A there exists a Boolean space $X$ such that $A$ is isomorphic to the algebra of clopen subsets of $X$.

Proof. Let $A$ be a Boolean algebra and for each $x \in A$ let $M_{x}$ be the set of maximal ideals of $A$ that do not contain $x$. We begin by observing that
(1) $M_{x} \cap M_{y}=M_{x \cap y}$ and $M_{x} \cup M_{y}=M_{x \cup y}$.

To prove the first of these, we observe that if $x \cap y \notin M$ then we clearly cannot have $x \in M$ or $y \in M$; on the other hand, since every maximal ideal is prime, if $x \notin M$ and $y \notin M$ for a maximal ideal $M$, then $x \cap y \notin M$. The second equality comes from the observation that for any ideal $M$ we have $x \cup y \notin M \Leftrightarrow x \notin M$ or $y \notin M$.

Let us now use $\left\{M_{x} ; x \in A\right\}$ as a base for open sets of a topology on $\mathscr{M}$, the space of maximal ideals of $A$. Thus we agree to call a collection $\mathcal{O}$ of maximal ideals open if and only if $\mathcal{O}$ can be expressed as the union of a family of sets of the form $M_{x}$. Notice that, by (1), $M_{x}$ and $M_{x^{\prime}}$ are complementary subsets of $\mathscr{M}$, so each $M_{x}$ is clopen. This shows that our space is totally disconnected.
(2) $\mathscr{M}$ is a Hausdorff space.

For, let $M$ and $N$ be distinct maximal ideals of $A$. With no loss of generality we may assume the existence of an element $x$ such that $x \in M$ but
$x \notin N$. But then $N \in M_{x}$ and $M \notin M_{x}$ whence $M \in M_{x^{\prime}}$. Thus $M_{x}$ and $M_{x^{\prime}}$ are disjoint open sets such that $N \in M_{x}$ and $M \in M_{x^{\prime}}$.
(3) $\mathscr{U}$ is compact.

It clearly suffices to prove that if $\bigcup\left\{M_{x_{\beta}} ; \beta \in B\right\}=\mathscr{M}$ then there exists a finite subset $B_{f}$ of $B$ such that $\mathscr{M}=\bigcup\left\{M_{x_{\beta}} ; \beta \in B_{f}\right\}$. Let $I$ be the ideal of $A$ generated by $\left\{x_{\beta} ; \beta \in B\right\}$. If $I \neq A$ then by Theorem 21.7 there exists a maximal ideal $M$ containing $I$. But then $(\forall \beta \in B) x_{\beta} \in M$ which gives $M \notin \bigcup_{\beta \in B} M_{x_{\beta}}$, contrary to the fact that $\mathscr{M}=\bigcup\left\{M_{x_{\beta}} ; \beta \in B\right\}$. We conclude that $I=A$ and so there exists a finite subset $B_{f}$ of $B$ such that $\bigcup_{\beta \in B_{f}} x_{\beta}=\pi$. It follows from (1) that $\bigcup_{\beta \in B_{f}} M_{x_{\beta}}=\mathscr{M}$.

At this point we have shown that $\mathscr{M}$ is indeed a Boolean space. The last step is provided by
(4) the mapping $x \rightarrow M_{x}$ is an isomorphism of $A$ onto the algebra of clopen subsets of $\mathscr{M}$.

We have already seen in (1) that the mapping in question is a homomorphism. That it is injective follows from (2). Thus we need only show that if $\mathscr{K}$ is a clopen subset of $\mathscr{M}$ then $\mathscr{K}=M_{x}$ for some $x \in A$. Now if $\mathscr{K}$ is clopen we may write $\mathscr{K}=\bigcup_{\alpha} M_{x_{\alpha}}$ and note that there must exist indices $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ such that $\mathscr{K}=\bigcup_{i=1}^{n} M_{x_{\alpha_{i}}}=M_{y}$ where $y=\bigcup_{i=1}^{n} x_{x_{i}}$.

We have already noted [see Exercises 4.15, 13.5 and 14.2] that every binary relation $R$ on a set $X$ induces a residuated mapping $\xi_{R}$ on $\mathbf{P}(X)$ by the prescription $\xi_{R}(M)=R(M)$ and that there is an interesting connection between properties of the relation $R$ and properties of the induced residuated map $\xi_{R}$. Much of the same sort of thing carries over in the context of Boolean algebras and Boolean relations. The next theorem illustrates this point.

Theorem 21.9. Let $X$ be a Boolean space and let $\mathscr{A}$ be the Boolean algebra formed by the clopen subsets of $\mathscr{X}$. Then if $S \in B^{*}(X)$ and $f=\hat{\xi}_{S}$
we have:
(1) $f$ is increasing if and only if $S$ is reflexive;
(2) $f \circ f \leq f$ if and only if $S$ is transitive;
(3) $f=f^{*}$ if and only if $S=S^{t}$;
(4) $f$ is a residuated closure mapping if and only if $S$ is both reflexive and transitive;
(5) $f$ is a symmetric closure mapping if and only if $S$ is an equivalence relation on $X$;
(6) $f$ is decreasing if and only if $S=I_{K}$ for some $K \in \mathscr{A}$;
(7) $f$ is weakly regular if and only if both $S$ and $S^{t}$ are functions (i.e. if and only if $S$ is a homeomorphism of a clopen subset of $X$ onto some clopen subset of $X$ ).

The proof of the above result is left to the exercises at the end of the section on the grounds that it is completely analogous to the case of binary relations on a set (see Exercise 4.15).

Corollary. If $L$ is a complete infinitely distributive latice then there exists a Boolean space $X$ and an element $T$ of $B^{*}(X)$ such that $T$ is reflexive and transitive with $\operatorname{Res}(L)$ isomorphic to $T \circ B^{*}(X) \circ T$.

Proof. This follows from Theorems 20.10 and 21.9.

## EXERCISES

21.1. Let $A$ be a Boolean algebra. Prove that for each $a \in A$ the mapping $x \rightarrow x \cap a$ is residuated with $x \rightarrow x \cup a^{\prime}$ its residual.
21.2. Prove that every Boolean algebra may be coordinatized by an abelian Baer semigroup.
21.3. Prove Theorem 21.9. [Hint. To prove (7) assume $x S y$ and $x S z$ with $y \neq z$. Then there exists a clopen $N$ such that $y \in N$ but $z \notin N$. Argue that $y \in N \Rightarrow x \in f^{*}(N)$ and $z \notin N \Rightarrow x \in\left(f^{*} \circ{ }_{l}\right)(N)$. Use Exercise 13.7 (2) to arrive at a contradiction.]
21.4. Prove that the Boolean space associated with a given Boolean algebra in Theorem 21.8 is unique up to within homeomorphism. [Hint. Let $X_{l}(i=1,2)$ be Boolean spaces with $\mathscr{A}_{i}$ the algebra of clopen subsets of $X_{i}$. Let $f: \mathscr{A}_{1} \rightarrow \mathscr{A}_{2}$ be an isomorphism. Define a relation $S$ from $X_{1}$ to $X_{2}$ by

$$
x S y \Leftrightarrow y \in \bigcap\left\{f(M) ; x \in M, M \in \mathscr{A}_{1}\right\}
$$

Argue that if $x S y$ then $x \in M, M \in \mathscr{A}_{1} \Leftrightarrow y \in f(M)$. Proceed as in part (7) of Exercise 21.3 to show that both $S$ and $S^{t}$ are functions. An obvious modification of the argument given in Example 21.2(4) will show both $S$ and $S^{t}$ to be continuous.]
21.5. Let $X$ be a Boolean space with $\mathscr{A}$ its algebra of clopen subsets. Let $S \in B^{*}(X)$ and $f=\hat{\xi}_{s}$. Prove that $f$ is a projection in Res $(\mathscr{A})$ if and only if $S$ is symmetric and transitive as well as being reflexive on its domain. [Hint. Use Corollary 1 to Theorem 20.8.]
21.6. A residuated mapping $f$ on a lattice $L$ is said to be quasi-multiplicative if $(\forall x, y \in L) f[x \cap f(y)]=f(x) \cap f(y)$.
(1) Prove that every quasi-multiplicative residuated mapping is idempotent.
(2) Let $L$ be a bounded section semicomplemented lattice. Prove that if the residuated mapping $f$ on $L$ is quasi-multiplicative then ( $\forall x \in L$ ) $x=[x \cap f(\pi)]$ $\cup\left[x \cap f^{+}(0)\right]$. Deduce that $(\forall x \in L) f(x)=f[x \cap f(\pi)]$. Prove further that a quasi-multiplicative residuated mapping is weakly increasing if and only if $f(\pi) \cap f^{+}(0)=0$.

### 21.7. Let $A$ be a Boolean algebra.

(1) Prove that a residuated mapping $f$ on $A$ is a quantifier [see Exercise 9.10] if and only if it is a symmetric closure map.
(2) Prove that a residuated mapping $f$ on $A$ is a projection if and only if it is weakly increasing and quasi-multiplicative.
[Hint. (1) If $f$ is a symmetric closure map, argue first that $x \cap f(y)=0 \Rightarrow f(x) \cap f(y)$ $=0$. Then let $w$ be a complement of $f[x \cap f(y)]$ in $[0, f(x) \cap f(y)]$ and show that $w=0$. (2) Use Theorems 20.7, 20.8 and part (1) of the exercise.]

## CHAPTER 3

## RESIDUATED ALGEBRAIC STRUCTURES

## 22. Residuated groupoids and semigroups; Molinaro equivalences

By an ordered groupoid we shall mean a groupoid $G$ which is also an ordered set in which, for each $x \in G$, the translations $\lambda_{x}, \varrho_{x}$ given by $\lambda_{x}(y)=x y$ and $\varrho_{x}(y)=y x$ are isotone mappings. We shall say that an ordered groupoid $G$ is residuated on the left [resp. right] if each left [resp. right] translation on $G$ is a residuated mapping; and residuated if it is residuated on both the left and right. In what follows we shall be concerned with residuated groupoids and semigroups, though some of the results hold when residuation occurs on one side only.

From the properties of residuated mappings derived in $\S 2$ we see that if $G$ is a residuated groupoid then, for any given $x, y \in G$, the sets

$$
\{z \in G ; x z \leq y\} \text { and }\{z \in G ; z x \leq y\}
$$

are not empty and admit maximum elements. These maximum elements are respectively $\lambda_{x}^{+}(y)$ and $\varrho_{x}^{+}(y)$. Henceforth we shall denote them using the notations $y . \cdot x$ and $y \cdot x$ respectively and call them the right [resp. left ] residual of $y$ by $x$. The residual $y \cdot x$ is thus characterized by the properties
(1) $x(y \cdot \cdot x) \leq y ;$
(2) $x z \leq y \Rightarrow z \leq y \cdot{ }^{\cdot} x$.

Similarly, $y^{\cdot} . x$ is characterized by the properties
(3) $\left(y^{\bullet} \cdot x\right) x \leq y$;
(4) $z x \leq y \Rightarrow z \leq y \cdot x$.

Note that (1) is none other than $\lambda_{x} \circ \lambda_{x}^{+} \leq \mathrm{id}$ and that (3) is none other than $\varrho_{x} \circ \varrho_{x}^{+} \leq \mathrm{id}$. The corresponding properties $\lambda_{x}^{+} \circ \lambda_{x} \geq$ id and $\varrho_{x}^{+} \circ \varrho_{x} \geq$ id are then respectively
(5) $y \leq x y \cdot \cdot x$;
(6) $y \leq y x \cdot x$.

Let us now note that, given $a, b \in G$, we have

$$
a \cdot^{\cdot} x \geq b \Leftrightarrow x b \leq a \Leftrightarrow x \leq a \cdot . b .
$$

It follows from this that for each $a \in G$ the mapping $\zeta_{a}$ from $G$ to its dual $G^{*}$ described by $\zeta_{a}(x)=a \cdot \cdot x$ is residuated with residual given by

$$
\zeta_{a}^{+}(b)=a \cdot b=\varrho_{b}^{+}(a) .
$$

The property $\zeta_{y}^{+} \circ \zeta_{y} \geq \mathrm{id}_{G}$ then gives
(7) $x \leq y \cdot(y \cdot \cdot x)$,
whereas $\zeta_{y} \circ \zeta_{y}^{+} \leq \mathrm{id}_{G^{*}}$ gives
(8) $x \leq y \cdot{ }^{\cdot}\left(y^{\cdot} \cdot x\right)$.

Note that these also follow from (1), (4) and (2), (3) respectively.
Now since each of $\lambda_{x}^{+}, \varrho_{x}^{+}$is isotone we have

$$
\text { (9) } a \leq b \Rightarrow(\forall x \in G) a \cdot \cdot x \leq b \cdot \cdot x, a \cdot x \leq b \cdot x
$$

Furthermore, since

$$
a \leq b \Rightarrow \lambda_{a} \leq \lambda_{b} \Rightarrow \lambda_{b}^{+} \leq \lambda_{a}^{+} \circ \lambda_{a} \circ \lambda_{b}^{+} \leq \lambda_{a}^{+} \circ \lambda_{b} \circ \lambda_{b}^{+} \leq \lambda_{a}^{+}
$$

we deduce that
(10) $a \leq b \Rightarrow(\forall x \in G) \quad x \cdot \cdot b \leq x \cdot \cdot a, x \cdot b \leq x \cdot a$.

Theorem 22.1. If $G$ is a residuated groupoid and $x, y \in G$, then
(a) $x(y \cdot \cdot x)=y \Leftrightarrow(\exists z \in G) \quad y=x z$;
(b) $(y \cdot x) x=y \Leftrightarrow(\exists z \in G) \quad y=z x$;
(c) $x y \cdot \cdot x=y \Leftrightarrow(\exists z \in G) \quad y=z \cdot \cdot x$;
(d) $y X^{\cdot} \cdot x=y \Leftrightarrow(\exists z \in G) \quad y=z \cdot, x$;
(e) $x \cdot \cdot(x \cdot y)=y \Leftrightarrow(\exists z \in G) \quad y=x \cdot \cdot z$;
(f) $x \cdot(x \cdot y)=y \Leftrightarrow(\exists z \in G) \quad y=x \cdot . z$.

Proof. If $f: A \rightarrow B$ is a residuated map then clearly

$$
\left\{\begin{array}{l}
x=\left(f \circ f^{+}\right)(x) \Leftrightarrow(\exists y \in A) x=f(y) \\
x=\left(f^{+} \circ f\right)(x) \Leftrightarrow(\exists y \in B) x=f^{+}(y) .
\end{array}\right.
$$

Applying these observations in turn to $\lambda_{x}, \varrho_{x}, \zeta_{x}$ and their residuals we obtain the result.

Theorem 22.2. If $G$ is a residuated groupoid then the following conditions are equivalent:
(1) $G$ is abelian;
(2) $(\forall x, y \in G) \quad x \cdot y=x \cdot y$.

Proof. (1) holds if and only if $(\forall x \in G) \lambda_{x}=\varrho_{x}$. By the uniqueness of residual maps, this is equivalent to $(\forall x \in G) \lambda_{x}^{+}=\varrho_{x}^{+}$which is (2).

Remark. In the abelian case, we write $x \cdot \cdot y=x \cdot y=x: y$.
Theorem 22.3. If $G$ is a residuated groupoid then the following conditions are equicalent:
(1) $G$ is a semigroup;
(2) $(\forall x, y, z \in G)(x \cdot \cdot y) \cdot \cdot z=x \cdot \cdot y z$;
(3) $(\forall x, y, z \in G)(x \cdot y) \cdot . z=x \cdot z y$;
(4) $(\forall x, y, z \in G)(x \cdot \cdot y) \cdot . z=(x \cdot z) \cdot \cdot y$;
(5) $(\forall x, y, z \in G)\left\{\begin{array}{l}(x \cdot y) z \leq x z \cdot y ; \\ y(x \cdot y) \leq y x \cdot z\end{array}\right.$

Proof. $G$ is a semigroup if and only if $(\forall y, z \in G) y(z x)=(y z) x$ and this is equivalent to $(\forall y, z \in G) \lambda_{y} \circ \lambda_{z}=\lambda_{y z}$. This is in turn equivalent to $(\forall y, z \in G) \lambda_{z}^{+} \circ \lambda_{y}^{+}=\lambda_{y z}^{+}$which is none other than (2).

In a similar way, (1) is equivalent to $(\forall y, z \in G) \varrho_{y} \circ \varrho_{z}=\varrho_{z y}$ which is equivalent to $(\forall y, z \in G) \varrho_{z}^{+} \circ \varrho_{y}^{+}=\varrho_{z y}^{+}$which is (3).

Now (1) is also equivalent to $(\forall y, z \in G) \lambda_{y} \circ \varrho_{z}=\varrho_{z} \circ \lambda_{y}$ which is equivalent to $(\forall y, z \in G) \varrho_{z}^{+} \circ \lambda_{y}^{+}=\lambda_{y}^{+} \circ \varrho_{z}^{+}$and this is (4).

To establish the equivalence of (1) and (5), we note that if $E$ is an ordered set and $f, g \in \operatorname{Res}(E)$ then

$$
\begin{equation*}
f \circ g \leq g \circ f \Leftrightarrow g \circ f^{+} \leq f^{+} \circ g \tag{*}
\end{equation*}
$$

[In fact, $f \circ g \leq g \circ f \Rightarrow g \circ f^{+} \leq f^{+} \circ f \circ g \circ f^{+} \leq f^{+} \circ g \circ f \circ f^{+} \leq f^{+} \circ g ;$ and conversely $g \circ f^{+} \leq f^{+} \circ g \Rightarrow f \circ g \leq f \circ g \circ f^{+} \circ f \leq f \circ f^{+} \circ g \circ f$ $\leq g \circ f$.] Now (1) holds if and only if $(\forall y, z \in G) \lambda_{y} \circ \varrho_{z}=\varrho_{z} \circ \lambda_{y}$ which is equivalent to the conditions $\lambda_{y} \circ \varrho_{z} \leq \varrho_{z} \circ \lambda_{y}$ and $\varrho_{z} \circ \lambda_{y} \leq \lambda_{y} \circ \varrho_{z}$. $\mathrm{By}\left({ }^{*}\right)$ these are equivalent to $\varrho_{z} \circ \lambda_{y}^{+} \leq \lambda_{y}^{+} \circ \varrho_{z}$ and $\lambda_{y} \circ \varrho_{z}^{+} \leq \varrho_{z}^{+} \circ \lambda_{y}$. These are none other than the conditions given in (5).

We shall now give a few simple examples of residuated semigroups; a great many more will be given both in the text and in the exercises to follow.

Example 22.1. Every Boolean algebra is residuated with respect to $\cap$. It is readily verified that for all $x, z$ the set $\{y ; x \cap y \leq z\}$ is not empty and admits a maximum element, namely $z: x=z \cup x^{\prime}$.

Example 22.2. Every ordered group is residuated. Again for all $x, z$ the sets $\{y, x y \leq z\}$ and $\{y ; y x \leq z\}$ are not empty and admit maximum elements $x^{-1} z$ and $z x^{-1}$ respectively, so that $z \cdot \cdot x=x^{-1} z$ and $z^{\cdot} \cdot x=z x^{-1}$.

Example 22.3. The ordered semigroups $I(\Lambda)$ of Example 2.4 is residuated. It is readily seen that $\mathbf{a}: \mathbf{b}$ is the ideal $\{x \in \Lambda ;(\forall b \in \mathbf{b}) x b \in \mathbf{a}\}$.

Example 22.4. For any semigroup $E$ define a multiplication on the ordered set $\mathbf{P}(E)$ by

$$
\left\{\begin{array}{l}
X Y=\{x y ; x \in X, y \in Y\} ; \\
X \varnothing=\varnothing=\varnothing X
\end{array}\right.
$$

It is readily seen that $\mathbf{P}(E)$ becomes an ordered semigroup which is also residuated; we have

$$
X \cdot Y=\{z \in E ;(\forall y \in Y) y z \in X\}
$$

and

$$
X \cdot . Y=\{z \in E ;(\forall y \in Y) z y \in X\}
$$

though these sets may of course be $\emptyset$. We shall have occasion later (§ 24 and § 29) to deal with this important residuated semigroup.

Our next goal is to introduce three important types of equivalence relation on a residuated groupoid. These arise in a natural way from the following result and its dual.

Theorem 22.4. Let $E, F$ be ordered sets and let $f \in \operatorname{Res}(E, F)$. If $R_{f}$ denotes the equivalence relation associated with $f$ then $R_{f}$ is a closure equivalence on $E$ and can be characterized as an equivalence relation with convex classes such that each class modulo $R_{f}$ contains one and only one element of $\operatorname{Im} f^{+}$which is the greatest element in its class.

Proof. Since $f=f \circ f^{+} \circ f$ we have $(\forall x \in E) x \equiv\left(f^{+} \circ f\right)(x)\left(R_{f}\right)$ and $x \leq\left(f^{+} \circ f\right)(x)$. It follows that $\left(f^{+} \circ f\right)(x)$ is the greatest element of $x / R_{f}$. To show that $R_{f}$ is a closure equivalence, it is sufficient by virtue of Theorem 6.9 to show that $R_{f}$ satisfies the link property. To do so, suppose that we have a diagram in $E$ of the form

the equivalence being modulo $R_{f}$. Since $a^{*} \leq b$ we have $a \leq\left(f^{+} \circ f\right)(a)$ $=\left(f^{+} \circ f\right)\left(a^{*}\right) \leq\left(f^{+} \circ f\right)(b)$ whence there results the diagram


Thus $R_{f}$ satisfies the link property.

It is clear that $R_{f}$ has convex classes and that each class contains at least one element of $\operatorname{Im} f^{+}$, for $x \equiv f^{+}[f(x)]\left(R_{f}\right)$. Now if $f^{+}(y)$ $\equiv f^{+}(z)\left(R_{f}\right)$ then $\left(f \circ f^{+}\right)(y)=\left(f \circ f^{+}\right)(z)$ whence $f^{+}(y)=\left(f^{+} \circ f \circ f^{+}\right)(y)$ $=\left(f^{+} \circ f \circ f^{+}\right)(z)=f^{+}(z)$. Thus each class contains precisely one element of $\operatorname{Im} f^{+}$; and this element is maximum in its class.

Conversely, suppose that $R$ is an equivalence relation on $E$ such that $R$ has convex classes and each class contains precisely one element of $\operatorname{Im} f^{+}$which is maximum in its class. Given any $a \in E$ there then exists one and only one $f^{+}(y) \in E$ such that $a \equiv f^{+}(y)(R)$ and $a \leq f^{+}(y)$. Now

$$
a \leq\left(f^{+} \circ f\right)(a) \leq\left(f^{+} \circ f \circ f^{+}\right)(y)=f^{+}(y)
$$

and so the convexity of the classes gives

$$
\left(f^{+} \circ f\right)(a) \equiv f^{+}(y)(R)
$$

Since each class modulo $R$ contains precisely one element of $\operatorname{Im} f^{+}$, we deduce that $\left(f^{+} \circ f\right)(a)=f^{+}(y)$. It follows this that

$$
\begin{aligned}
a \equiv b(R) & \Rightarrow a \equiv f^{+}(y) \equiv b(R) \\
& \Rightarrow\left(f^{+} \circ f\right)(a)=f^{+}(y)=\left(f^{+} \circ f\right) \\
& \Rightarrow a \equiv b\left(R_{f}\right)
\end{aligned}
$$

and hence that $R \leq R_{f}$. Now as we know, each class modulo $R_{f}$ contains one and only one element of $\operatorname{Im} f^{+}$and so it follows that we must have $R=R_{f}$ [for if $R \neq R_{f}$ then $R<R_{f}$ and so at least one class modulo $R_{f}$ splits up into several classes modulo $R$ and, since each class modulo $R$ contains precisely one element of $\operatorname{Im} f^{+}$, that class modulo $R_{f}$ contains several elements of $\operatorname{Im} f^{+}$, which is impossible].

We shall have occasion to use the dual of Theorem 22.4; stated explicitly:

Theorem 22.4*. Let $E, F$ be ordered sets and let $f \in \operatorname{Res}(E, F)$. If $R_{f}^{+}$ denotes the equivalence associated with $f^{+}$then $R_{f}^{+}$is a dual closure equivalence on $F$ and can be characterized as an equivalence relation with convex classes such that each class modulo $R_{f}^{+}$contains precisely one element of $\operatorname{Im} f$ which is the minimum element in its class.

Let us now apply the above results to the case of a residuated groupoid.

Definition. Let $G$ be a residuated groupoid. For each $x \in G$ we define
(a) the Molinaro equivalence of type $A$ associated with $x$ by

$$
a \equiv b\left(A_{x}\right) \Leftrightarrow x \cdot \cdot a=x \cdot \cdot b ; \quad a \equiv b\left(x_{x} A\right) \Leftrightarrow x \cdot a=x \cdot b
$$

(b) the Molinaro equivalences of type $F$ associated with $x$ by

$$
a \equiv b\left(F_{x}\right) \Leftrightarrow x a=x b ; \quad a \equiv b\left(\left(_{x} F\right) \Leftrightarrow a x=b x\right.
$$

(c) the Molinaro equivalences of type $B$ associated with $x$ by

$$
a \equiv b\left(B_{x}\right) \Leftrightarrow a \cdot \cdot x=b \cdot \cdot x ; \quad a \equiv b\left({ }_{x} B\right) \Leftrightarrow a \cdot x=b \cdot x .
$$

Let us now recall that the maps $\lambda_{x}, \varrho_{x}: G \rightarrow G$ described by $\lambda_{x}(y)=x y$, $\varrho_{x}(y)=y x$ are residuated as are the maps $\lambda_{x}^{+}, \varrho_{x}^{+}: G^{*} \rightarrow G^{*}$ described by $\lambda_{x}^{+}(y)=y \cdot \cdot x, \varrho_{x}^{+}(y)=y \cdot x$ and the maps $\zeta_{x}, \eta_{x}: G \rightarrow G^{*}$ described by $\zeta_{x}(y)=x \cdot \cdot y, \eta_{x}(y)=x \cdot y$. We note also that

$$
A_{x}=R_{\zeta_{x}} ;{ }_{x} A=R_{\eta_{x}} ; F_{x}=R_{\lambda_{x}} ;{ }_{x} F=R_{e_{x}} ; B_{x}=R_{\lambda_{x}^{+}} ;{ }_{x} B=R_{e_{x}^{+}} .
$$

Applying Theorem $22.4^{*}$ in the case where $E=G, F=G^{*}$ and in turn $f=\zeta_{x}, \eta_{x}$ and remembering that a dual closure on $G^{*}$ is simply a closure on $G$, we obtain:

Theorem 22.5. For each element $x$ of a residuated groupoid $G$ the equivalence $A_{x}\left[r e s p \cdot{ }_{x} A\right]$ is a closure equivalence on $G$ and can be characterized as an equivalence relation with convex classes such that each class modulo $A_{x}\left[r e s p \cdot{ }_{x} A\right]$ contains one and only one left [resp. right] residual of $x$ which is the greatest element in its class. The greatest element in the class of $y$ modulo $A_{x}\left[r e s p .{ }_{x} A\right]$ is $x \cdot\left(x \cdot^{\cdot} y\right)\left[r e s p . x \cdot^{\cdot}(x \cdot y)\right]$.

In a similar way, we can apply Theorem 22.4 in the case where $E=F=G$ and in turn $f=\lambda_{x}, \varrho_{x}$ to obtain:

Theorem 22.6. For each element $x$ of a residuated groupoid $G$ the equivalence $F_{x}\left[r e s p .{ }_{x} F\right]$ is a closure equivalence on $G$ and can be characterized as an equivalence relation with convex classes such that each class modulo $F_{x}\left[\right.$ resp. $\left.{ }_{x} F\right]$ contains one and only one right $[$ resp. left $]$ residual by $x$ which is the greatest element in its class. The greatest element in the class of $y$ modulo $F_{x}\left[r e s p .{ }_{x} F\right]$ is $x y . \cdot x[r e s p . y x \cdot x]$.

Finally, applying Theorem 22.4 in the case where $E=F=G^{*}$ and in turn $f=\lambda_{x}^{+}, \varrho_{x}^{+}$we obtain:

Theorem 22.7. For each element $x$ of a residuated groupoid $G$ the equivalence $B_{x}\left[r e s p .{ }_{x} B\right]$ is a dual closure equivalence on $G$ and can be characterized as an equivalence relation with convex classes such that each class modulo $B_{x}\left[\right.$ resp. $\left.{ }_{x} B\right]$ contains one and only one right [resp. left] multiple of $x$ which is minimum in its class. The minimum element in the class of $y$ modulo $B_{x}\left[\right.$ resp. $\left.{ }_{x} B\right]$ is $x\left(y \cdot{ }^{\cdot} x\right)[$ resp. $(y \cdot x) x]$.

Our aim now is to examine closure and dual closure equivalences on a residuated groupoid for possible compatibility with either multiplication or residuation. Such equivalences have interesting connections with the Molinaro equivalence. The following result is fundamental in the discussion.

Theorem 22.8. Given a diagram of sets and mappings of the form

$$
F \xrightarrow{f} F \xrightarrow{\theta} G \xrightarrow{g} G
$$

in which $f \circ f=f$, the following conditions are equivalent:
(1) $x \equiv y\left(R_{f}\right) \Rightarrow \theta(x) \equiv \theta(y)\left(R_{g}\right)$;
(2) $g \circ \theta \circ f=g \circ \theta$.

If, moreover, $F$ and $G$ are ordered then, under the conditions shown, the following table gives equivalent formulations of (2):

| (2) $\equiv$ | f a closure |  | $f$ a dual closure |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $g$ a closure $\theta$ isotone | $g$ a dual closure $\theta$ antitone | $g$ a closure $\theta$ isotone | g a dual closure $\theta$ antitone |
|  | $\theta \circ f \leq g \circ \theta$ | $\theta \circ f \geq g \circ \theta$ | $g \circ \theta \circ f \geq \theta$ | $g \circ \theta \circ f \leq 0$ |
|  | (a) | (b) | (c) | (d) |

Proof. Suppose that (1) holds. Since $x \equiv f(x)\left(R_{f}\right)$ for each $x \in F$ we deduce that $\theta(x) \equiv \theta[f(x)]\left(R_{g}\right)$ whence we obtain (2). Conversely, using
(2) we deduce from $f(x)=f(y)$ that $(g \circ \theta)(x)=(g \circ \theta \circ f)(x)$ $=(g \circ \theta \circ f)(y)=(g \circ \theta)(y)$ which gives (1).

Suppose now that $F, G$ are ordered with $f$ a closure map on $F$. If $g$ is a closure map on $G$ and $\theta$ is isotone, then since $g \geq$ id we have $g \circ \theta \circ f$ $\geq \theta \circ f$ which shows that (2) $\Rightarrow$ (a). Conversely, (a) implies that

$$
g \circ \theta=g \circ g \circ \theta \geq g \circ \theta \circ f \geq g \circ \theta \quad[\theta \text { isotone and } f \geq \text { id }]
$$

whence we have equality and (2). This then shows that if $f, g$ are closures and $\theta$ is isotone, then (2) is equivalent to (a). We leave the rest of the table as an exercise for the reader.

The usefulness of the above result is reflected in the following.
Theorem 22.9. Let $S$ be a residuated groupoid. If h is a closure map on $S$ then the closure equivalence $R_{h}$ is
(a) compatible on the left $[$ resp. right $]$ with multiplication if and only if

$$
(\forall x, y \in S) x \cdot h(y) \leq h(x y) \quad[r e s p . h(x) \cdot y \leq h(x y)] ;
$$

(b) compatible on the right with .• [resp. •.] if and only if
$(\forall x, y \in S) h(x) \cdot \cdot y \leq h(x \cdot \cdot y) \quad[r e s p . h(x) \cdot y \leq h(x \cdot y)] ;$
(c) compatible on the left with $\cdot \cdot[r e s p . \cdot$.$] if and only if$
$(\forall x, y \in S) h[x \cdot \cdot h(y)] \geq x \cdot \cdot y \quad[r e s p . h[x \cdot . h(y)] \geq x \cdot y]$.
If, correspondingly, $h$ is a dual closure map on $S$, then the dual closure equivalence $R_{h}$ is
(d) compatible on the left $[$ resp. right $]$ with multiplication if and only if

$$
(\forall x, y \in S) x \cdot h(y) \geq h(x y) \quad[r e s p . h(x) \cdot y \geq h(x y)] ;
$$

(e) compatible on the right with . [resp. .] if and only if
$(\forall x, y \in S) h(x) .^{\cdot} y \geq h(x \cdot \cdot y) \quad\left[r e s p . h(x)^{\cdot} \cdot y \geq h\left(x^{\cdot} \cdot y\right)\right] ;$
(f) compatible on the left with .• [resp.•.] if and only if

$$
(\forall x, y \in S) h[x \cdot \cdot h(y)] \leq x \cdot \cdot y \quad[r e s p . h[x \cdot h(y)] \leq x \cdot y] .
$$

Proof. For each closure map $h$ on $S$ we have
(a) $R_{h}$ is compatible on the left with multiplication if and only if

$$
h(y)=h(z) \Rightarrow(\forall x \in S)\left(h \circ \lambda_{x}\right)(y)=\left(h \circ \lambda_{x}\right)(z) .
$$

Applying Theorem 22.8(a) with $F=G=S, f=g=h, \theta=\lambda_{x}$ we obtain the necessary and sufficient condition $\lambda_{x} \circ h \leq h \circ \lambda_{x}$ which gives $x \cdot h(y) \leq h(x y)$.
(b) $R_{h}$ is compatible on the right with $\cdot \cdot$ if and only if

$$
h(y)=h(z) \Rightarrow(\forall x \in S)\left(h \circ \lambda_{x}^{+}\right)(y)=\left(h \circ \lambda_{x}^{+}\right)(z) .
$$

Applying Theorem 22.8(a) with $F=G=S, f=g=h, \theta=\lambda_{x}^{+}$we obtain the necessary and sufficient condition $\lambda_{x}^{+} \circ h \leq h \circ \lambda_{x}^{+}$which gives $h(y) \cdot \cdot x \leq h(y \cdot \cdot x)$.
(c) Apply Theorem 22.8 (c) with $F=S^{*}, G=S, f=g=h, \theta=\zeta_{x}$. In the corresponding case where $h$ is a dual closure map, to prove:
(d) Apply Theorem 22.8(b) with $F=S^{*}, G=S, f=g=h, \theta=\lambda_{x}$.
(e) Apply Theorem 22.8 (b) with $F=S^{*}, G=S, f=g=h, \theta=\lambda_{x}^{+}$.
(f) Apply Theorem 22.8 (d) with $F=G=S, f=g=h, \theta=\zeta_{x}$.

Theorem 22.10. Let $G$ be a residuated groupoid and let $R$ be a closure equivalence on $G$. Denoting by $f$ the associated closure map and by $C$ the associated closure subset, the following conditions are equivalent:
(1) $R$ is compatible on the right [resp. left] with multiplication;
(2) $x \in C \Rightarrow(\forall y \in G) \quad x \cdot y \in C \quad[r e s p . x \cdot \cdot y \in C]$;
(3) $R \leq \bigcap_{x \in C} A_{x} \quad\left[r e s p . ~ R \leq \bigcap_{x \in C} A\right]$;
(4) $(\forall a, b \in G) \quad f(a) \cdot \cdot b=f(a) \cdot \cdot f(b)$
$[r e s p . f(a) \cdot b=f(a) \cdot f(b)]$.
Proof. We shall show that $(1) \Leftrightarrow(2)$ and that $(1) \Rightarrow(3) \Rightarrow(4) \Rightarrow(1)$. Suppose that (1) holds and let $x \in C$. By the definition of $C, x=f(x)$. I) now $a=x \cdot y$ then using Theorem 22.9(a) we have $f(a) y \leq f(a y f$ $\leq f(x)=x$ so that $f(a) \leq x \cdot y=a$. It follows that $f(a)=a$ and hence that $a \in C$. Conversely, if (2) holds, then from $y \leq y x \cdot x \leq f(y x)$ $\cdot x \in C$ we deduce that $f(y) \leq f\left[f(y x)^{\cdot} \cdot x\right]=f(y x)^{\cdot} \cdot x$ and so $f(y) x$ $\leq f(y x)$ whence $R$ is compatible on the right with multiplication.

To show that (1) $\Rightarrow$ (3), let $a \equiv b(R)$ and let $x \in C$. By (1) we have $a(x \cdot \cdot b) \equiv b(x \cdot \cdot b)(R)$. Now $x \in C$ and so is maximuminits class modulo $R$ so that $x / R \subseteq[\leftarrow, x]$. Since $b(x \cdot b) \leq x$ it follows from the above that $[a(x . \cdot b)] / R \cap[\leftarrow, x] \neq \varnothing$. Since $R$ is strongly upper regular we deduce from Theorem 6.10 that $[a(x . b)] / R \subseteq[\leftarrow, x]$ whence $a(x \cdot \cdot b) \leq x$ and consequently $x \cdot b \leq x \cdot a$. In a similar way we can show that $x \cdot \cdot a \leq x \cdot \cdot b$. We have thus shown that $a \equiv b(R) \Rightarrow a \equiv b\left(A_{x}\right)$ for each $x \in C$; this is (3).

Suppose now that (3) holds. Then from $b \equiv f(b)(R)$ we deduce that, for each $x \in C, x \cdot b=x \cdot \cdot f(b)$. Since $x \in C$ if and only if $x=f(x),(4)$ follows.

Finally, if (4) holds then for any $a, b \in G$ we have

$$
a \leq b a \cdot \cdot b \leq f(b a) \cdot \cdot b=f(b a) \cdot f(b)
$$

whence $f(b) a \leq f(b a)$ and so (1) holds by Theorem 22.9(a).
It should be noted that we do not have equality in general in (3) of the previous theorem. For example, consider the ordered semigroup $S$ consisting of a four-element chain $a<b<c<d$ with every product equal to $a$. It is clear that this is a residuated semigroup; every residual is equal to $d$. The partition $\{\{a, b\},\{c, d\}\}$ corresponds to an equivalence relation $R$ which is clearly a compatible closure equivalence with associated closure subset $C=\{b, d\}$. Now $A_{b}=A_{d}=\pi_{s}$ the universal equivalence on $S$. It follows that $R<\bigcap_{x \in C} A_{x}$.

Theorem 22.11. Let $G$ be a residuated groupoid and let $R$ be a closure equivalence on $G$. Then $R$ is compatible with multiplication and compatible on the right with . and $\cdot$. if and only if

$$
(\forall x, y \in G) \quad f(x) \cdot \cdot y=f(x \cdot \cdot y) \text { and } f(x) \cdot \cdot y=f(x \cdot y),
$$

$f$ being the associated closure mapping.
Proof. Suppose that $R$ is compatible with multiplication and compatible on the right with . $\cdot$ and $\cdot$. Given any $x, y \in G$ we deduce from $x \equiv f(x)(R)$ that $x \cdot \cdot y \equiv f(x) \cdot \cdot y(R)$ and $x \cdot y \equiv f(x) \cdot \cdot y(R)$. Since $f(x) \cdot \cdot y \in C$ and $f(x) \cdot y \in C$ [Theorem 22.10], it then follows that
$f(x) \cdot \cdot y=f(x \cdot \cdot y)$ and $f(x) \cdot \cdot y=f(x \cdot y)$. The conditions are therefore necessary.

Conversely, if the conditions are satisfied then by Theorem 22.9 we have that $R$ is compatible on the right with . $\cdot$ and $\cdot .$. Moreover, these conditions also show that $f(x) . \cdot y \in C$ and $f(x) \cdot . y \in C$ so that, by Theorem $22.10, R$ is also compatible with multiplication.

Theorem 22.12. If $S$ is a residuated semigroup, then for each $x \in S$
(1) $A_{x}\left[r e s p .{ }_{x} A\right]$ is compatible on the right $[r e s p . l e f t]$ with multiplication;
(2) $F_{x}\left[r e s p .{ }_{x} F\right]$ is compatible on the right [resp. left] with multiplication;
(3) $B_{x}\left[\right.$ resp $\left.\cdot{ }_{x} B\right]$ is compatible on the right with $\cdot$. [resp. . $\left.\cdot\right]$.

Proof. The closure mapping associated with $A_{x}$ is given by the prescription $h(a)=x \cdot(x \cdot a)$. Using Theorem 22.3 we have $[x \cdot(x \cdot \cdot a)] b$ $\leq x \cdot\{x \cdot \cdot[x \cdot(x \cdot a)] b\}=x \cdot([x \cdot\{x \cdot(x \cdot \cdot a)\}] \cdot b)$ $=x \cdot[(x \cdot \cdot a) \cdot b]=x \cdot(x \cdot \cdot a b)$, i.e. $h(a) \cdot b \leq h(a b)$. It follows by Theorem 22.9 that $A_{x}$ is compatible on the right with multiplication. All of the other statements are proved in a similar way. [Alternatively, these results may be proved directly; for example, $x \cdot \cdot a=x \cdot \cdot b \Rightarrow(\forall c \in S) x \cdot a c=(x \cdot \cdot a) \cdot \cdot c=(x \cdot \cdot b) \cdot \cdot c$ $=x . \cdot b c]$.

Our next result is the analogue of Theorem 22.10; we leave its proof to the reader.

Theorem 22.13. Let $G$ be a residuated groupoid and let $R$ be a dual closure equivalence on $G$. Denoting by $f$ the associated dual closure map and by $C$ the associated dual closure subset, the following conditions are equivalent:
(1) $R$ is compatible on the right with $\cdot[$ resp. . $\cdot]$;
(2) $x \in C \Rightarrow(\forall y \in G) \quad x y \in C \quad[r e s p . y x \in C]$;
(3) $R \leq \bigcap_{x \in C} B_{x} \quad\left[r e s p . R \leq \bigcap_{x \in C} x B\right]$;
(4) $(\forall a, b \in G) a . \cdot f(a \bullet \cdot b)=f(a) . \cdot f(a \cdot \cdot b)[r e s p . a \cdot \cdot f(a . \cdot b)$ $=f(a) \cdot f(a \cdot \cdot b)]$.
$\left[\right.$ Hint. For $(1) \Rightarrow(3)$ consider $a^{\cdot} .\left(a \cdot^{\cdot} x\right) \equiv b^{\cdot} \cdot\left(a \cdot^{\cdot} x\right)(R)$ and the dual of Theorem 6.10.]

Theorem 22.14. If $S$ is a residuated semigroup, then for any $x \in S$ :
(1) $A_{x} \leq \bigcap_{T \in S} A_{x^{\cdot} \cdot t}$ and ${ }_{x} A \leq \bigcap_{t \in S}{ }_{x \cdot} A$;
(2) $F_{x} \leq \bigcap_{t \in S} F_{t x} \cap \bigcap_{t \in S} A_{t \cdot \cdot x}$ and ${ }_{x} F \leq \bigcap_{t \in S}{ }_{x t} F \cap \bigcap_{t \in S}{ }_{t \cdot} \cdot{ }_{x} A$;
(3) $B_{x} \leq \bigcap_{t \in S} B_{x t}$ and ${ }_{x} B \leq \bigcap_{t \in S} t x$.

Proof. The closure subset associated with $A_{x}$ is the set of elements which are of the form $x \cdot t$ for some $t \in S$. (1) therefore follows from the results of Theorems 22.12 and 22.10 . Statements (2) and (3) are proved in a similar way, the extra part in (2) resulting from the implications

$$
a \equiv b\left(F_{x}\right) \Rightarrow x a=x b \Rightarrow(\forall t \in S) t x a=t x b \Rightarrow(\forall t \in S) a \equiv b\left(F_{t x}\right) .
$$

[Alternatively, for example, $x \cdot \cdot a=x \cdot b \Rightarrow(\forall t \in G)(x \cdot . t) \cdot \cdot a$ $\left.=(x \cdot \cdot a) \cdot t=(x . \cdot b)^{\cdot} \cdot t=(x \cdot t) \cdot \cdot b.\right]$

Theorem 22.15. Let $G$ be a residuated groupoid. If $R$ is a closure equivalence on $G$ which is compatible on the right [resp. left $]$ with multiplication with associated closure subset $C$ then

$$
\bigcap_{x \in C} F_{x} \leq \bigcap_{x \in C} x^{A} \quad\left[\text { resp. } \bigcap_{x \in C} x F \leq \bigcap_{x \in C} A_{x}\right] .
$$

Correspondingly, if $R$ is a dual closure equivalence on $G$ which is compatible on the right with $\cdot[$ resp. . $]$ with associated dual closure subset $C$ then

$$
\bigcap_{x \in C}{ }_{x} A \leq \bigcap_{x \in C} F_{x} \quad\left[r e s p . \bigcap_{x \in C} A_{x} \leq \bigcap_{x \in C}{ }_{x} F\right] .
$$

Proof. Let $a \equiv b\left(\bigcap_{x \in C} F_{x}\right)$ and, for any $m \in C$ let $t_{1}=m \cdot a$ and $t_{2}=m \cdot . b$. By Theorem 22.10 we have $t_{1}, t_{2} \in C$. Now on the one hand $t_{2} a=t_{2} b \leq m$ and so $t_{2} \leq m^{\cdot} . a=t_{1}$; and on the other $t_{1} b=t_{1} a \leq m$ and so $t_{1} \leq m \cdot . b=t_{2}$. Thus $t_{1}=t_{2}$ and so $a \equiv b\left({ }_{m} A\right)$. Since this 8a ${ }^{\text {BRT }}$
holds for each $m \in C$, the first result follows. The others are proved similarly.

Theorem 22.16. If $G$ is a residuated groupoid then
(a) $\bigcap_{x \in G} A_{x}=\bigcap_{x \in G}{ }_{x} F$;
(b) $\bigcap_{x \in G}{ }_{x} A=\bigcap_{x \in G} F_{x} ;$
(c) $\bigcap_{x \in G} B_{x}=\bigcap_{x \in G} x$.

Proof. Consider the relation of equality on $G$. This is clearly both a closure and a dual closure on $G$ which is compatible with both multiplication and residuation. The properties (a), (b) then follow immediately from the results in Theorem 22.15.

As for (c), let $a \equiv b\left(\bigcap_{x \in G} B_{x}\right)$ so that $a \cdot \cdot x=b \cdot \cdot x$ for each $x \in G$. Given $x \in G$ let $a \cdot \cdot x=b \cdot^{\cdot} x=p$ and consider the elements $p_{1}=a \cdot \cdot p$ and $p_{2}=b \cdot p$. We have $a \cdot{ }^{\cdot} p_{1}=a \cdot \cdot(a \cdot p)=p$ whence $b . \cdot p_{1}=p$ and so $p_{1} \leq b \cdot\left(b \cdot p_{1}\right)=b \cdot p=p_{2}$. In a similar way we can show that $p_{2} \leq p_{1}$ and so we have $p_{1}=p_{2}$. We have thus shown that if $a \equiv b\left(\bigcap_{x \in G} B_{x}\right)$ and if $p$ is a right residual of $a$ or of $b$ then $a \equiv b\left({ }_{p} B\right)$.

Suppose now that $y$ is any element of $G$ and let $a \cdot y=z_{1}$ and $a .^{\cdot} z_{1}=z_{2}$. Then $a \cdot . z_{2}=a \cdot .\left(a \cdot^{\cdot} z_{1}\right)=z_{1}$ and $y \leq a .^{\cdot} z_{1}=z_{2}$. It follows that $b \cdot, z_{2} \leq b \cdot y$. But from the previous paragraph we have $b^{\cdot} \cdot z_{2}=a^{\cdot} \cdot z_{2}=z_{1}=a \cdot y$. Hence $a^{\cdot} \cdot y \leq b^{\cdot} \cdot y$. In a similar way we can show that $b^{\cdot}, y \leq a \cdot, y$ whence we deduce that $a \equiv b\left({ }_{y} B\right)$. Since $y$ was chosen arbitrarily in $G$, we thus have $\bigcap_{x \in G} B_{x} \leq \bigcap_{x \in G}{ }_{x} B$. Interchanging left and right residuals throughout, we can obtain the reverse inclusion. This establishes (c).

We end the present section by considering a particular situation in which equality does hold in Theorem $22.10(3)$. For this purpose, we require the following result.

Theorem 22.17. Let $G$ be a residuated groupoid and let $R$ be a closure equivalence on $G$ which is compatible with multiplication. Then $G / R$ is a residuated groupoid.

Proof. Since $R$ is compatible (left and right) with multiplication, it is clear that $G \mid R$ is a groupoid. Since $R$ is strongly upper regular we can
order $G / R$ in the usual way, namely

$$
x\left|R \preccurlyeq_{R} y\right| R \Leftrightarrow\left(\forall x^{*} \in x \mid R\right)\left(\exists y^{*} \in y \mid R\right) x^{*} \leq y^{*} .
$$

If we denote by $f$ the associated closure map, then we note that this order is the same as that defined by

$$
x / R \leq y / R \Leftrightarrow f(x) \leq f(y)
$$

To show that $G / R$ is residuated, let $x / R$ and $y / R$ be given arbitrarily. Since $x[f(y) \cdot \cdot x] \leq f(y)$ implies $f\{x[f(y) \cdot \cdot x]\} \leq f(y)$ we see that

$$
x / R \cdot[f(y) \cdot \cdot x] / R \leq y / R .
$$

Moreover, $x z / R \leq y \mid R$ implies $x z \leq f(x z) \leq f(y)$ which gives $z \leq f(y)$ $\cdot x$ and hence $z / R \leq[f(y) \cdot x] / R$. It therefore follows that

$$
y / R . \cdot x / R=[f(y) \cdot \cdot x] / R .
$$

In a similar way we can show that $y / R \because x / R=[f(y) \because x] / R$.
Theorem 22.18. Let $G$ be a residuated groupoid. If $R$ is a closure equivalence on $G$ which is compatible with multiplication and if every element of $C$, the associated closure subset, is both a left and a right residual of itself then $\bigcap_{x \in C} A_{x}=R=\bigcap_{x \in C} A$.

Proof. Let $f$ denote the associated closure mapping. For each $x \in C$ we have $x=f(x)$ and, by Theorem 22.1, $x \cdot \cdot(x \cdot x)=x=x \cdot(x \cdot \cdot x)$. Using Theorems 22.17 and 22.10(4) we have, for each $a \in G$,

$$
\begin{aligned}
a|R \cdot \cdot(a|R \cdot a| R)=a| R \cdot[f(a) \cdot a] / R & =\{f(a) \cdot[f(a) \cdot a]\} / R \\
& =\{f(a) \cdot[f(a) \cdot f(a)]\} / R \\
& =f(a) \mid R \\
& =a \mid R
\end{aligned}
$$

and similarly $a|R \cdot \cdot(a / R . \cdot a \mid R)=a| R$. Thus in the residuated groupoid $G \mid R$ each element is both a left and a right residual of itself. Now let $b \equiv c\left(\bigcap_{x \in C} A_{x}\right)$. Since $f(b) \in C$ we have $f(b) \cdot \cdot b=f(b) \cdot \cdot c$ whence we have $b|R \cdot \cdot b| R=b|R \cdot \cdot c| R$ and so

$$
c|R \leq b| R \cdot .(b|R \cdot \cdot c| R)=b / R^{\cdot} \cdot(b|R \cdot \cdot b| R)=b \mid R .
$$

In a similar way we can show that $b|R \leq c| R$. Hence $b|R=c| R$ and it follows that $\bigcap_{x \in C} A_{x} \leq R$. The required equality then follows by Theorem 22.10(3). A similar argument yields $R=\bigcap_{x \in C}{ }_{x} A$.

Remark. It should be noted that the hypothesis on C in Theorem 22.18 is satisfied in the case where every element of $G$ is both a left and a right residual of itself; i.e. whenever each $x \in G$ is maximum in its class modulo $A_{x}$ and ${ }_{x} A$. This happens in particular when $G$ has a neutral element; for, denoting such an element by 1 , the equalities $\lambda_{1}=\varrho_{1}=$ id give $\lambda_{1}^{+}=\varrho_{1}^{+}=$id and hence $(\forall x \in G) x \cdot 1=x=x \cdot 1$. In each of the above cases the relation of equality is clearly a compatible closure equivalence with associated closure subset $G$ itself. We deduce that in any such groupoid $\bigcap_{x \in G} A_{x}$ and $\bigcap_{x \in G} A$ reduce to equality. Another consequence of the previous result is that if $G$ contains a maximum element $\pi$ then the universal equivalence $\pi_{G}$ is a compatible closure equivalence having $\{\pi\}$ as closure subset, so that $\pi_{G}=A_{\pi}={ }_{\pi} A$.

## EXERCISES

22.1. Consider the ordered groupoid $G$ described by the following Hasse diagram and Cayley table


Show that $G$ is residuated and compile tables of residuals. Determine the partitions associated with each of the Molinaro equivalences and verify the result of Theorem 22.16. Show also that the equivalences $\bigcap_{x \in G} A_{x}, \bigcap_{x \in G} F_{x}, \bigcap_{x \in G} B_{x}$ are distinct.
22.2. Consider the ordered (abelian) semigroup defined by

$$
\begin{aligned}
& S=\left\{a_{1}, a_{2}, a_{3}, \ldots\right\} \\
& a_{1}>a_{2}>a_{3}>\cdots
\end{aligned} a_{i} a_{j}=a_{i+i}
$$

Show that $S$ is residuated, find a formula for the residuals and determine the partitions associated with the Molinaro equivalences.
22.3. Let $G$ be a residuated groupoid. Prove that for each $x \in G$ the set of right [resp. left] multiples of $x$ is equipotent to the set of right [resp. left] residuals by $x$. Show also that the set of right residuals of $x$ is equipotent to the set of left residuals of $x$.
22.4. Show that in an ordered group every Molinaro equivalence reduces to equality.
22.5. Let $B$ be a Boolean algebra. Prove that, for each $x \in B$,

$$
\text { (a) } A_{x^{\prime}}=F_{x} ; \quad \text { (b) } y \equiv z\left(B_{x}\right) \Leftrightarrow y^{\prime} \equiv z^{\prime}\left(A_{x^{\prime}}\right) .
$$

Given any $x, y \in B$ show that $y / A_{x}=\left[y \cap x^{\prime}, y \cup x\right]$.
22.6. If $a, b$ are elements of a residuated groupoid $G$ such that $a \cup b$ exists, show that so also does $(x . \cdot a) \cap\left(x .^{\cdot} b\right)$ for each $x \in G$ and that $\left(x .^{\cdot} a\right) \cap\left(x .^{\cdot} b\right)$ $=x .^{\cdot}(a \cup b)$. If $G$ is a $\cup$-semilattice, show that $G$ is $u$-semireticulated in the sense that $(\forall a, b, c \in G) a(b \cup c)=a b \cup a c,(b \cup c) a=b a \cup c a$. Show also that each equivalence of type $A$ and each equivalence of type $F$ is compatible with $\cup$. If $G$ is a lattice, show that the property $(\forall a, b, c \in G)(a \cap b) \cdot c=\left(a .^{\cdot} c\right) \cap\left(b .^{\cdot} c\right)$ also holds and deduce that each equivalence of type $B$ is compatible with $n$.
22.7. Let $G$ be a residuated groupoid. Prove that the following conditions concerning $x \in G$ are equivalent:
(a) $(\forall y \in G) x y=y x$;
(b) $(\forall y \in G) y \cdot x=y^{\cdot}, x$.
22.8. Let $G$ be a residuated groupoid. If $R$ is a dual closure equivalence on $G$ with associated dual closure map $f$ and dual closure subset $C$, prove that the following conditions are equivalent:
(1) $R$ is compatible on the left with $\cdot$ [resp. . ${ }^{\cdot}$;
(2) $R \leq \bigcap_{x \in \mathcal{C}} F_{x}\left[\right.$ resp. $\left.R \leq \bigcap_{x \in C} F\right]$;
(3) $(\forall x, y \in G) f(x) \cdot y=f(x) f(y) \quad$ [resp. $x \cdot f(y)=f(x) f(y)]$.
22.9. Supply complete details of all the analogous proofs in this section.

## 23. The zigzag equivalence

In this section we shall introduce a particularly simple equivalence relation which we shall use to obtain further information concerning the structure of residuated groupoids. Let us begin by considering the following remarks:
(a) there exist ordered sets on which no multiplication can be defined such that they be residuated [for example, the set $E=\{x, y, z\}$ with $y<x, z<x, y \| z$ ];
(b) there exist ordered sets on which several multiplications can be defined such that they be residuated [for example, $E=\{x, y, z\}$ with $z<y<x$ is residuated under each of the multiplications

|  | $x$ | $x$ | $y$ |
| :---: | :---: | :---: | :---: |
| $y$ | $z$ |  |  |
| $z$ | $z$ | $z$ | $z$ |
| $z$ | $z$ | $z$ |  |
| $z$ | $z$ | $z$ |  |

$\left.\begin{array}{l|lll} & & x & y \\ x & z \\ y & x & y & z \\ y & y & z \\ z & z & z\end{array}\right] ;$
(c) there exist groupoids which, even though they can be ordered in an isotone manner, can nevertheless not be residuated [for example, take $G=\{x, y\}$ with $x x=x y=x, y x=y y=y$ and $y<x]$;
(d) there exist groupoids which can be ordered in several ways such that they be residuated [for example, $G=\{x, y, z, t\}$ with $(\forall a, b \in G) a b=t$ can be ordered in 12 different ways in order that it be residuated].

This being the case, we ask the following question: What can one say about a residuated structure as far as it being an ordered set is concerned? In seeking an answer to this question, we shall impose several restrictions on the multiplication and observe the different forms permissible for each of the structures in the following diagram:


Definition. Let $E$ be an ordered set. By the zigzag equivalence on $E$ we shall mean the relation $Z$ defined on $E$ by

$$
a \equiv b(Z) \Leftrightarrow\left\{\begin{array}{l}
\text { there exist } x_{1}, x_{2}, \ldots, x_{n} \in E \text { such } \\
\text { that } a \nVdash x_{1}, \ldots, x_{i} \nVdash x_{i+1}, \ldots, x_{n} \nVdash b .
\end{array}\right.
$$

It is clear that $Z$ is an equivalence relation on $E$. In any Hasse diagram, the classes modulo $Z$ are the disjoint portions. For example, if an ordered set $E$ is given by the Hasse diagram

then the classes modulo $Z$ are $\{a, b, c\},\{d, e, f, g, h\},\{i\},\{j\}$.
Theorem 23.1. If $G$ is an ordered groupoid then the zigzag equivalence $Z$ is strongly regular on $G$ and is compatible with multiplication. Moreover, if $G$ is residuated then $Z$ is compatible with residuation.

Proof. It is clear from the definition of $Z$ that this equivalence satisfies Theorem 6.1 and hence is regular on $G$. Now if $a_{1} \equiv a_{2}(Z)$, then for any $b \nmid a_{2}$ we have $a_{1} \equiv b(Z)$; hence $Z$ satisfies both the link property and its dual and so is strongly regular on $G$. To show that $Z$ is compatible with multiplication, let $a_{1} \equiv a_{2}(Z)$ so that $a_{1}$ and $a_{2}$ are connected by a finite zigzag chain

$$
a_{1}=x_{1} \nVdash x_{2} \nVdash \cdots \nVdash x_{n-1} \nVdash x_{n}=a_{2} .
$$

By the isotonicity of multiplication, it follows that for each $b \in G$

$$
a_{1} b=x_{1} b \nVdash x_{2} b \nVdash \cdots \nmid x_{n} b=a_{2} b
$$

and so $a_{1} b \equiv a_{2} b(Z)$. Thus $Z$ is compatible on the left with multiplication. Similarly it is compatible on the right.

Suppose now that $G$ is residuated. Let $a \equiv a^{*}(Z)$ and $b \equiv b^{*}(Z)$. Then there exist $a_{1}, \ldots, a_{n}$ and $b_{1}, \ldots, b_{m}$ such that

$$
a=a_{1} \nVdash a_{2} \nVdash \cdots \nVdash a_{n}=a^{*} \quad \text { and } \quad b=b_{1} \nVdash b_{2} \nVdash \cdots \nVdash b_{m}=b^{*} .
$$

From the properties of residuals we deduce that

$$
\left\{\begin{array}{l}
a \cdot \cdot b=a_{1} \cdot \cdot b \nVdash a_{2} \cdot b \nVdash \cdots \nVdash a_{n} \cdot b=a^{*} \cdot b, \\
a^{*} \cdot b=a^{*} \cdot \cdot b_{1} \nVdash a^{*} \cdot b_{2} \nVdash \cdots \nVdash a^{*} \cdot \cdot b_{m}=a^{*} \cdot b^{*}
\end{array}\right.
$$

whence we have $a \cdot \cdot b \equiv a^{*} \cdot b^{*}(Z)$. A similar result holds for left residuals.

Theorem 23.2. If $G$ is a residuated groupoid then the groupoid $G / Z$ is a quasi-group homomorphic to $G$.

Proof. Since $G$ is residuated, the relations $a\left(b \cdot^{\cdot} a\right) \leq b$ and $(b \cdot a) a$ $\leq b$ imply that $a\left(b \cdot^{\cdot} a\right) \equiv b(Z)$ and $\left(b^{\cdot} \cdot a\right) a \equiv b(Z)$, so that if $\mathscr{A}$ denotes the class of $a$ modulo $Z$ and $\mathscr{B}$ denotes the class of $b$ modulo $Z$ then the class $\mathscr{X}$ of $b \cdot \cdot a$ modulo $Z$ satisfies $\mathscr{A} \mathscr{X}=\mathscr{B}$ and the class $\mathscr{Y}$ of $b \cdot a$ modulo $Z$ satisfies $\mathscr{Y} \mathscr{A}=\mathscr{B}$. It follows that quotients exist in $G / Z$. We now show that these quotients are unique. Let $\mathscr{A}, \mathscr{B}, \mathscr{C}, \mathscr{D} \in G / Z$ be such that $\mathscr{A} \mathscr{B}=\mathscr{A} \mathscr{C}=\mathscr{D}$ and let us show that $\mathscr{B}=\mathscr{C}$. Since $G$ is residuated the residuals $d .{ }^{\cdot} a$ exist for all $d \in \mathscr{D}$ and all $a \in \mathscr{A}$ and by Theorem 23.1 all these residuals belong to the same class modulo $Z$. Let this class be $\mathscr{E}$ and consider the product $a b=d$ where $a \in \mathscr{A}, b \in \mathscr{B}, d \in \mathscr{D}$. We have $b \leq d . \cdot a \in \mathscr{E}$ whence $b \in \mathscr{E}$ and consequently $\mathscr{B}=\mathscr{E}$ since $Z$ is an equivalence relation. Considering in a similar way a product $a c=d^{*}$ where $a \in \mathscr{A}, c \in \mathscr{C}, d^{*} \in \mathscr{D}$ an analogous proof shows that $\mathscr{C}=\mathscr{E}$. We have thus established that the equation $\mathscr{A} \mathscr{X}=\mathscr{D}$ has a unique solution. In a similar way so also does $\mathscr{Y} \mathscr{A}=\mathscr{D}$ and hence $G / Z$ is a quasigroup. Finally, it is clear that the canonical map $\mathfrak{h}_{2}: G \rightarrow G / Z$ is a homomorphism.

Corollary. $G / Z$ is a loop if and only if $(\forall a, b \in G) a \cdot \cdot a \equiv b \cdot b(Z)$.
Proof. The necessary and sufficient condition that $G / Z$ be a loop is that it contain a neutral element. This is clearly equivalent to the condition stated.

Theorem 23.3. If a residuated groupoid $G$ contains a maximal element then that element is maximum in its class modulo $Z$.

Proof. Let $\bar{a}$ be maximal in $G$. We show first that for any $x \in G$

$$
[\leftarrow, x] \cap[\leftarrow, \bar{a}] \neq \varnothing \Rightarrow x \leq \bar{a}
$$

In fact, let $x$ be such that $[\leftarrow, x] \cap[\leftarrow, \bar{a}] \neq \varnothing$. Clearly $x$ and $\bar{a}$ are in the same class modulo $Z$. Let this class be $\mathscr{A}$ and let $\mathscr{B}=\mathscr{A} \mathscr{A}$. For any element $a \in[\leftarrow, x] \cap[\leftarrow, \bar{a}]$ we have

$$
(\forall b \in \mathscr{B}) b \cdot, \bar{a} \leq b^{\cdot}, a \text { and } b^{\cdot}, x \leq b^{\cdot}, a
$$

Considering therefore the element $b^{*}=\bar{a}^{2}$ we have, since $\bar{a}$ is maximal,

$$
\bar{a}=b^{*} \cdot, \bar{a}=b^{*} \cdot a
$$

It follows from the above that $b^{* \cdot} . x \leq b^{* \cdot} . \bar{a}$ whence $\left(b^{*} \cdot . x\right) \bar{a} \leq b^{*}$ and so, $\bar{a}$ being maximal, $\bar{a}=b^{*} \cdot{ }^{\cdot}\left(b^{*} \cdot x\right) \geq x$.

This being the case, consider any element $a^{*} \in \mathscr{A}$ other than $\bar{a}$. [If no such element exists then clearly $\mathscr{A}=\{\bar{a}\}$ and there is nothing to prove.] Suppose that there exists in any finite zigzag chain connecting $\bar{a}$ to $a^{*}$ a first element, $a_{k}$ say, which satisfies $a_{k} \notin[\leftarrow, \bar{a}]$. Then we have necessarily $\left[\leftarrow, a_{k}\right] \cap[\leftarrow, \bar{a}] \neq \varnothing$ since the element preceding $a_{k}$ in the zigzag chain belongs to this set. By applying the result of the previous paragraph we deduce that $a_{k} \leq \bar{a}$ which is contrary to the hypothesis. It follows that, in any finite zigzag chain connecting $\bar{a}$ to $a^{*}$, there is no first element which is not less than or equal to $\bar{a}$. Consequently all the elements in any such chain are less than or equal to $\bar{a}$ and in particular $a^{*} \leq \bar{a}$. Since $a^{*}$ was chosen arbitrarily in $\mathscr{A}$ we conclude that $\vec{a}$ is maximum in $\mathscr{A}$.

Theorem 23.4. Let $G$ be a residuated groupoid. Then
(1) if $G$ contains a descending chain which is unbounded below, each class modulo $Z$ contains at least one such chain;
(2) if $G$ contains an ascending chain which is unbounded above, each class modulo $Z$ contains at least one ascending chain which is unbounded above and at least one descending chain which is unbounded below.

Proof. Let $a_{1} \geq a_{2} \geq a_{3} \geq \cdots$ denote a descending chain, unbounded below, in the class $\mathscr{A}$ modulo $Z$. Let $\mathscr{B}$ be any class modulo $Z$. Then there exists one and only class $\mathscr{C}$ modulo $Z$ such that $\mathscr{C} \mathscr{B}=\mathscr{A}$ and

$$
(\forall c \in \mathscr{C}) \quad a_{1} \cdot \cdot c \geq a_{2} \cdot c \geq a_{3} \cdot c \geq \cdots
$$

Let $b_{i}=a_{i} \cdot \cdot c$ for each index $i$ and let us show that the chain given by $b_{i} \geq b_{i+1}(i=1,2,3, \ldots)$ is unbounded below. Suppose in fact that there existed an element $b \in \mathscr{B}$ such that $(\forall n) b \leq b_{n}$; then we would have $(\forall n) c b \leq a_{n}$ and the chain $a_{i} \geq a_{i+1}(i=1,2,3, \ldots)$ would be bounded below by $\boldsymbol{c b}$, contrary to the hypothesis. It follows that $\mathscr{B}$ contains a descending chain which is unbounded below and since $\mathscr{B}$ is arbitrary the same is true for all classes modulo $Z$.

Suppose now that $a_{1} \leq a_{2} \leq a_{3} \leq \cdots$ is an ascending chain, unbounded above, in the class $\mathscr{A}$ modulo $Z$. Let $\mathscr{C}$ be any class modulo $Z$. Then there exists one and only one class $\mathscr{B}$ modulo $Z$ such that $\mathscr{B} \mathscr{A}=\mathscr{C}$ and

$$
(\forall b \in \mathscr{B}) \quad b a_{1} \leq b a_{2} \leq b a_{3} \leq \cdots .
$$

Let $c_{i}=b a_{i}$ for each index $i$ and let us show that the chain $c_{i} \leq c_{i+1}$ ( $i=1,2,3, \ldots$ ) is unbounded above. Suppose in fact that there existed an element $c \in \mathscr{C}$ such that $(\forall n) c_{n} \leq c$. Then we would have $(\forall n) b a_{n} \leq c$ whence $(\forall n) a_{n} \leq c . \cdot b$ and the chain $a_{i} \leq a_{i+1}(i=1,2,3, \ldots)$ would be bounded above by $c \cdot \cdot b$, contrary to the hypothesis. It follows that every class modulo $Z$ contains an ascending chain which is unbounded above.

Moreover, for each class $\mathscr{C}$ modulo $Z$ there is one and only one class $\mathscr{D}$ modulo $Z$ such that $\mathscr{A} \mathscr{D}=\mathscr{C}$ and

$$
(\forall c \in \mathscr{C}) \quad c \cdot \cdot a_{1} \geq c \cdot \cdot a_{2} \geq c \cdot \cdot a_{3} \geq \cdots
$$

Define $d_{t}=c . \cdot a_{t}$ for each index $i$. The chain $d_{i} \geq d_{t+1}(i=1,2,3, \ldots)$ is not bounded below [for if it were then there would exist $d \leq c \cdot \cdot a_{n}$ for each $n$, whence $a_{n} \leq c \cdot d$ and the chain $a_{i} \leq a_{i+1}(i=1,2,3, \ldots)$ would be bounded above]. Since $\mathscr{D}$ contains a descending chain which is unbounded below, the result follows from part (1).

Collecting the above results, we can now prove:

Theorem 23.5. If the residuated groupoid $G$ contains a maximal element then each class modulo $Z$ contains a maximum element.

Proof. Suppose that $\bar{a}$ is maximal in the class $\mathscr{A}$ modulo $Z$. By Theorem 23.3, $\bar{a}$ is the maximum element of $\mathscr{A}$. It follows that $\mathscr{A}$ contains no ascending chain which is unbounded above and hence by Theorem 23.4 that no class modulo $Z$ can contain such a chain. By Zorn's axiom, each class therefore contains a maximal element which, by virtue of Theorem 23.3, is maximum in its class.

Let us now see what is implied by the existence of a minimal element in a residuated groupoid.

Theorem 23.6. If the residuated groupoid $G$ contains a minimal element then every class modulo $Z$ is an upper directed set.

Proof. Let $x$ be minimal in $G$ and consider first of all any two elements $a_{1}, a_{2}$ of $G$ such that $\left[\leftarrow, a_{1}\right] \cap\left[\leftarrow, a_{2}\right] \neq \varnothing$. We know that there exists $y \in G$ such that $a_{1} y=\underline{x}$ (namely, $y=\underline{x} \cdot \cdot a_{1}$ ). Let $a \in\left[\leftarrow, a_{1}\right] \cap\left[\leftarrow, a_{2}\right]$; then by the isotone property, and remembering that $\underline{x}$ is minimal, we have $x=a_{1} y=a y \leq a_{2} y$ whence $a_{1} \leq a_{2} y \cdot y$. But we know that $a_{2} \leq a_{2} y^{\cdot} \cdot y$; it therefore follows that $\left[a_{1}, \rightarrow\right] \cap\left[a_{2}, \rightarrow\right] \neq \varnothing$.

This being the case, let $\mathscr{B}$ be any class modulo $Z$ and let $\beta_{1}, \beta_{2}$ be any two elements of $\mathscr{B}$. By the definition of $Z$ there are finite zigzag chains joining $\beta_{1}$ to $\beta_{2}$. Choose one of minimal length, say

$$
\beta_{1}=b_{1} \nVdash b_{2} \nVdash \cdots \nVdash b_{n}=\beta_{2} .
$$

Now amongst these elements there is a finite number, $N$ say, of elements $b_{t}$ such that $b_{t-1} \leq b_{t}$ and $b_{t+1} \leq b_{t}$. Denoting such elements by $b_{t}$ we consider the finite sequence

$$
b_{\overline{1}}\left\|b_{\overline{2}}\right\| \cdots \| b_{\bar{N}},
$$

where the non-comparability results from the minimality of the length of the chain. Now from the definition of $b_{i}$ we have $\left[\leftarrow, \beta_{1}\right] \cap\left[\leftarrow, b_{\overline{1}}\right] \neq \varnothing$. The result of the first paragraph above therefore gives $\left[\beta_{1}, \rightarrow\right] \cap\left[b_{\overline{1}}, \rightarrow\right]$ $\neq \varnothing$. Consider any element $b_{1^{*}} \in\left[\beta_{1}, \rightarrow\right] \cap\left[b_{\overline{1}}, \rightarrow\right]$; since $\left[\leftarrow, b_{\overline{1}}\right]$ $\cap\left[\leftarrow, b_{\overline{2}}\right] \neq \varnothing$ we deduce that $\left[\leftarrow, b_{1^{*}}\right] \cap\left[\leftarrow, b_{\overline{2}}\right] \neq \varnothing$ so that, by the above result, $\left[b_{1^{*}}, \rightarrow\right] \cap\left[b_{2}, \rightarrow\right] \neq \varnothing$ and consequently $\left[\beta_{1}, \rightarrow\right] \cap\left[b_{2}, \rightarrow\right]$
$\neq \varnothing$. Consider now $b_{2^{*}} \in\left[\beta_{1}, \rightarrow\right] \cap\left[b_{\overline{2}}, \rightarrow\right]$; since $\left[\leftarrow, b_{\overline{2}}\right] \cap\left[\leftarrow, b_{\overline{3}}\right] \neq \varnothing$ we have $\left[\leftarrow, b_{2^{*}}\right] \cap\left[\leftarrow, b_{\overline{3}}\right] \neq \varnothing$ so that, by the above result, $\left[b_{2^{*}}, \rightarrow\right]$ $\cap\left[b_{\overline{3}}, \rightarrow\right] \neq \varnothing$ and consequently $\left[\beta_{1}, \rightarrow\right] \cap\left[b_{\overline{3}}, \rightarrow\right] \neq \varnothing$. Consider now any element $b_{3^{*}} \in\left[\beta_{1}, \rightarrow\right] \cap\left[b_{\overline{3}}, \rightarrow\right]$, etc. After a finite number (in fact $N$ ) applications of this process, we arrive at $\left[\beta_{1}, \rightarrow\right] \cap\left[b_{\bar{N}}, \rightarrow\right] \neq \varnothing$. Since we also have $\left[\leftarrow, b_{\bar{N}}\right] \cap\left[\leftarrow, \beta_{2}\right] \neq \varnothing$ a final application of the process yields $\left[\beta_{1}, \rightarrow\right] \cap\left[\beta_{2}, \rightarrow\right] \neq \varnothing$ and this completes the proof.

Theorem 23.7. If the residuated groupoid $G$ contains a minimal element then that element is minimum in its class modulo $Z$.

Proof. Let $\underline{a}$ be minimal in $G$ and let $\mathscr{A}$ be its class modulo $Z$. Let $x$ be any element of $\mathscr{A}$. Since $\mathscr{A}$ is upper directed by Theorem 23.6, there exists $z \in[x, \rightarrow] \cap[\underline{a}, \rightarrow]$ and since there exists $t$ such that $t z=\underline{a}$ (namely $t=\underline{a} \cdot . z$ ) we have $t x=t \underline{a}=\underline{a}$. In other words, for any $x \in \mathscr{A}$ there exists an element, which we shall denote by $t_{x}$, such that $t_{x} x=\underline{a}$ and $t_{x} \leq \underline{a} \cdot \underline{a}$.

Consider now any element $y \in \mathscr{A}$. Since $G$ is residuated, there exists $x \in \mathscr{A}$ such that $\left(a^{\cdot} \cdot \underline{a}\right) x \leq y$. It follows by the isotone property that $p x \leq y$ for all $p \leq \underline{a} \cdot . \underline{a}$ and in particular that $\underline{a}=t_{x} x \leq y$. Since $y$ was chosen arbitrarily in $\mathscr{A}$, it follows that $\underline{a}$ is the minimum element of $\mathscr{A}$.

Theorem 23.8. If the residuated groupoid $G$ contains a minimal element then every class modulo $Z$ contains both a maximum element and a minimum element.

Proof. Let $\underline{a}$ be minimal in $G$ and let $\mathscr{A}$ be its class modulo $Z$. By Theorem 23.7, $\underline{a}$ is minimum in $\mathscr{A}$. It follows that $\mathscr{A}$ contains no descending chains which are unbounded below and so, by Theorem 23.4(2), no class modulo $Z$ contains an ascending chain which is unbounded above. All ascending chains in $G$ being bounded above, it follows by Zorn's axiom that $G$ contains maximal elements and so, by Theorem 23.5, each class modulo $Z$ contains a maximum element. Moreover, since $a$ is minimum in $\mathscr{A}$, it follows by Theorem 23.4(1) that no class modulo $Z$ can contain a descending chain which is unbounded below. Again by Zorn's axiom each class modulo $Z$ therefore contains minimal elements. The result is completed by appealing to Theorem 23.7.

The previous results give us the general form of residuated groupoids; we summarize in the following:

Theorem 23.9. If the ordered groupoid $G$ is residuated then each class modulo $Z$ contains either:
(1) a maximum element and a minimum element; or
(2) a maximum element and no minimal elements; or
(3) no maximal elements and no minimal elements.

It should also be noted from the above results that $Z$ is a closure equivalence if and only if one of the classes modulo $Z$ admits a maximum element; and that $Z$ is both a closure and a dual closure equivalence if and only if one of the classes admits a minimum element. Theorem 23.9 may thus be restated in the form:

Theorem 23.9*. If $G$ is a residuated groupoid then the zigzag equivalence $Z$ on $G$ is either a closure equivalence or both a closure equivalence and a dual closure equivalence or neither.

The three types of residuated groupoid as described in Theorem 16.9 are in general distinct. This can be shown by means of examples and for this we refer the reader to Exercises 22.1, 23.1 and 23.2.

Theorem 23.10. In a residuated groupoid the Molinaro equivalences are finer than the zigzag equivalence.

Proof. This follows from the observations
(i) $a \equiv b\left(A_{x}\right) \Rightarrow a \leq x \cdot(x \cdot \cdot a)=x \cdot(x \cdot \cdot b) \geq b \Rightarrow a \equiv b(Z)$;
(ii) $a \equiv b\left(B_{x}\right) \Rightarrow a \geq x(a \cdot \cdot x)=x(b \cdot \cdot x) \leq b \Rightarrow a \equiv b(Z)$;
(iii) $a \equiv b\left(F_{x}\right) \Rightarrow a \leq x a \cdot \cdot x=x b \cdot \cdot x \geq b \Rightarrow a \equiv b(Z)$.

Theorem 23.11. A residuated groupoid $G$ contains a maximal element if and only if

$$
(\exists x \in G) A_{x}=Z \quad\left[\text { resp. } x_{x} A=Z\right]
$$

Proof. Suppose that $\bar{x}$ is maximal (hence maximum) in the class $\mathscr{X}$ modulo $Z$. Let $\mathscr{A}$ be any class modulo $Z$. There exists one and only one class $\mathscr{B}$ modulo $Z$ such that $\mathscr{A} \mathscr{B}=\mathscr{X}$; let $\bar{b}$ be the maximum element of
this class. Since $(\forall a \in \mathscr{A}) a \bar{b} \leq \bar{x}$ we have $(\forall a \in \mathscr{A}) \bar{b}=\bar{x} \cdot \cdot a$. It follows that $a \equiv a^{*}(Z) \Rightarrow a \equiv a^{*}\left(A_{\dot{x}}\right)$ whence $Z \leq A_{\dot{x}}$. Appealing to Theorem 23.10, we then have $Z=A_{\bar{x}}$. Conversely, if there is an element $x \in G$ such that $Z=A_{x}$ then since each class modulo $A_{x}$ admits a maximum element so also does each class modulo $Z$.

Theorem 23.12. The following conditions are equivalent and are necessary and sufficient for a residuated groupoid to admit a minimal element:
(1) $(\exists x \in G) \quad F_{x}=Z \quad\left[r e s p .{ }_{x} F=Z\right]$;
(2) $(\exists x \in G) \quad B_{x}=Z \quad\left[r e s p \cdot{ }_{x} B=Z\right]$.

Proof. If $G$ contains a minimal element then each class modulo $Z$ contains a maximum element and a minimum element (Theorem 23.8). Consider $\mathscr{B} \mathscr{A}=\mathscr{C}$ with $\underline{b}$ minimum in $\mathscr{B}, \bar{a}$ maximum in $\mathscr{A}$ and $\underline{c}$ minimum in $\mathscr{C}$. We have necessarily $\underline{b} \bar{a}=\underline{c}$; for if we had $\underline{b} \bar{a}=c>c$ then we would have $(\forall b \in \mathscr{B}) b \bar{a} \geq c>\underline{c}$ and consequently there would not exist $b \in G$ such that $b \bar{a} \leq \subseteq$, so that $G$ would not be residuated. From this equality we deduce, using the fact that $c$ is the minimum element of $\mathscr{C}$, that $(\forall a \in \mathscr{A}) \underline{b} a=\underline{c}$. It follows that $a \equiv a^{*}(Z) \Rightarrow a \equiv a^{*}\left(F_{b}\right)$ whence $Z \leq F_{b}$ and so $Z=F_{b}$ by Theorem 23.10. Conversely, if there is an element $\bar{x} \in G$ such that $\bar{F}_{x}=Z$, let $\mathscr{X}$ be the class of $x$ modulo $Z$ and let $\mathscr{A}$ be any class modulo $Z$. Writing $\mathscr{X} \mathscr{A}=\mathscr{Y}$ we have, since $F_{x}=Z$,

$$
\left(\exists y^{*} \in \mathscr{Y}\right)(\forall a \in \mathscr{A}) x a=y^{*} .
$$

Now if $y$ is any element of $\mathscr{Y}$ there exists an element $a^{*}(=y \cdot x)$ such that $x a^{*} \leq y$ and so it follows that $y^{*} \leq y$ whence $y^{*}$ is the minimum element of $\mathscr{Y}$ and hence is minimal in $G$.

The corresponding assertion concerning the equivalence of type $B$ is proved as follows. Considering $\mathscr{C} \mathscr{B}=\mathscr{A}$, we have as in the above $\bar{c} \underline{b}=\underline{a}$ so that $(\forall a \in \mathscr{A}) \bar{c} \underline{b} \leq a$ and consequently $(\forall a \in \mathscr{A}) \bar{c}=a \cdot \underline{b}$. It follows that $Z \leq B_{\underline{b}}$ and hence that $Z=B_{\underline{b}}$. The converse is clear.

Introducing the notation $\max G[$ resp. $\min G$ ] to denote the set of maximal [resp. minimal] elements of $G$, the following result is immediate from the previous proof:

Theorem 23.13. If the residuated groupoid $G$ contains a maximal element $\bar{x}$, then

$$
\max G=\{\bar{x} \cdot \cdot a ; a \in G\}=\{\bar{x} \cdot . a ; a \in G\} .
$$

Correspondingly, if $G$ contains a minimal element $y$ then

$$
\begin{aligned}
\max G & =\{a \cdot \cdot y ; a \in G\}=\{a \cdot \underline{y} ; a \in G\} ; \\
\min G & =\{a y ; a \in G\}=\{\underline{y} ; a \in G\}
\end{aligned}
$$

Let us now examine the situation when $G$ is a semigroup.
Theorem 23.14. If the ordered semigroup $S$ is residuated then $S / Z$ is a group.

Proof. Since $Z$ is compatible with multiplication by Theorem 23.1, it follows that $S / Z$ is a semigroup. Being a quasigroup by Theorem 16.2, $S / Z$ is therefore a group.

It can be shown by means of examples that restricting the multiplication to be associative does not alter the general form of $G$ as an ordered set; see Exercises 23.3, 23.4 and 23.5. The general form of residuated semigroups may therefore be enunciated as in Theorem 23.9.

Turning now to the case where $G$ is a $c$-groupoid (i.e. one in which the cancellation laws hold) we have the following results, of which the first is an immediate consequence of the definition:

Theorem 23.15. A residuated groupoid $G$ is a c-groupoid if and only if every equivalence of type $F$ on $G$ reduces to equality.

Theorem 23.16. A residuated c-groupoid cannot contain a minimal element without the equivalence $Z$ reducing to equality.

Proof. Suppose that $G$ contains a minimal element $\underline{x}$. Let $\mathscr{X}$ be its class modulo $Z$. Let $y \equiv \underline{x}(Z)$; then since by Theorem 23.6 there exists $z \in[\underline{x}, \rightarrow] \cap[y, \rightarrow]$, there exists $t$ (namely $t=x \cdot z$ ) such that $t \underline{x}=t y$ [ $=x$ ]. It follows by the cancellation law that $x=y$. Since $y$ was chosen arbitrarily in $\mathscr{X}$ we conclude that $\mathscr{X}=\{\underline{x}\}$. Since each class modulo $Z$ contains a minimal element, we deduce from this that $Z$ reduces to equality.

Exercises 23.6 and 23.7 show that no further simplification of Theorem 23.9 arises in the case of $c$-groupoids. The general form of residuated $c$-groupoids is thus as follows.

Theorem 23.17. If a c-groupoid is residuated then either the equivalence $Z$ reduces to equality or each class modulo $Z$ contains a maximum element and no minimal elements or no maximal elements and no minimal elements.

Let us now pass to the case of a $q$-groupoid; i.e., a groupoid $G$ in which $(\forall a, b \in G)(\exists x, y \in G) a x=b, y a=b$.

Theorem 23.18. A residuated groupoid is a $q$-groupoid if and only if each equivalence of type $B$ reduces to equality.

Proof. The sufficiency of the condition follows from the fact that

$$
(\forall a, b \in G) \quad a(b \cdot \cdot a) \equiv b\left(B_{a}\right) ; \quad(b \cdot \cdot a) a \equiv b\left({ }_{a} B\right)
$$

Conversely, if $\boldsymbol{G}$ is a $q$-groupoid then every element is both a left and a right multiple of every otherelement. Thus every element is minimum inits class modulo every equivalence of type B. The condition is therefore also necessary.

Theorem 23.19. A residuated q-groupoid cannot contain a maximal element without the equivalence $Z$ reducing to equality.

Proof. Suppose that $G$ is a residuated $q$-groupoid and that $\bar{a}$ is maximal in $G$. By Theorem 23.18 we have

$$
\begin{equation*}
\left(\forall b, b^{*} \in G\right) \quad b(\bar{a} \cdot \cdot b)=\bar{a}=b^{*}\left(\bar{a} \cdot b^{*}\right) \tag{*}
\end{equation*}
$$

In particular, suppose that $b, b^{*}$ belong to the same class modulo $Z$. Then since $A_{\bar{a}}=Z$ by Theorem 23.11 we have $\bar{a} \cdot \cdot b=\bar{a} \cdot{ }^{\cdot} b^{*}=c$ say, so that by (*) $b \equiv b^{*}\left({ }_{c} F\right)$. Since this holds for each class modulo $Z$ we deduce that $Z={ }_{c} F$ and hence by Theorem 23.12 that each class modulo $Z$ contains a minimum element. Now let $x$ be any minimal element of $G$. By Theorem 23.13 the minimal elements of $G$ are simply the multiples of $\underline{x}$. But since $B_{\underline{x}},{ }_{x} B$ are equality, every element is a multiple of $x$ and so is minimal in $G$. It follows that $Z$ is equality.

The general form of residuated $q$-groupoids is as follows, their existence being assured by Exercise 23.8.

Theorem 23.20. If a q-groupoid is residuated then either the equivalence $Z$ reduces to equality or each class modulo $Z$ contains no maximal elements and no minimal elements.

The general form of residuated $c$-semigroups is deduced from that of residuated semigroups and that of residuated $c$-groupoids. Its enunciation is as in Theorem 23.17 and examples of each type are given in Exercises 23.9 and 23.10. The general form of residuated quasigroups is deduced from that of residuated $c$-groupoids and that of residuated $q$-groupoids. Its enunciation is as in Theorem 23.20. An example of a residuated quasigroup is to be found in Exercise 23.11. We also have the following results concerning residuated quasigroups, of which the first is immediate.

Theorem 23.21. A residuated groupoid $G$ is a quasigroup if and only if all the equivalences of types $B$ and $F$ reduce to equality.

Theorem 23.22. If $G$ is a residuated quasigroup then every equivalence of type $A$ reduces to equality.

Proof. Given any $a, c \in G$ there exists a unique $b \in G$ such that $a b=c$. Consider the set of elements $x \in G$ such that $a x \leq c$. We have $a x \leq a b$ and so $x \leq a b . \cdot a=b$ since $F_{a}$ is equality. It follows from this that $b=c \cdot \cdot a$. In a similar way, $a=c^{\cdot} . b$. Thus $a=c \cdot b=c^{\cdot} .\left(c \cdot .^{\cdot} a\right)$. Since $a, c$ are arbitrary, it follows that each equivalence of type $A$ is equality.

Definition. An ordered groupoid will be called $\cup$-semireticulated if it is a $u$-semilattice in which the following distributive laws hold

$$
(\forall a, b, c \in G) \quad a(b \cup c)=a b \cup a c ; \quad(b \cup c) a=b a \cup c a .
$$

Theorem 23.23. Let $Q$ be an ordered quasigroup. If $Q$ is $a \cup$-semilattice then $Q$ is residuated if and only if it is $\cup$-semireticulated.

Proof. If $Q$ is residuated then, each translation being a residuated mapping, $Q$ is $\cup$-semireticulated by Theorem 5.2 (see also Exercise 22.3). Conversely, let $Q$ be $\cup$-semireticulated. Given any $a, b \in Q$ there exists a unique $c \in Q$ such that $a c=b$. Let us show that this element $c$ is the greatest of the elements $x \in Q$ such that $a x \leq b$. Given any $x$ satisfying $a x \leq b$, consider the element $z=c \cup x$. We have

$$
a z=a(c \cup x)=a c \cup a x=b \cup a x=b=a c
$$

whence $z=c$ by the cancellation law and so $x \leq c$.

Definition. By a reticulated groupoid we shall mean a $\cup$-semireticulated groupoid which is a lattice.

Theorem 23.24. Every $\cup$-semireticulated quasigroup is reticulated.
Proof. If $Q$ is $\cup$-semireticulated then by the previous theorem $Q$ is residuated. Given any $a \in Q$, consider the mapping $f_{a}: Q \rightarrow Q$ given by

$$
(\forall x \in Q) f_{a}(x)=a \cdot \cdot x
$$

Since $A_{a}$ is equality by Theorem 23.22, $f_{a}$ is injective. Moreover, since ${ }_{a} A$ is also equality every element of $Q$ is a right residual of $a$ and so $f_{a}$ is surjective. Thus $f_{a}$ is a bijection; and since it satisfies

$$
x \leq y \Leftrightarrow f_{a}(y) \leq f_{a}(x)
$$

it follows that $Q$ is isomorphic to its dual and so is a lattice.
As far as groups are concerned, we have seen in Example 22.2 that every ordered group is residuated with $b . \cdot a=a^{-1} b$ and $b \cdot a=b a^{-1}$. The general form of residuated groups is as in Theorem 23.20. We also have the following result.

Theorem 23.25. Every $\cup$-semilattice ordered group is reticulated and as a lattice is distributive.

Proof. Let $G$ be a $\cup$-semilattice ordered group. Being residuated, it is then $U$-semireticulated by Theorem 23.23 and hence is reticulated by Theorem 23.24. Now intersection in $\boldsymbol{G}$ is given by

$$
\begin{equation*}
(\forall a, b \in G) \quad a \cap b=b(a \cup b)^{-1} a . \tag{*}
\end{equation*}
$$

In fact, from

$$
x \leq y \Leftrightarrow 1=x x^{-1} \leq y x^{-1} \Leftrightarrow y^{-1} \leq y^{-1} y x^{-1}=x^{-1}
$$

we deduce that for any $a, b$ in $G, a^{-1} \geq(a \cup b)^{-1}$ and $b^{-1} \geq(a \cup b)^{-1}$. It follows that $b(a \cup b)^{-1} a$ is a lower bound for $\{a, b\}$. Now if $x \leq a, b$ then $a^{-1}, b^{-1} \leq x^{-1}$ and so $a^{-1} \cup b^{-1} \leq x^{-1}$. But since $G$ is reticulated $a^{-1} \cup b^{-1}=a^{-1}(b \cup a) b^{-1}$. Hence we have $x \leq b(a \cup b)^{-1} a$. This establishes the equality $\left({ }^{*}\right)$. To show that $G$ is distributive as a lattice, we use the result of Theorem 9.1. Suppose that $a \cup b=a \cup c$ and that
$a \cap b=a \cap c$; then from (*) we have

$$
b=(a \cap b) a^{-1}(a \cup b)=(a \cap c) a^{-1}(a \cup c)=c
$$

as required.
We end the present section with a structure theorem which follows from the results of the previous discussion.

Definition. By a proper Molinaro equivalence on a residuated groupoid $G$ we shall mean an equivalence of type $A, B$ or $F$ which is distinct from equality and from the zigzag equivalence.

Theorem 23.26. Let $G$ be a residuated groupoid with a neutral element. If $G$ has no proper Molinaro equivalences then there are but two possibilities:
(1) the classes modulo $Z$ have at most two elements and the class of 1 is isomorphic to the Boolean algebra $\{0,1\}$; or
(2) $G$ is a loop; and if the class of 1 consists only of 1 then the loop ordering is the trivial ordering $a \sharp b \Leftrightarrow a=b$.

Proof. First of all, if every Molinaro equivalence reduces to equality then $G$ is a loop by virtue of Theorem 23.21; and if the class of 1 consists only of 1 itself, then 1 is minimal in $G$ and so, by Theorem 23.13, every element of $G$ is minimal and consequently $Z$ is equality, the trivial ordering.

Suppose therefore that not every Molinaro equivalence reduces to equality. By Theorem 23.10, $Z$ is not equality and there exists, by hypothesis, at least one equivalence of type $A, B$ or $F$ which coincides with $Z$. It follows by virtue of Theorems 23.11, 23.12 and 23.5 that each class modulo $Z$ admits a maximum element. Suppose that $\bar{a}$ is the maximum element in the class of 1 modulo $Z$. From $1 \leq \bar{a}$ we have $\bar{a}=\bar{a} 1 \leq \bar{a} \bar{a}$ so that, $\bar{a}$ being maximal, $\bar{a}=\bar{a} \bar{a}$ and consequently $1 \equiv \bar{a}\left(F_{\bar{a}}\right)$. Now if $F_{\bar{a}}=Z$ we have $(\forall x \equiv \bar{a}(Z)) \bar{a} x=\bar{a} \bar{a}$ whence it follows that $\bar{a}$ is also minimum in its class modulo $Z$ [for since $\bar{a} \bar{a}=\bar{a}$ we have $(\forall x \equiv \bar{a}(Z)$ ) $\bar{a} x=\bar{a}$ and if there existed $y \equiv \bar{a}(Z)$ with $y<\bar{a}$ then there would not exist $x \in G$ such that $\bar{a} x \leq y$, so that $G$ would not be residuated]. It follows from this that if $F_{\bar{a}}=Z$ then the class of 1 modulo $Z$ reduces to $\{1\}$ and as we have seen above this implies that $Z$ is equality, contrary to the
hypothesis. Hence we cannot have $F_{\bar{u}}=Z$, whence $F_{\bar{u}}$ must be equality. It then follows that $1=\bar{a}$ so that 1 is maximum in its class modulo $Z$. Since we always have $(\forall x \in G) 1 \leq x \cdot \cdot x$, it then follows that $(\forall x \in G)$ $1=x \cdot \cdot x$. Consider now any class $\mathscr{X}$ modulo $Z$. Let $\bar{x}$ be the maximum element of $\mathscr{X}$ and consider $x_{1} \leq x_{2}<\bar{x}$. We have $x_{2} \cdot x_{1} \geq x_{2} \cdot x_{2}=1$ whence, 1 being maximal, it follows that $x_{1} \equiv x_{2}\left(A_{x_{2}}\right)$. But since $x_{2} \cdot x_{2}$ $=1$ we also have the equality $x_{2} \cdot .\left(x_{2} \cdot x_{2}\right)=x_{2} \cdot .1=x_{2}$ so that $x_{2}$ is maximum in its class modulo $A_{x_{2}}$ and so $x_{2} \not \equiv \bar{x}\left(A_{x_{2}}\right)$. We deduce from this that $A_{x_{2}} \neq Z$ and so $A_{x_{2}}$ must be equality, whence $x_{1}=x_{2}$. Consequently, any element which is covered by $\bar{x}$ is necessarily minimal in $\mathscr{X}$ and such an element must be minimum in $\mathscr{X}$ by virtue of Theorem 23.7. The proof is completed by noting that if the class containing 1 is $\{x, 1\}$ then $x<1$ gives $x^{2} \leq x$ and this forces $x^{2}=x$; consequently $\{x, 1\}$ is isomorphic to the two-element Boolean algebra.

## EXERCISES

23.1. Consider the ordered set defined by

$$
\left\{\begin{array}{l}
G=\left\{a_{i}^{\lambda}, b_{j}^{\mu} ; \lambda, \mu=0,1, \ldots, 5 ; i, j=1,2,3, \ldots\right\} \\
a_{i}^{\lambda} \leq b_{j}^{\mu} \leq a_{k}^{v} \Leftrightarrow \lambda=\mu=v, i>j \geq k
\end{array}\right.
$$

Endow $G$ with the following multiplication:
(a) choose as $G / Z$ the following quasigroup

|  | $\mathscr{A}^{0}$ | $\mathscr{A}^{1}$ | $\mathscr{A}^{2}$ | $\mathscr{A}^{3}$ | $\mathscr{A}^{4}$ | $\mathscr{A}^{5}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathscr{A}^{0}$ | $\mathscr{A}^{1}$ | $\mathscr{A}^{2}$ | $\mathscr{A}^{4}$ | $\mathscr{A}^{5}$ | $\mathscr{A}^{0}$ | $\mathscr{A}^{3}$ |
| $\mathscr{A}^{1}$ | $\mathscr{A}^{2}$ | $\mathscr{A}^{5}$ | $\mathscr{A}^{0}$ | $\mathscr{A}^{4}$ | $\mathscr{A}^{3}$ | $\mathscr{A}^{1}$ |
| $\mathscr{A}^{2}$ | $\mathscr{A}^{4}$ | $\mathscr{A}^{0}$ | $\mathscr{A}^{3}$ | $\mathscr{A}^{2}$ | $\mathscr{A}^{1}$ | $\mathscr{A}^{5}$ |
| $\mathscr{A}^{3}$ | $\mathscr{A}^{5}$ | $\mathscr{A}^{3}$ | $\mathscr{A}^{1}$ | $\mathscr{A}^{0}$ | $\mathscr{A}^{4}$ | $\mathscr{A}^{2}$ |
| $\mathscr{A}^{4}$ | $\mathscr{A}^{0}$ | $\mathscr{A}^{1}$ | $\mathscr{A}^{2}$ | $\mathscr{A}^{3}$ | $\mathscr{A}^{5}$ | $\mathscr{A}^{4}$ |
| $\mathscr{A}^{3}$ | $\mathscr{A}^{4}$ | $\mathscr{A}^{5}$ | $\mathscr{A}^{1}$ | $\mathscr{A}^{2}$ | $\mathscr{A}^{0}$ |  |

(b) for element-wise multiplication, define

$$
a_{i}^{\lambda} a_{i}^{\mu}=a_{i}^{\lambda} b_{j}^{\mu}=a_{i j}^{\lambda_{i}^{\mu}} ; \quad b_{i}^{\lambda} a_{i_{4}}^{\mu}=b_{i}^{\lambda} b_{j}^{\mu}=b_{i j}^{\lambda \mu}
$$

where $\mathscr{A}^{\lambda \mu}$ is the product $\mathscr{A}^{\lambda} \mathscr{A}^{\mu}$ as determined by (*). Show that $G$ is a residuated groupoid in which, if $\{i / j\}$ denotes the integer $N$ such that $N-1<i / j \leq N$ and $\mathscr{A} \lambda \cdot \cdot \mu$
is the class $\mathscr{A}^{p}$ such that $\mathscr{A}^{\mu} \mathscr{A}^{p}=\mathscr{A}^{2}$,

$$
\begin{aligned}
& \left\{\begin{array}{l}
a_{i}^{\lambda} \cdot a_{j}^{\mu}=a_{i}^{\lambda} \cdot b_{j}^{\mu}=b_{i}^{\lambda} \cdot b_{j}^{\mu}=a_{\{i / j}^{\lambda \cdot \mu} ; \\
b_{i}^{\lambda} \cdot a_{j}^{\mu}=a_{\{i / j\}+1}^{\lambda \cdot \mu},
\end{array}\right. \\
& \left\{\begin{array}{l}
a_{i}^{\lambda} \cdot \cdot a_{j}^{\mu}=a_{i}^{\lambda} \cdot b_{j}^{\mu}=a_{\{i / j\}}^{\lambda \cdot \mu} ; \\
b_{i}^{\lambda} \cdot \cdot a_{j}^{\mu}=b_{i}^{\lambda} \cdot b_{j}^{\mu}=b_{\{i / j\}}^{\lambda \cdot \mu} .
\end{array}\right.
\end{aligned}
$$

23.2. Consider the ordered set defined by

$$
\left\{\begin{array}{l}
G=\left\{(x, y)^{\lambda} ; \lambda=0,1, \ldots, 5 ; x, y \text { integers with } x \leq 0\right\} \\
(x, y)^{\lambda} \leq\left(x^{\prime}, y^{\prime}\right)^{\mu} \Leftrightarrow \lambda=\mu, x \leq x^{\prime}, y \leq y^{\prime}
\end{array}\right.
$$

Endow $G$ with the following multiplication:
(a) as the groupoid $G / Z$ choose the quasigroup (*) given in Exercise 23.1;
(b) for element-wise multiplication define

$$
(x, y)^{\lambda}(u, v)^{\mu}=\left(\min \{x, u\}, y+v^{*}\right)^{\lambda \mu}
$$

where $\lambda \mu$ is as in Exercise 23.1 and $v^{*}$ denotes the greatest multiple of a given fixed integer $N>1$ which is less than or equal to $v$; i.e. $v^{*}=k N<v \leq(k+1) N$. Establish the properties $d^{*}=\left(N-1+d^{*}\right)^{*}, b^{*}+d^{*}=\left(b+d^{*}\right)^{*}, b \leq b^{*}+N-1$ and deduce that $G$ is residuated with

$$
\begin{cases}(c, d)^{\lambda \cdot} \cdot(a, b)^{\mu}= \begin{cases}\left(0, d-b^{*}\right)^{\lambda \cdot \mu} & \text { if } a \leq c ; \\ \left(c, d-b^{*}\right)^{\lambda \cdot \mu} & \text { if } a>c\end{cases} \\ (c, d)^{\lambda} \cdot(a, b)^{\mu}= \begin{cases}\left(0,(d-b)^{*}+N-1\right)^{\lambda \cdot \mu} & \text { if } a \leq c ; \\ \left(c,(d-b)^{*}+N-1\right)^{\lambda \cdot \mu} & \text { if } a>c\end{cases} \end{cases}
$$

23.3. Consider the following Hasse diagram and Cayley table:


|  | $a$ | $b$ | $c$ | $d$ | $e$ |
| :---: | :--- | :--- | :--- | :--- | :--- |
| $a$ | $b$ | $b$ | $c$ | $e$ | $e$ |
| $b$ | $c$ | $c$ | $c$ | $e$ | $e$ |
| $c$ | $c$ | $c$ | $c$ | $e$ | $e$ |
| $d$ | $d$ | $d$ | $e$ | $c$ | $c$ |
| $e$ | $e$ | $e$ | $e$ | $c$ | $c$ |

Show that these define a non-abelian ordered semigroup $S$. Show that $S$ is residuated by compiling tables of residuals.
23.4. Modify Exercise 23.1 by taking for $G / Z$ any group of order 6 . Show that this yields a non-abelian residuated semigroup of type two with analogous formulae for residuals.
23.5. Modify Exercise 23.2 by taking $G / Z$ to be any group of order 6 . Show that this yields a non-abelian residuated semigroup of the third type.
23.6. Consider the ordered set defined by

$$
\left\{\begin{array}{l}
G=\left\{a_{i}^{\lambda} ; \quad \lambda=0,1, \cdots, 5 ; \quad i=1,2,3, \ldots\right\} \\
a_{i}^{\lambda} \leq a_{j}^{\mu} \Leftrightarrow \lambda=\mu, i \geq j
\end{array}\right.
$$

Endow $G$ with the following multiplication:
(a) for $G / Z$ take the quasigroup (*) of Exercise 23.1;
(b) $a_{i}^{\lambda} a_{j}^{\mu}=a_{i+j}^{2 \mu}$.

Show that this defines a residuated $c$-groupoid in which

$$
a_{i}^{\lambda} \cdot \cdot a_{j}^{\mu}=\left\{\begin{array}{lll}
a_{1}^{\lambda \cdot} \cdot \mu & \text { if } \quad i<j+1 ; \\
a_{i-j}^{\lambda \cdot \mu} & \text { if } \quad i \geq j+1,
\end{array}\right.
$$

with similar formulae for left residuals.
23.7. Consider the ordered set defined by

$$
\left\{\begin{array}{l}
G=\left\{a_{2 n, i}^{\lambda} ; \lambda=0,1, \ldots, 5 ; n=0, \pm 1, \pm 2, \ldots ; i=1,2,3, \ldots\right\} ; \\
a_{2 n, i}^{\lambda} \leq a_{2 m, j}^{\mu} \leftrightarrow \lambda=\mu, n \leq m, i \leq j
\end{array}\right.
$$

Endowing $G$ with the following multiplication:
(a) $G / Z$ : the quasigroup of Exercise 23.1;
(b) $a_{2 n, i}^{\lambda} a_{2 m, j}^{\mu}=a_{2 n+m, i+j}^{\lambda \mu}$,
show that $\boldsymbol{G}$ becomes a residuated $\boldsymbol{c}$-groupoid and determine formulae for the residuals.
23.8. Consider the ordered set given by

$$
\left\{\begin{array}{l}
G=\left\{a_{i}^{\lambda} ; \lambda=0,1, \ldots, 5 ; i=0, \pm 1, \pm 2, \ldots\right\} \\
a_{i}^{\lambda} \leq a_{i}^{\mu} \Leftrightarrow \lambda=\mu, i \leq j
\end{array}\right.
$$

Endow $G$ with the following multiplication:
(a) $G / Z$ : the quasigroup of Exercise 23.1;
(b) $\left\{\begin{array}{l}a_{2 n}^{\lambda} a_{2 m-1}^{\mu}=a_{2 n-1}^{\lambda} a_{2 m-1}^{\mu}=a_{2 n-1}^{\lambda} a_{2 m}^{\mu}=a_{2 n-2}^{\lambda} a_{2 m}^{\mu} ; \\ a_{i}^{\lambda} a_{i}^{\mu}=a_{i}^{\lambda \mu} .\end{array}\right.$

Show that $G$ becomes a residuated $q$-groupoid and determine formulae for the residuals.
23.9. Modify Exercise 23.6 by taking for $G / Z$ the dihedral group of order 6 (the smallest non-abelian group); show that the resulting structure is a residuated $c$-semigroup.
23.10. Modify Exercise 23.7 as in the previous exercise; show that the resulting structure is a residuated $c$-semigroup.
23.11. Modify Exercise 23.7 by allowing the suffix $i$ to take also the values $0,-1$, $-2, \ldots$ Show that the resulting structure is that of a residuated quasigroup. Determine how the formulae for residuals change in respect of those found in Exercise 23.7.
23.12. Prove that an ordered group $G$ is reticulated if and only if, for each $x \in G$, $x \cup 1$ exists.
23.13. If $G$ is an ordered group, prove that for all $a, b \in G$ the principal filters $[a, \rightarrow],[b, \rightarrow]$ are isomorphic.
23.14. An element $a$ of a residuated groupoid is said to be:
(1) equiresidual if $(\forall x \in G) a .^{\cdot} x=a^{\cdot} . x$;
(2) of type $\alpha$ if $(\forall x \in G) x \cdot \cdot a=x \cdot a$;
(3) of type $\beta \quad$ if $(\forall x \in G) a \cdot \cdot x=x \cdot a$;
(4) of type $\gamma \quad$ if $(\forall x \in G) x \cdot a=a \cdot x$;
(5) of type $\delta \quad$ if $(\forall x \in G) a \cdot \cdot x=x \cdot a$;
(6) of type $\varepsilon \quad$ if $(\forall x \in G) a \cdot x=x \cdot a$.

Refer to Exercise 22.7 for a characterization of elements of type $\alpha$. Prove that if a residuated groupoid $G$ contains an element of one of the types $\beta, \gamma, \delta, \varepsilon$ then each class modulo $Z$ contains a maximum element and a minimum element. Let $G$ be a residuated groupoid and let $a \in G$ be in the class $\mathscr{A}$ modulo $Z$. Prove that $a$ is of type $\beta$ if and only if:
(1) each class modulo $Z$ has a maximum element and a minimum element;
(2) for all $\mathscr{B}, \mathscr{C} \in G / Z$ such that $\mathscr{B} \mathscr{C}=\mathscr{A}$ we have $\mathscr{C} \mathscr{A}=\mathscr{B}$;
(3) $\bar{\beta}_{\bar{\prime}} \leq a$ for all maximal elements $\bar{\beta}, \bar{\gamma}$ such that $\bar{\beta} \bar{\gamma} \in \mathscr{A}$;
(4) $(\forall x \in G) x a$ is minimal in $G$.

Deduce in a similar way characterizations of elements of types $\gamma, \delta, \varepsilon$. By means of examples, show that the above six types of elements are in general distinct.
23.15. Let $G$ be a residuated groupoid such that $G / Z$ is a group with neutral element $\mathcal{E}$. If $a \in G$ is of type $\beta$, prove that:
(1) $G / Z$ is involutive [in that $\left.(\forall \mathscr{A} \in G / Z) \mathscr{A}^{2}=\mathscr{E}\right]$;
(2) $a$ is also equiresidual and of type $\varepsilon$;
(3) each element of $[a, \rightarrow]$ is equiresidual.
23.16. If $G$ is a residuated groupoid with a neutral element and if $a \in G$ is of one of the types $\beta, \gamma, \delta, \varepsilon$ show that the class of $a$ modulo $Z$ is $\{a\}$.
23.17. Let $S$ be a residuated semigroup with neutral element 1 . An element $a \in S$ is said to be of order $n$ if a smallest positive integer $n$ exists such that $a^{n}=1$. Let $a \in S$ be of order $n$. Prove that, if $p$ is any positive integer and $x=a^{p}$, the equivalences $F_{x}$, ${ }_{x} F, B_{x},{ }_{x} B$ reduce to equality. Deduce that if $s, t$ are positive integers then the following conditions concerning $a \in S$ are equivalent:
(1) $a^{5 \tau^{t}}=1$;
(2) $(\forall x \in S) x \cdot a^{t}=a^{s} x$;
(3) $(\forall x \in S) x \cdot a^{t}=x a^{S}$.
23.18. Prove that in a residuated semigroup with neutral element 1 the following conditions concerning $a \in S$ are equivalent:
(1) $\hat{\lambda}_{a}^{+}=\lambda_{a}$;
(2) $\varrho_{a}^{+}=\varrho_{a}$;
(3) $(\forall x \in S) x \cdot a=a x$;
(4) $(\forall x \in S) x \cdot . a=x a$;
(5) $a^{2}=1$.
23.19. Prove that in a residuated semigroup with neutral element 1 the following conditions concerning $a \in S$ are equivalent:
(1) $\lambda_{a}^{+}=\varrho_{a}$;
(2) $\varrho_{a}^{+}=\hat{\lambda}_{a}$;
(3) $(\forall x \in S) a x a=x$;
(4) $(\forall x \in S) x \cdot a=x a$;
(5) $(\forall x \in S) x \cdot a=a x$;
(6) $a^{2}=1$ and $(\forall x \in S) a x=x a$.
23.20. Consider the four element set $G=\{a, b, c, d\}$. Show that there are four ways in which $G$ can be endowed with a multiplication and an ordering in such a way that it becomes a non-abelian residuated groupoid (or semigroup) in which:
(1) $a$ is equiresidual:
(2) $b$ is of all six types in Exercise 23.14;
(3) $c$ is equiresidual and of types $\gamma, \delta$;
(4) $d$ is of type $\alpha$.
23.21. Let $G$ be an abelian residuated groupoid. For each $x \in G$ let $\lambda_{x}, \zeta_{x}$ be the mappings described by $(\forall y \in G) \lambda_{x}(y)=x y$ and $\zeta_{x}(y)=x: y$. We say that $G$ satisfies the property:
$R_{1}$ if $(\forall x \in G) \lambda_{x}^{+}$is residuated;
$R_{2}$ if $(\forall x \in G) \lambda_{x}^{+}$is dually residuated;
$R_{3}$ if $(\forall x \in G) \zeta_{x}$ is residuated;
$R_{4}$ if $(\forall x \in G) \zeta_{x}$ is dually residuated.
Prove that in $G$ the properties $R_{2}$ and $R_{3}$ are equivalent and are satisfied if and only if $G$ is a quasigroup in which $Z$ reduces to equality.

We shall say that $G$ is super-residuated on the right (left) if it satisfies $R_{1}\left(R_{4}\right)$. If $G$ is super-residuated on the right (left) prove that each equivalence of type $A(B)$ is both a closure and a dual closure equivalence and is strongly regular. If $G$ is super-residuated on the right prove that either $Z$ reduces to equality or each class modulo $Z$ contains no maximal elements and no minimal elements.

Now let $G$ be an abelian residuated groupoid in which each class modulo $Z$ is totally ordered. Prove that $G$ is super-residuated (on the left and right) if and only if:
(1) each class modulo $Z$ contains no maximal elements and no minimal elements;
(2) all equivalences of types $A, B$ are both closure equivalences and dual closure equivalences.
Consider the ordered set described by

$$
\left\{\begin{array}{l}
G=\left\{a_{p, i} ; p=0, \pm 1, \pm 2, \ldots, i=1,2, \ldots, N\right\} \\
a_{p, i} \leq a_{q, j} \Leftrightarrow \text { either } p<q \text { or } p=q \text { and } i \geq j
\end{array}\right.
$$

Endow $G$ with the following multiplication:

$$
a_{p, i} \cdot a_{q, j}=a_{p+q}, \min \{i, j\} .
$$

Show that $G$ is a residuated semigroup which is also super-residuated.

## 24. Group homomorphic images of ordered semigroups; Querré semigroups

As we have seen in Theorem 23.14, for any residuated semigroup $S$ the quotient semigroup $S / Z$ is a (trivially ordered) group which is an isotone homomorphic image of $S$. It is natural to ask the general question as to just when an ordered semigroup admits an isotone homomorphic image which is a group. In this section we shall obtain an answer to this question.

We begin by asking the reader to refer back to Example 22.4 where we observed that for each semigroup $S$ the power set $\mathbf{P}(S)$ can be considered as a residuated semigroup. It is precisely in this residuated semigroup that we shall be working and, for this purpose, we recall that residuals are given by
$X . Y=\{z \in S ;(\forall y \in Y) y z \in X\}, \quad X \cdot . Y=\{z \in S ;(\forall y \in Y) z y \in X\}$.
If $H$ is a non-empty subset of $S$ we shall say that $H$ is reflexive if $x y \in H \Leftrightarrow y x \in H$; i.e. if $(\forall x \in S) H . \cdot\{x\}=H \cdot\{x\}$, in which case we shall use the notation $H:\{x\}$. Such a subset will be called neat if $(\forall x \in S)$ $H:\{x\} \neq \varnothing$. Suppose now that $H$ is a reflexive neat subset of $S$. Define an equivalence relation $R_{H}$ on $S$ by

$$
a \equiv b\left(R_{H}\right) \Leftrightarrow H:\{a\}=H:\{b\}
$$

We call $R_{H}$ the Dubreil equivalence associated with $H$. This equivalence is compatible with multiplication since if $a \equiv b\left(R_{H}\right)$ then, for each $x \in S$,

$$
\begin{aligned}
y \in H:\{x a\} & \Leftrightarrow y x a \in H \Leftrightarrow y x \in H:\{a\}=H:\{b\} \Leftrightarrow y x b \in H \\
& \Leftrightarrow y \in H:\{x b\}
\end{aligned}
$$

so that $H:\{x a\}=H:\{x b\}$ and hence $x a \equiv x b\left(R_{H}\right)$; and in a similar 9 BRT
way we can show that $a x \equiv b x\left(R_{H}\right)$. We can thus form the quotient semigroup $S / R_{H}$. Define a relation $\leq$ on $S / R_{H}$ by

$$
x / R_{H} \leq y / R_{H} \Leftrightarrow H:\{y\} \subseteq H:\{x\} .
$$

Clearly $\leq$ is an ordering. Moreover,

$$
\begin{aligned}
a \mid R_{H} \leq b / R_{H} & \Rightarrow H:\{b\} \subseteq H:\{a\} \\
& \\
\Rightarrow(\forall x \in S) H:\{b x\} & =(H:\{b\}) \cdot \cdot\{x\} \\
& \subseteq(H:\{a\}) \cdot \cdot\{x\}=H:\{a x\},
\end{aligned}
$$

from which we deduce that $S / R_{H}$ is an ordered semigroup.
If we now impose on $H$ the property that it be an order ideal of $S$ then the canonical epimorphism $\mathfrak{G}_{H}: S \rightarrow S / R_{H}$ becomes isotone; for if $a \leq b$ in $S$, then $x a \leq x b$ implies, if $x b \in H$, that $x a \in H$ so that we obtain $H:\{b\} \subseteq H:\{a\}$. Thus, if $H$ is a reflexive neat order ideal of $S$ we can construct a semigroup $S / R_{H}$ which is an isotone homomorphic image of $S$. Let us now examine under what conditions $S / R_{H}$ becomes a group.

For this purpose, consider the set

$$
E_{H}=\{y \in S ; H:\{y\}=H\}
$$

Supposing for a moment that this set is not empty, we note that any element of $S$ which is equivalent modulo $R_{H}$ to an element of $E_{H}$ is itself an element of $E_{H}$; and any two elements in $E_{H}$ are equivalent modulo $R_{H}$. Hence $E_{H}$ forms one of the classes modulo $R_{H}$. Moreover, from the fact that if $y \in E_{H}$ then

$$
\begin{aligned}
& H:\{x y\}=(H:\{y\}) \cdot\{x\}=H:\{x\}, \\
& H:\{y x\}=(H:\{y\}) \cdot\{x\}=H:\{x\}
\end{aligned}
$$

we see immediately that $E_{H}$ becomes the neutral element of $S / R_{H}$. Thus, if $E_{H} \neq \varnothing, S / R_{H}$ is a semigroup with a neutral element. In order to have $S / R_{H}$ a group, we require the following concept.

Definition. We shall say that a subset $H$ of an ordered semigroup $S$ is strongly neat if both $H$ and $E_{H}$ are non-empty reflexive neat subsets of $S$.

If now in the above $H$ is strongly neat then for each $x \in S$ the set $E_{H}:\{x\}$ is not empty; and for any element $y \in E_{H}:\{x\}$ we have $x y \in E_{H}$ so that $x y / R_{H}=E_{H}$ and likewise $y x / R_{H}=E_{H}$. This shows that for each $x \in S$ the class $x / R_{H}$ has an inverse in $S / R_{H}$ whence $S / R_{H}$ becomes a group. [Note that

$$
\begin{aligned}
y \in\left(x \mid R_{H}\right)^{-1} & \Leftrightarrow y\left|R_{H}=\left(x \mid R_{H}\right)^{-1} \Leftrightarrow y x\right| R_{H}=E_{H} \Leftrightarrow y x \in E_{H} \\
& \Leftrightarrow y \in E_{H}:\{x\}
\end{aligned}
$$

and so the inverse class of $x / R_{H}$ is none other than $E_{H}:\{x\}$.]
In summary, therefore, if $H$ is a reflexive strongly neat order ideal of $S$, then $S / R_{H}$ is an isotone homomorphic group image of $S$. We shall now occupy ourselves with the converse and show that every isotone homomorphic group image of $S$ arises in this manner.

For this purpose, let $G$ be an ordered group and let $h: S \rightarrow G$ be an isotone epimorphism. Consider the negative cone of $G$, defined to be the subset $N=\{x \in G ; x \leq 1\}$. Let $H=h^{-}(N)$. If $y \in H$ with $x \leq y$ then, $h$ being isotone, $h(x) \leq h(y) \leq 1$ and so $x \in H$. Hence $H$ is an order ideal of $S$. That $H$ is reflexive follows from the observation that

$$
\begin{aligned}
x y \in H & \Leftrightarrow h(x) h(y)=h(x y) \leq 1 \\
& \Leftrightarrow h(x) \leq[h(y)]^{-1} \\
& \Leftrightarrow h(y x)=h(y) h(x) \leq 1 \\
& \Leftrightarrow y x \in H .
\end{aligned}
$$

That $H$ is neat follows from the fact that $h$ is surjective; for, given any $x \in S$, there exists $y \in S$ such that $h(y)=[h(x)]^{-1}$ and $h(x y)=h(x) h(y)$ $=1$ so that $x y \in H$. Now $x \in H:\{y\} \Leftrightarrow h(x y) \leq 1 \Leftrightarrow h(x) \leq[h(y)]^{-1}$ and so, $h$ being surjective,

$$
\begin{aligned}
E_{H}=\{y \in S ; H:\{y\}=H\} & =\left\{y \in S ; h(x) \leq[h(y)]^{-1} \Leftrightarrow h(x) \leq 1\right\} \\
& =\{y \in S ; h(y)=1\} .
\end{aligned}
$$

Consequently, the argument used above to show that $H$ is neat also shows that $E_{H}$ is neat. Thus $H$ is strongly neat. Finally, we note that since $h$ is
surjective

$$
\begin{aligned}
H:\{a\}=H:\{b\} & \Leftrightarrow(h(x a) \leq 1 \Leftrightarrow h(x b) \leq 1) \\
& \Leftrightarrow\left(h(x) \leq[h(a)]^{-1} \Leftrightarrow h(x) \leq[h(b)]^{-1}\right) \\
& \Leftrightarrow[h(a)]^{-1}=[h(b)]^{-1} \\
& \Leftrightarrow h(a)=h(b),
\end{aligned}
$$

and so we can define a mapping $\zeta_{h}: S \mid R_{H} \rightarrow G$ by the prescription $\zeta_{h}\left(x \mid R_{H}\right)=h(x)$. Clearly $\zeta_{h}$ is an isomorphism and so $S / R_{H} \simeq G$.

The following result summarizes the situation:
Theorem 24.1. Let $S$ be an ordered semigroup. If $H$ is a reflexive strongly neat order ideal of $S$ and $R_{H}$ is the associated Dubreil equivalence, then $S \mid R_{H}$ is an isotone homomorphic group image of $S$. Moreover, every isotone homomorphic group image of $S$ arises in this manner.

Definition. By an anticone of an ordered semigroup $S$ we shall mean a reflexive strongly neat order ideal $H$ of $S$ which is also a subsemigroup of $S$ containing $E_{H}$.

With this terminology we have the following.
Corollary. The set of isotone homomorphisms which map $S$ onto an ordered group is equipotent to the set of anticones of $S$.

Proof. For each isotone homomorphism $h$ of $S$ onto an ordered group $G$ let $H=h^{-}(N)$ where $N$ is the negative cone of $G$. We know that $H$ is a reflexive strongly neat order ideal of $S$. It is in fact an anticone since if $h(x) \leq 1$ and $h(y) \leq 1$ then $h(x y)=h(x) h(y) \leq 1$ so $H$ is also a subsemigroup of $S$ which clearly contains $E_{H}=\{x \in S ; h(x)=1\}$. Since as was shown above $h$ is completely determined by $H$, and conversely, it suffices to show that if $H$ is an anticone of $S$ then $H=\natural_{H}(N)$ where $N$ is the negative cone of $S / R_{H}$. Now

$$
\mathfrak{\natural}_{H}(N)=\left\{x \in S ; x \mid R_{H} \leqslant E_{H}\right\}=\{x \in S ; H \subseteq H:\{x\}\}
$$

and since $H$ is a semigroup we have, for each $x \in H,\{x\} H \subseteq H$ and so $H \subseteq H:\{x\}$ whence $H \subseteq \mathfrak{q}_{\boldsymbol{H}}(N)$. On the other hand, if $x \in \mathfrak{q}_{\boldsymbol{H}}(N)$ then $\{x\} H \subseteq H$ and so for all $y \in H$ we have $x y \in H$. In particular, let
$y \in E_{H} \subseteq H$; then we obtain $x \in H:\{y\}=H$. Hence $\mathfrak{G}_{H}(N) \subseteq H$ and we have the desired equality.

Remark. It follows from the above that, if $H$ is an anticone, then

$$
H: H=H: \bigcup_{x \in H}\{x\}=\bigcap_{x \in H} H:\{x\}=\bigcap_{x \in E_{H}} H:\{x\}=H .
$$

In what follows, we shall denote by $\Delta$ the set of Dubreil equivalences associated with the set $\Gamma$ of anticones of $S$.

Definition. An ordered semigroup $S$ will be called a Querré semigroup if and only if there is associated with $S$ an ordered group $G$ and an isotone epimorphism $f: S \rightarrow G$ such that, for any ordered group $K$ and isotone epimorphism $g: S \rightarrow K$, there is a unique epimorphism (not necessarily isotone) $h: G \rightarrow K$ such that the commutativity relation $h \circ f=g$ holds in the triangle


Such a group $G$ we shall call the greatest isotone homomorphic group image of $S$.

Theorem 24.2. Let $S$ be an ordered semigroup. Then the following are equivalent:
(1) $S$ is a Querré semigroup;
(2) $\Delta$ has a minimum element;
(3) $\left\{E_{J} ; J \in \Gamma\right\}$ has a minimum element.

Proof. (1) $\Rightarrow$ (2): Let $G=S / R_{B}$ be the greatest isotone homomorphic group image of $S$. Then in any diagram of the form

there is a unique homomorphism $h: S / R_{H} \rightarrow S / R_{J}$ such that $h \circ \mathfrak{\natural}_{H}=\mathfrak{\natural}_{J}$. Clearly $h$ is given by $h\left(x \mid R_{H}\right)=x \mid R_{J}$ whence it follows that $x\left|R_{H}=y\right| R_{H}$ $\Rightarrow x / R_{J}=y / R_{J}$; in other words, $R_{H} \leq R_{J}$. Since this holds for each $J \in I, R_{H}$ is the minimum element of $\Delta$.
(2) $\Rightarrow$ (1): Let $R_{H}$ be the minimum element of $\Delta$. Let $K$ be any ordered group which is an isotone homomorphic image of $S$. By Theorem 24.1, $K$ is of the form $S / R_{J}$ and, by hypothesis, $R_{H} \leq R_{J}$. Now the latter gives

$$
x\left|R_{H}=y\right| R_{H} \Rightarrow x \equiv y\left(R_{H}\right) \Rightarrow x \equiv y\left(R_{J}\right) \Rightarrow x\left|R_{J}=y\right| R_{J}
$$

and so we can define a mapping $h: S / R_{H} \rightarrow S / R_{J}$ by the prescription $h\left(x / R_{H}\right)=x / R_{J}$. This mapping is clearly an epimorphism and is unique with respect to the property $h \circ \mathfrak{h}_{H}=h_{J}$. Hence $G / R_{H}$ is the greatest isotone homomorphic group image of $S$ and so $S$ is a Querré semigroup.
(2) $\Rightarrow$ (3): If $R_{H} \leq R_{J}$ for each $J \in I$, then from $y / R_{H}=x / R_{H} \Rightarrow y / R_{J}$ $=x \mid R_{J}$ we have $y \in x\left|R_{H} \Rightarrow y \in x\right| R_{J}$ so that $x\left|R_{H} \subseteq x\right| R_{J}$ whence in particular $E_{H} \subseteq E_{J}$.
(3) $\Rightarrow$ (2): If $E_{H} \leq E_{J}$ for each $J \in I$, then for any $x \in S$ we have $E_{H}:\{x\} \subseteq E_{J}:\{x\}$. But as observed previously $E_{H}:\{x\}=\left(x / R_{H}\right)^{-1}$. It therefore follows that, for all $x \in S, x / R_{H} \subseteq x / R_{J}$ and hence that $R_{H} \leq R_{J}$.

Definition. We shall say that a Querré semigroup is normal if and only if each unique epimorphism $h$ of the previous definition is isotone.

Theorem 24.3. Let $S$ be a Querré semigroup. Then $S$ is normal if and only if $\Gamma$ admits a minimum element.

Proof. Let us recall first that if $R_{H}$ is any element of $\Delta$ and $E_{H}$ is the neutral element of the group $S / R_{H}$, then

$$
x \in H \Leftrightarrow x \mid R_{H} \leq E_{H} \Leftrightarrow H \subseteq H:\{x\} .
$$

This being the case, suppose that the epimorphism $h: S / R_{H} \rightarrow S / R_{J}$ is isotone; then

$$
x \in H \Rightarrow x \mid R_{H} \leq E_{H} \Rightarrow x / R_{J}=h\left(x \mid R_{H}\right) \leq h\left(E_{H}\right)=E_{J} \Rightarrow x \in J,
$$

and so $H \subseteq J$. Conversely, if $H$ is the minimum element of $\Gamma$, then for any
$J \in \Gamma$ we have

$$
x \mid R_{H} \leq E_{H} \Rightarrow x \in H \Rightarrow x \in J \Rightarrow x / R_{J} \leq E_{J} .
$$

We thus have a group homomorphism $h$ which is such that $x \leq 1 \Rightarrow h(x)$ $\leq 1$. It follows from this that $h$ is isotone; for $h\left(y^{-1}\right)=[h(y)]^{-1}$ and so

$$
\begin{aligned}
x \leq y & \Rightarrow x y^{-1} \leq 1 \\
& \Rightarrow h(x)[h(y)]^{-1}=h(x) h\left(y^{-1}\right)=h\left(x y^{-1}\right) \leq 1 \\
& \Rightarrow h(x) \leq h(y) .
\end{aligned}
$$

Definitions. If $S$ is an ordered semigroup then for each $a, b \in S$ we define the quasi-residuals of $a$ by $b$ to be the sets

$$
\langle a \cdot \cdot b\rangle=\{x \in S ; b x \leq a\}, \quad\langle a \cdot . b\rangle=\{x \in S ; x b \leq a\} .
$$

If these sets are not empty whatever the choice of $a, b \in S$, then we say that $S$ is quasi-residuated [cf. § 2]. By a principal subsenigroup of $S$ we shall mean any quasi-residual of the form $\langle a \cdot . a\rangle$ or $\langle a \cdot \cdot a\rangle$. [It is readily seen that the latter quasi-residuals are subsemigroups and order ideals of $S$.]

Theorem 24.4. If $H$ is any anticone of the ordered semigroup $S$ then

$$
\bigcup_{a \in S}\langle a \cdot a\rangle \subseteq H \quad \text { and } \bigcup_{a \in S}\langle a \cdot \cdot a\rangle \subseteq H
$$

Proof. Suppose that $\langle a \cdot . a\rangle \neq \varnothing$, for example, and let $t \in\langle a \cdot a\rangle$. Then from $t a \leq a$ we have $t\left|R_{H} \cdot a\right| R_{H} \leq a \mid R_{H}$ and so $t \mid R_{H} \leq E_{H}$ whence $t \in H$.

Definition. By the core of an ordered semigroup $S$ we shall mean the set-theoretic union of all its principal subsemigroups. We shall use the notation ) $S($ to denote the core of $S$.

Theorem 24.5. If $) S(\neq \emptyset$ then $) S($ is a reflexive order ideal of $S$.
Proof. If $x y \in) S($, then for some $t \in S$ either $x y t \leq t$ or $t x y \leq t$ whence either $y x y t \leq y t$ or $t x y x \leq t x$ so that either $y x \in\langle y t \cdot y t\rangle$ or $y x \in\langle t x \cdot \cdot t x\rangle$. In either case $y x \in) S($ and so $) S($ is reflexive. Being the set-theoretic union of order ideals of $S$, ) $S$ ( is also an order ideal of $S$.

We shall make use of the following result in obtaining an example of a normal Querré semigroup.

Theorem 24.6. If )S( is an anticone and $E_{\text {)S( }}$ coincides with the set $T=\{x \in S ;(\exists y \in S) x y=y=y x\}$, then $S$ is a normal Querré semigroup.

Proof. If ) $S$ (is an anticone then it is the smallest anticone by virtue of Theorem 24.4. For each $x \in T$ we have, for some $y \in S, x y=y=y x$, and so, on passing to quotients, we see that $x \in E_{J}$ for each anticone $J$. Thus if $E_{) S( }=T$ we have $E_{\text {SS }} \subseteq E_{J}$ for each anticone $J$. It therefore follows by Theorem 24.2 that $S$ is a Querré semigroup and, ) $S$ (being the smallest anticone, the result follows by Theorem 24.3.

Example 24.1. An element $a$ of a semigroup $S$ is said to be regular if and only if there exists an element $x \in S$ such that $a=a x a$. We say that $S$ itself is regular if every element of $S$ is regular. Elements $a, b$ in $S$ are said to be inverses of each other if and only if $a=a b a$ and $b=b a b$. We note first that $a \in S$ is regular if and only if it has an inverse. [In fact, if there exists $b$ such that $a=a b a$ then $a$ is regular. Conversely, if $a=a x a$ then, writing $x a x=b$, we have $a b a=a(x a x) a=a x(a x a)=a x a=a$ and also $b a b=(x a x) a(x a x)=x(a x a)(x a x)=x a(x a x)=x(a x a) x$ $=x a x=b$, so that $b$ is an inverse of $a$.] By an inverse semigroup we mean a semigroup $S$ every element of which admits a unique inverse. The following conditions are equivalent and are necessary and sufficient for a semigroup $S$ to be an inverse semigroup:
(1) $S$ is regular and any two idempotents of $S$ commute;
(2) every principal right [resp. left] ideal of $S$ has a unique idempotent generator.
[In fact, if $S$ is an inverse semigroup then clearly $S$ is regular. The set of idempotents in $S$ is not empty; for from $a=a x a$ we deduce that $a x=a x a x$. Let, therefore, $e, f$ be idempotents in $S$. Let $a$ be the (unique) inverse of $e f$ so that (ef) $a(e f)=e f$ and $a(e f) a=a$. Let $b=a e$; then $(e f) b(e f)=e f a e^{2} f=e f a e f=e f$ and $b(e f) b=a e^{2} f a e=a e f a e=a e=b$, so that by the uniqueness of inverses we have $a=b=a e$. In a similar way we can show that $f a=a$. Consequently, $a^{2}=(a e)(f a)=a(e f) a=a$. It follows that $a$ is an inverse of itself and so, by the uniqueness, $a=e f$.

Thus $e f$ is also an idempotent. In a similar way we can show that $f e$ is idempotent. Now $e f$ and $f e$ are inverses of each other; for $(e f)(f e)(e f)$ $=e f^{2} e^{2} f=e f e f=e f$ and, by symmetry, $(f e)(e f)(f e)=f e$. Thus ef and $f e$ are each inverses of $a=e f$, and since inverses are unique we deduce that $e f=f e$. The condition (1) is therefore necessary. Now let us show that (1) $\Rightarrow$ (2). If (1) holds then each $a \in S$ is regular so that, for some $x \in S, a=a x a$; and as we have seen the element $e=a x$ is an idempotent of $S$ such that $e a=a$. Now in general $S$ has no neutral element so the rightideal generated by a non-empty subset $T$ of $S$ is $T \cup T S$; in particular, the principal right ideal generated by $\{t\}$ is $\{t\} \cup\{t\} S$. It follows from the above that we have $\{a\} \cup\{a\} S=\{e\} \cup\{e\} S$, whence every principal right ideal admits an idempotent generator. Suppose now that $e, f$ are idempotents which generate the same principal right ideal: $\{e\} \cup\{e\} S$ $=\{f\} \cup\{f\} S$. Then there exists $y \in S$ such that $e y=f f=f$ and so $e f=e(e y)=e y=f$. Similarly, we have $f e=e$. By the hypothesis (1) we deduce that $e=f$ and property (2) follows. Now suppose that (2) holds and let us show that this implies that $S$ is an inverse semigroup. If $e$ is an idempotent then from $\{a\} \cup\{a\} S=\{e\} \cup\{e\} S=\{e\} S$ we deduce that there exists $x \in S$ such that $a=e x$, so that $e a=e^{2} x=e x$ $=a$; and there exists $y \in S$ such that $a y=e e=e$. It follows that $a y a=e a=a$ and so $a$ is regular. Since $a$ is arbitrary, it follows that $S$ is regular. It remains, therefore, to show that inverses are unique. For this purpose, let $b, c$ be inverses of $a$ so that $a b a=a, b a b=b, a c a=a$, $c a c=c$. Since $a b$ and $a c$ are idempotents, these conditions give

$$
\{a b\} \cup\{a b\} S=\{a b\} S=\{a\} S=\{a c\} S=\{a c\} \cup\{a c\} S .
$$

The standing hypothesis (2) then yields $a b=a c$. In a similar way, we have $b a=c a$ and consequently $b=b a b=b a c=c a c=c$ as required.]

In an inverse semigroup the unique inverse of $a$ is written $a^{-1}$. In such a semigroup we have $\left(a^{-1}\right)^{-1}=a$ and $(a b)^{-1}=b^{-1} a^{-1}$. [In fact the first is clear by the uniqueness of inverses. As for the second, the fact that idempotents commute gives $a b\left(b^{-1} a^{-1}\right) a b=a\left(b b^{-1}\right)\left(a^{-1} a\right) b$ $=a a^{-1} a b b^{-1} b=a b$ and $b^{-1} a^{-1}(a b) b^{-1} a^{-1}=b^{-1}\left(a^{-1} a\right)\left(b b^{-1}\right) a^{-1}$ $=b^{-1} b b^{-1} a^{-1} a a^{-1}=b^{-1} a^{-1}$, whence $b^{-1} a^{-1}$ is the (unique) inverse of $a b$.]

Having established these preliminaries, let us now show how an inverse semigroup can be ordered. Let us observe first that the following conditions are equivalent in such a semigroup:

$$
\begin{aligned}
& \text { ( }(\mathrm{)}) a a^{-1}=a b^{-1} \text {; } \\
& \text { ( } \left.\beta \text { ) } \quad a^{-1} a=a^{-1} b \text {; ( } \gamma\right) \quad a b^{-1} a=a \text {; } \\
& \text { ( } \left.\alpha^{*}\right) a a^{-1}=b a^{-1} ; ~\left(\beta^{*}\right) a^{-1} a=b^{-1} a ; ~\left(\gamma^{*}\right) a^{-1} b a^{-1}=a^{-1} .
\end{aligned}
$$

[In fact, each condition ( $x^{*}$ ) is equivalent to $(x)$, as may be seen by taking inverses. We shall show that $(\alpha) \Rightarrow(\gamma),\left(\gamma^{*}\right) \Rightarrow(\beta),\left(\beta^{*}\right) \Rightarrow(\alpha)$, whence the result will follow. That $(\alpha) \Rightarrow(\gamma)$ is immediate on multiplying the equality ( $\alpha$ ) on the right by $a$. Now ( $\gamma^{*}$ ) implies that $a^{-1} b$ is an idempotent. Asidempotentscommute, $\left(\gamma^{*}\right)$ thenimplies $a^{-1} a=a^{-1} b a^{-1} a=a^{-1} a a^{-1} b$ $=a^{-1} b$, which is $(\beta)$. Finally, if $\left(\beta^{*}\right)$ holds then $a b^{-1}$ is idempotent since $\left(a b^{-1}\right)\left(a b^{-1}\right)=a\left(b^{-1} a\right) b^{-1}=a\left(a^{-1}\right) b^{-1}=a b^{-1}$, from which it follows that $a a^{-1}=a\left(a^{-1} a\right) a^{-1}=a\left(b^{-1} a\right) a^{-1}=\left(a b^{-1}\right)\left(a a^{-1}\right)$ $=a a^{-1} a b^{-1}=a b^{-1}$ and hence ( $\alpha$ ) holds.]

This being the case, define the relation $\leq$ on $S$ by setting

$$
a \leq b \Leftrightarrow a a^{-1}=a b^{-1} .
$$

It is clear that $\leq$ is reflexive on $S$. It is also anti-symmetric; for from $a \leq b$ and $b \leq a$ we have $a=a b^{-1} a, a b^{-1}=b b^{-1}$ and $b^{-1} a=b^{-1} b$, whence $a=\left(a b^{-1}\right) a=\left(b b^{-1}\right) a=b\left(b^{-1} a\right)=b b^{-1} b=b$. Finally, $\leq$ is transitive; for from $a \leq b$ and $b \leq c$ we have $a c^{-1} a=a a^{-1} a c^{-1} a$ $=a a^{-1} b c^{-1} a=a a^{-1} b b^{-1} a=a a^{-1} a a^{-1} a=a$, whence $a \leq c$. Thus $\leq$ is an ordering on $S$. Now $S$ is an ordered semigroup since if $a \leq b$ then, for any $x \in S$,

$$
\left\{\begin{array}{l}
(x a)(x b)^{-1}=x a b^{-1} x^{-1}=x a a^{-1} x^{-1}=(x a)(x a)^{-1} \\
(a x)^{-1}(b x)=x^{-1} a^{-1} b x=x^{-1} a^{-1} a x=(a x)^{-1}(a x)
\end{array}\right.
$$

so that $x a \leq x b$ and $a x \leq b x$.
This ordered semigroup is quasi-residuated since, given any $a, b \in S$, $a b^{-1} \in\langle a \cdot . b\rangle$ and $b^{-1} a \in\langle a \cdot \cdot b\rangle$. [For example, $a b^{-1} b\left(a b^{-1} b\right)^{-1}$ $=a b^{-1} b b^{-1} b a^{-1}=a b^{-1} b a^{-1}=a\left(a b^{-1} b\right)^{-1}$ and so $a b^{-1} b \leq a$.]

Now let $I$ be the set of idempotents in $S$. Every element of $I$ is of the form $y^{-1} y$; in fact, if $x \in I$ then from $x^{2}=x$ we deduce $x=x x x$ and so $x=x^{-1}$ giving $x=x x=x^{-1} x$; and conversely we have seen that every
element of the form $y^{-1} y$ is idempotent. From the inequalities $a b^{-1} b \leq a$ and $b b^{-1} a \leq a$ we then deduce that

$$
(\forall x \in I)(\forall a \in S) \quad a x \leq a \text { and } x a \leq a,
$$

so that $I$ is a lower bound for the set of principal subsemigroups of $S$.
Consider now the set

$$
I^{*}=\{x \in S ;(\exists e \in I) e \leq x\} .
$$

Since, as was shown earlier, $I$ is a subsemigroup of $S$, so also is $I^{*}$; in fact, from $e \leq x, f \leq y(e, f \in I)$ we have $e f \leq x y$ and since $e f \in I$ we deduce that $x y \in I^{*}$. The semigroup $I^{*}$ is reflexive; for

$$
\begin{aligned}
& x y \in I^{*} \Rightarrow(\exists e \in I) \quad e \leq x y \\
& \Rightarrow(\exists e \in I) \quad y e y^{-1} \leq y x y y^{-1} \leq y x \\
& \Rightarrow y x \in I^{*} \text { since } y e y^{-1} \in I .
\end{aligned}
$$

Let us now show that $I^{*}$ is an order ideal of $S$. Suppose that $x \in I^{*}$ and $y \leq x$. From $x \in I^{*}$ we have, for some $e \in I, e \leq x$ so that $e e^{-1}=e x^{-1}$. Taking inverses and using the fact that $e$ is idempotent (and hence is its own inverse) we obtain $e=x e^{-1}=x e$. Thus from $y \leq x$ we deduce that $y^{-1} y=y^{-1} x$ so that $y^{-1} y e=y^{-1} x e=y^{-1} e \leq y^{-1}$. Now

$$
a \leq b \Leftrightarrow a=a b^{-1} a \Leftrightarrow a^{-1}=a^{-1} b a^{-1} \Leftrightarrow a^{-1} \leq b^{-1},
$$

and so it follows from the above that $e y^{-1} y \leq y$. But $e y^{-1} y \in I$ and so we have $y \in I^{*}$ as required.

To show that $I^{*}$ is strongly neat we observe that for each $x \in S$ we have $x x^{-1} \in I \subseteq I^{*}$ and so $I^{*}$ is neat. Since $x x^{-1} \in I^{*}$ and $I^{*}$ is clearly a subsemigroup of $S$, we have $\left\{x x^{-1}\right\} I^{*} \subseteq I^{*}$ and so, on the one hand, $I^{*} \subseteq I^{*}:\left\{x x^{-1}\right\}$. But if $y \in I^{*}:\left\{x x^{-1}\right\}$ then $y x x^{-1} \in I^{*}$ and so there is an idempotent $e$ such that $e \leq y x x^{-1} \leq y$ whence $y \in I^{*}$. We have thus shown that $I^{*}:\left\{x x^{-1}\right\} \subseteq I^{*}$. The resulting equality $I^{*}:\left\{x x^{-1}\right\}=I^{*}$ now shows that $E_{I^{*}}$ is neat. Hence $I^{*}$ is strongly neat.

Now

$$
I^{*}: I^{*}=I^{*}: \bigcup_{x \in I^{*}}\{x\}=\bigcap_{x \in I^{*}} I^{*}:\{x\}=I^{*}
$$

since for all $x \in I^{*}$ we have, $I^{*}$ being a subsemigroup, $I^{*} \subseteq I^{*}:\{x\}$ and for each idempotent $x x^{-1}$ we have $x x^{-1} \in I^{*}$ with $I^{*}:\left\{x x^{-1}\right\}=I^{*}$. We
thus have $x \in E_{I^{*}} \Rightarrow I^{*}:\{x\}=I^{*} \Rightarrow x \in I^{*}: I^{*}=I^{*}$ so that $E_{I^{*}} \subseteq I^{*}$. This completes the proof that $I^{*}$ is an anticone of $S$.

We now show that in fact $E_{I^{*}}=I^{*}$. For this, let $x \in I^{*}$ and let $y \in I^{*}:\{x\}$. Then $y x \in I^{*}$ and so there is an idempotent $f$ such that $f \leq x$ whence $x f=f$ and so $e f \leq y x f=y f \leq y$. Thus $y \in I^{*}$ and we have shown in this way that if $x \in I^{*}$ then $I^{*}:\{x\} \subseteq I^{*}$. But the converse inclusion clearly holds since $I^{*}$ is an anticone. Hence if $x \in I^{*}$ then $x \in E_{I^{*}}$ and so $I^{*} \subseteq E_{I^{*}}$ and the desired equality follows.

Now since $I^{*}$ is an anticone we have ) $S\left(\subseteq I^{*}\right.$ by Theorem 24.4. But if $x \in I^{*}$ then $e=x e$ for some $e \in I$, whence $\left.x \in\right) S\left(\right.$. Hence $\left.I^{*}=\right) S($.

Finally, let us consider the set $T=\{x \in S ;(\exists y \in S) x y=y=y x\}$. If $x \in T$, then, on passing to quotients, we see that $\left.x \in E_{I^{*}}=I^{*}=\right) S($. Conversely, if $x \in) S\left(\right.$ then $x \in I^{*}$ whence there exists an idempotent $e$ such that $e=e x=x e$ and so $x \in T$. Thus $T=) S\left(=I^{*}=E_{I^{*}}\right.$ and by applying Theorem 24.6 we obtain finally the fact that $S$ is a normal Querré semigroup.

Let us now continue the thread of this example by characterizing the equivalence which yields the greatest isotone homomorphic group image.

Theorem 24.7. If S is an inverse semigroup and I is its set of idempotents then the following three relations are equivalent and are each responsible for the greatest isotone homomorphic group image of $S$ :
(1) $x \equiv y(M) \Leftrightarrow(\exists e \in I) \quad e x=e y$;
(2) $x \equiv y(H) \Leftrightarrow x y^{-1} \in I^{*}$;
(3) the zigzag equivalence $Z$.

Proof. Suppose first that $x \equiv y(M)$. Then for some $e \in I$ we have $e x=e y$ whence $x y^{-1} \geq e x y^{-1}=e y y^{-1} \in I$ and so $x y^{-1} \in I^{*}$ and $x \equiv y(H)$. Conversely, if $x \equiv y(H)$, then $x y^{-1} \in I^{*}$, and so there exists $f \in I$ such that $f \leq x y^{-1}$. It follows that $f x y^{-1}=f\left[\right.$ for $f^{-1} f=f^{-1} x y^{-1}$ and $\left.f=f^{-1}\right]$. Now let $e=f x y^{-1} y x^{-1}$; then $e=f x y^{-1}\left(x y^{-1}\right)^{-1} \in I$ and, as idempotents commute, $e f=e$. Now

$$
e x=e^{2} x=e f x y^{-1} y x^{-1} x=e f x x^{-1} x y^{-1} y=e f x y^{-1} y=e f y=e y
$$

and so $x \equiv y(M)$. This then shows that $M$ and $H$ are equivalent.
Let us now show that $R_{I^{*}}=H$. From the identity $y=y y^{-1} y$ we
have $y y^{-1} / R_{I^{*}}=E_{I^{*}}=I^{*}$ and so

$$
x \equiv y\left(R_{I^{*}}\right) \Leftrightarrow x y^{-1} \equiv y y^{-1}\left(R_{I^{*}}\right) \Leftrightarrow x y^{-1} \in I^{*} .
$$

This then shows that $R_{I^{*}}=H$ and consequently $S / H$ is the greatest isotone homomorphic group image of $S$.

Now let us show that $H=Z$. We begin by observing that

$$
\begin{aligned}
x \equiv y(H) & \Rightarrow(\exists e \in I) \quad e \leq x y^{-1} \\
& \Rightarrow(\exists e \in I) \quad e y \leq x y^{-1} y \leq x, \quad e y \leq y \\
& \Rightarrow x \equiv y(Z)
\end{aligned}
$$

On the other hand, we have

$$
\begin{equation*}
t \leq a, b \Rightarrow t t^{-1} \leq a b^{-1} \Rightarrow a b^{-1} \in I^{*} \Rightarrow a \equiv b(H) ; \tag{i}
\end{equation*}
$$

$$
\begin{align*}
t \geq a, b & \Rightarrow a t^{-1} b=a a^{-1} b \leq b, \quad a t^{-1} b=a b^{-1} b \leq a  \tag{ii}\\
& \Rightarrow a t^{-1} b \leq a, b \\
& \Rightarrow a \equiv b(H) \quad[\mathrm{by} \text { (i) }],
\end{align*}
$$

so that if $x \equiv y(Z)$ then, by applying (i) and (ii) to any zig-zag chain joining $x$ and $y$, we obtain $x \equiv y(H)$. This then shows that $H$ and $Z$ coincide and completes the proof.

## EXERCISES

24.1. Let $S$ be an ordered semigroup with a neutral element. In this exercise we show that $S$ can be embedded in a normal Querré semigroup with a neutral element. For each integer $p$, let

$$
[p]= \begin{cases}p & \text { if } p \geq 0 \\ 0 & \text { otherwise }\end{cases}
$$

and let $f_{p}: S \times S \rightarrow S$ be given by

$$
f_{p}(x, y)=\left\{\begin{array}{lll}
x & \text { if } p>0 ; \\
x y & \text { if } & p=0 ; \\
y & \text { if } & p<0 .
\end{array}\right.
$$

Verify the identities

$$
\begin{gathered}
{[m]+[n-[-m]]=[m+[n]] ;} \\
f_{m+[n]}\left(f_{n}(x, y), z\right)=f_{n-[-m 1}\left(x, f_{m}(y, z)\right)
\end{gathered}
$$

and use these to show that $\mathbf{N} \times \boldsymbol{S} \times \mathbf{N}$ is a semigroup under the law of composition defined by

$$
(m, x, n)\left(m^{*}, x^{*}, n^{*}\right)=\left(m+\left[m^{*}-n\right], f_{n-m^{*}}\left(x, x^{*}\right), n^{*}+\left[n-m^{*}\right]\right) .
$$

Show that $(0,1,0)$ is the neutral element of this semigroup. Define the relation $\leq$ on $\mathbf{N} \times \boldsymbol{S} \times \mathbf{N}$ by

$$
(m, x, n) \leq\left(m^{*}, x^{*}, n^{*}\right) \Leftrightarrow m=m^{*}, x \leq x^{*}, n=n^{*}
$$

Show that ( $\mathbf{N} \times \boldsymbol{S} \times \mathbf{N}, \leq$ ) is an ordered semigroup. For each $n \in \mathbf{N}$ define the mapping $\zeta_{n}: S \rightarrow \mathbf{N} \times S \times \mathbf{N}$ by $\zeta_{n}(x)=(n, x, n)$. Show that $\zeta_{n}$ is an isotone monomorphism. Let $S^{*}=\{(n, x, n) ; n \in \mathbf{N}, x \in S\}$. Show that $S^{*}$ is an anticone of $\mathbf{N} \times S \times \mathbf{N}$ and that $S^{*}$ coincides with the core of $\mathbf{N} \times \boldsymbol{S} \times \mathbf{N}$. Conclude that $\mathbf{N} \times \boldsymbol{S} \times \mathbf{N}$ is a normal Querré semigroup which contains an isomorphic copy of $S$.
24.2. Let $G$ be any ordered group. In this exercise we show how to construct a normal Querré semigroup whose greatest isotone homomorphic group image is isomorphic to $G$. Let $L$ be any idempotent semigroup. Show that $L$ can be ordered by $x \leq y \Leftrightarrow x y=x=y x$. Endow $G \times L$ with the following ordering and multiplication:

$$
\left\{\begin{array}{l}
(g, x) \leq(h, y) \Leftrightarrow g \leq h, x \leq y \\
(g, x)(h, y)=(g h, x)
\end{array}\right.
$$

Show that $G \times L$ is an ordered semigroup. Show also that the map $f: G \times L \rightarrow G$ described by $f((g, x))=g$ is an isotone epimorphism. If $N$ is the negative cone of $G$ prove that $\left.f^{-}(N)=\right) G \times L$ ( and deduce that $G \times L$ is a normal Querré semigroup. Show further that $(g, x) \equiv(h, y)\left(R_{f \leftarrow(N)}\right) \Leftrightarrow g=h$ and deduce that $(G \times L) / R_{f \leftarrow(N)} \simeq G$.
24.3. Consider the set $\mathbf{R} \times \mathbf{Z}$ ordered in the usual cartesian manner and made into an ordered semigroup by the law of composition

$$
(x, m) \oplus(y, n)=(x+y+m+n, 0) .
$$

Determine the core of this semigroup and show that it is an anticone. Hence show that the semigroup is a normal Querré semigroup the greatest isotone homomorphic group image of which is the additive group $\mathbf{R}$ ordered in the usual way.

## 25. Dubreil-Jacotin semigroups; $A$-nomal semigroups

Definition. We shall say that an anticone $H$ of an ordered semigroup is principal if and only if it is of the form $H=[\leftarrow, h]$.

Theorem 25.1. If an ordered semigroup $S$ admits a principal anticone $[\leftarrow, h]$ then this is the only principal anticone in $S$ and $[\leftarrow, h]=) S($.

Proof. From the proof of Theorem 24.1 we have, for any anticone $H$,

$$
x \in H \Leftrightarrow H \subseteq H:\{x\} .
$$

Setting $H=[\leftarrow, h]$, this translates into

$$
\begin{aligned}
x \in[\leftarrow, h] & \Leftrightarrow[\leftarrow, h] \subseteq[\leftarrow, h]:\{x\}=\langle h: x\rangle \\
& \Leftrightarrow h \in\langle h: x\rangle \\
& \Leftrightarrow x \in\langle h: h\rangle
\end{aligned}
$$

whence we have, by Theorem 24.4,

$$
) S(\subseteq[\leftarrow, h]=\langle h: h\rangle \subseteq) S(
$$

and so $[\leftarrow, h]=) S($. This also establishes uniqueness.
Definition. By a Dubreil-Jacotin semigroup we shall mean an ordered semigroup which admits a (necessarily unique) principal anticone.

Theorem 25.2. An ordered semigroup is a Dubreil-Jacotin semigroup if and only if it satisfies the properties
(1) )S( is strongly neat;
(2) $(\exists \xi \in S) \quad[\leftarrow, \xi]=) S($.

Proof. The conditions are necessary by Theorem 25.1. Conversely, suppose that (1) and (2) hold. From (2) we have, for some $t \in S$ for example, $\xi \in\langle t \cdot t\rangle$. It follows that $[\leftarrow, \xi] \subseteq\langle t \cdot . t\rangle$ and hence, by (2), that $[\leftarrow, \xi]=\langle t \cdot t\rangle$. Now from $\xi t \leq t$ we have $\xi^{2} t \leq \xi t \leq t$ and so $\xi^{2} \in\langle t \cdot t\rangle=[\leftarrow, \xi]$. Thus $\xi^{2} \leq \xi$ and so $\xi \in\langle\xi \cdot, \xi\rangle$ and $\xi \in\langle\xi . \cdot \xi\rangle$. It follows from this that $) S(=[\leftarrow, \xi]=\langle\xi \cdot, \xi\rangle=\langle\xi \cdot \cdot \xi\rangle$ and is a subsemigroup of $S$. Adding to these results that of Theorem 24.6 we see that ) $S$ ( is a reflexive strongly neat order ideal of $S$ which is a subsemigroup of $S$. Since ) $S(=[\leftarrow, \xi]$ is reflexive we have

$$
(\forall x \in S)\langle\xi \cdot \cdot x\rangle=[\leftarrow, \xi] \cdot \cdot\{x\}=[\leftarrow, \xi] \cdot \cdot\{x\}=\langle\xi \cdot x\rangle .
$$

We express this by saying that $\xi$ is equi-quasiresidual and in this case write $\langle\xi \cdot \cdot x\rangle=\langle\xi \cdot \cdot x\rangle=\langle\xi: x\rangle$. Now

$$
\begin{aligned}
x \in E_{) S} & \Leftrightarrow\langle\xi: x\rangle=[\leftarrow, \xi]:\{x\}=[\leftarrow, \xi] \\
& \Leftrightarrow \xi: x \text { exists and is } \xi .
\end{aligned}
$$

Thus $\left.x \in E_{S(1} \Rightarrow \xi: x=\xi \Rightarrow x \xi \leq \xi \Rightarrow x \in\langle\xi: \xi\rangle=[\leftarrow, \xi]=\right) S($. Hence $\left.E_{S S} \subseteq\right) S($ and so $) S($ is indeed an anticone of $S$. Since ) $S($ is principal, $\boldsymbol{S}$ is then a Dubreil-Jacotin semigroup.

Definition. If $S$ is an ordered semigroup and $G$ is an ordered group then we shall say that an epimorphism $f: S \rightarrow G$ is principal if and only if it is isotone and such that the pre-image of the negative cone of $G$ is a principal order ideal of $S$.

The following result summarizes what has gone before:
Theorem 25.3. An ordered semigroup $S$ is a Dubreil-Jacotin semigroup if and only if it admits a principal epimorphic image which is a group. Such a group is necessarily unique up to isomorphism. If S is a Dubreil-Jacotin semigroup then ) $\boldsymbol{S}($ has a maximum element $\xi$ which is equi-quasiresidual in the sense that

$$
(\forall x \in S)\langle\xi \cdot \cdot x\rangle=\langle\xi \cdot, x\rangle
$$

and the unique principal homomorphic group of $S$ is given by $S / \mathscr{A}_{\xi}$ where $\mathscr{A}_{\xi}$ is the equivalence given by

$$
x \equiv y\left(\mathscr{A}_{\xi}\right) \Leftrightarrow\langle\xi: x\rangle=\langle\xi: y\rangle .
$$

Example 25.1. Consider the set

$$
S=\left\{0, p-\frac{1}{n} ; \quad p, n \in Z, \quad n \geq 2\right\} .
$$

The relation $\leq$ defined on $S$ by

$$
\left\{\begin{array}{l}
p-\frac{1}{n} \leq q-\frac{1}{m} \Leftrightarrow p=q, \quad n \leq m \\
p-\frac{1}{n} \leq 0 \Leftrightarrow p=0
\end{array}\right.
$$

is an ordering on $S$. Define a law of composition $\oplus$ on $S$ by

$$
\left\{\begin{array}{l}
\left(p-\frac{1}{n}\right) \oplus\left(q-\frac{1}{m}\right)=p+q-\frac{1}{\min \{n, m\}} \\
\left(p-\frac{1}{n}\right) \oplus 0=p-\frac{1}{n}=0 \oplus\left(p-\frac{1}{n}\right) \\
0 \oplus 0=0
\end{array}\right.
$$

It is clear that $\oplus$ is commutative, associative and isotone, so that $(S, \oplus)$ is an ordered semigroup. Now in this ordered semigroup we have certain residuals existing, namely
$0: 0=0 ; \quad\left(p-\frac{1}{n}\right): 0=p-\frac{1}{n} ; \quad\left(p-\frac{1}{n}\right):\left(p-\frac{1}{n}\right)=0$.

We also have

$$
\left\langle 0: p-\frac{1}{n}\right\rangle= \begin{cases}\left\{-p-\frac{1}{t} ; t \leq 2\right\} & \text { if } p \neq 0 \\ {[\leftarrow, 0]} & \text { if } p=0\end{cases}
$$

It follows from these observations that $) \boldsymbol{S}(=[\leftarrow, 0]$. Now

$$
\begin{aligned}
E_{S \mathcal{S}( } & =\{x \in S ;\langle 0: x\rangle=[\leftarrow, 0]\} \\
& =\{x \in S ; 0: x \text { exists and is } 0\} \\
& =\{0\} \cup\left\{-\frac{1}{n} ; \quad n \geq 2\right\} \\
& =[\leftarrow, 0] .
\end{aligned}
$$

Since for each $p-\frac{1}{n}$ we have $\left(p-\frac{1}{n}\right) \oplus\left(-p-\frac{1}{t}\right)=-\frac{1}{\min \{n, t\}}$ $<0$ it follows that) $S$ (is strongly neat. Applying Theorem 25.2 we now see that $S$ is a Dubreil-Jacotin semigroup. The unique principal homomorphic group image of $S$ is $S / \mathscr{A}_{0}$ and, as is readily seen, $S / \mathscr{A}_{0} \simeq \mathbf{Z}$ where $\mathbf{Z}$ is trivially ordered.

It is clear that a particular case of a principal homomorphism is exhibited by a residuated mapping $f: S \rightarrow \boldsymbol{G}$. Our next result shows how this arises in a simple way.

Theorem 25.4. Let $S$ be an ordered semigroup and let $f: S \rightarrow G$ be a principal epimorphism of $S$ onto an ordered group $G$. The following conditions are then equivalent:
(1) fis residuated;
(2) the greatest element $\xi$ of $) S($ is residuated.

Proof. Suppose that (2) holds and let $y$ be any element of $G$. Since $f$ is surjective, there exists $t \in S$ such that $f(t)=y^{-1}$. Thus

$$
\begin{aligned}
f(x) \leq y & \Leftrightarrow f(x t)=f(x) f(t)=f(x) y^{-1} \leq 1 \\
& \Leftrightarrow x t \leq \xi \\
& \Leftrightarrow x \leq \xi: t
\end{aligned}
$$

whence it follows that $f$ is residuated with $f^{+}(y)=\xi: t$.

Conversely, suppose that $f$ is residuated. Then, $f$ being surjective,

$$
\begin{aligned}
x t \leq \xi & \Leftrightarrow f(x) f(t)=f(x t) \leq f(\xi)=1 \\
& \Leftrightarrow f(x) \leq[f(t)]^{-1} \\
& \Leftrightarrow x \leq f^{+}[f(t)]^{-1}
\end{aligned}
$$

whence $\xi: t$ exists and is $f^{+}[f(t)]^{-1}$.
Definition. We shall say that a Dubreil-Jacotin semigroup is strong if the element $\xi$ is residuated.

Before giving a convenient characterization of strong Dubreil-Jacotin semigroups, we prove a preliminary result which will also be of use to us later.

Theorem 25.5. Let $S$ be an ordered semigroup. If $t \in S$ is residuated then each right residual of $t$ is residuated on the right and each left residual of $t$ is residuated on the left.

Proof. We give the proof for left residuals. Since $t$ is residuated on the left, given any $x, y \in S$ the set of elements $z \in S$ satisfying $z y \leq t \cdot x$ is not empty; for $(t \cdot y x) y x \leq t$ and so $(t \cdot y x) y \leq t \cdot x$. Now for any $z$ satisfying $z y \leq t \cdot x$ we have $z y x \leq t$ and so $z \leq t \cdot y x$. This then shows that $(t \cdot x) \cdot y$ exists and is $t \cdot y x$.

Theorem 25.6. An ordered semigroup $S$ is a strong Dubreil-Jacotin semigroup if and only if it satisfies the property

$$
(\exists \xi \in S) \quad \xi \text { is residuated and }[\leftarrow, \xi]=) S(.
$$

Proof. The condition is clearly necessary. Conversely, suppose that it is satisfied and let us show that $[\leftarrow, \xi]$ is strongly neat. For each $x \in S$ we have, $\xi$ being residuated, $(\xi: x) x \in[\leftarrow, \xi]$ and so $[\leftarrow, \xi]$ is neat. Now, as observed in the proof of Theorem 25.2, $x \in E_{\text {)S }}$ if and only if $\xi: x$ exists and is $\xi$. Thus by Theorem 25.5 we have

$$
\begin{gathered}
\xi=\xi: \xi \leq \xi:(\xi: x) x=(\xi \cdot x)^{\cdot} \cdot(\xi \cdot, x) \\
\left.\in\left\langle(\xi \cdot x)^{\cdot} \cdot(\xi \cdot x)\right\rangle \subseteq\right) S(=[\leftarrow, \xi]
\end{gathered}
$$

and so $\xi:(\xi: x) x=\xi$ whence $(\xi: x) x \in E_{S( }$. Hence $E_{S S}$ is also neat. The result now follows from Theorem 25.2.

The situation so far may be summarized as follows:
Theorem 25.7. An ordered semigroup $S$ is a strong Dubreil-Jacotin semigroup if and only if it admits an ordered group as an image under a residuated epimorphism. Such a group is necessarily unique up to isomorphism. If S is a strong Dubreil-Jacotin semigroup, then )S( has a maximum element $\boldsymbol{\xi}$ which is equiresidual and the unique residuated homomorphic group image of $S$ is given by the closure equivalence $A_{\xi}$.

Theorem 25.8. Let $S$ be an ordered semigroup and let $R$ be an equivalence relation on $S$ such that $S / R$ is an isotone homomorphic group image of $S$. The following conditions are then equivalent:
(1) $S$ is a strong Dubreil-Jacotin semigroup and $R$ is responsible for the unique residuated homomorphic group image of $S$;
(2) one of the classes modulo $R$ admits a maximum element which is residuated.

Proof. That (1) $\Rightarrow$ (2) is immediate from Theorem 25.7. To show that (2) $\Rightarrow(1)$, let one of the classes modulo $R$ admit a maximum element $t$ which is residuated. Let $e$ be any element of the unit class modulo $R$. From $e t \equiv t(R)$ we deduce that $e t \leq t$ and hence that $e \leq t \cdot t$. It follows that $e t \leq(t \cdot t) t \leq t$. Now the classes modulo $R$ are convex (for $R$ is regular); we therefore deduce that $e t \equiv(t \cdot t) t(R)$ and so, $S / R$ being cancellative, $e \equiv t \cdot t(R)$. In a similar way we can show that $e \equiv t \cdot{ }^{\cdot} t(R)$. This then shows that the unit class modulo $R$ admits a maximum element, namely the element $\xi=t \cdot t=t \cdot t$. The element $\xi$ is also residuated by virtue of Theorem 25.5. Now let $x$ be any element of $S$, let its class modulo $R$ be $\mathscr{X}$ and let $x^{*}$ be any element of $\mathscr{X}^{-1}$. From $x x^{*} \equiv \xi(R)$ we have $x x^{*} \leq \xi$ so $x^{*} \leq \xi \cdot \cdot x$, giving $x x^{*} \leq x(\xi \cdot \cdot x) \leq \xi$. From the convexity of the classes we then deduce that $x x^{*} \equiv x(\xi \cdot \cdot x)(R)$. This then shows that if $x \in \mathscr{X}$ then $\xi \cdot \cdot x \in \mathscr{X}^{-1}$. Similarly, we can show that $\xi \cdot . x \in \mathscr{X}^{-1}$. It follows from this that $x(\xi \cdot \cdot x) \in \mathscr{X} \mathscr{X}^{-1}=\mathscr{E}$, the unit class, and that $\xi \cdot x(\xi \cdot x) \in \mathscr{E}^{-1}=\mathscr{E}$. Now let $p \in\langle x \cdot x\rangle$. We have $p x \leq x$
$\leq \xi \cdot(\xi \cdot \cdot x)$ whence it follows that

$$
p \leq[\xi \cdot(\xi \cdot x)] \cdot x=\xi \cdot x(\xi \cdot x) \in \mathscr{E} .
$$

But $\xi$ is the maximum element of $\mathscr{E}$. Thus $p \leq \xi$ and hence $\langle x \cdot x\rangle$ $\subseteq[\leftarrow, \xi]$. Since we have $\xi^{2} \equiv \xi(R)$ and hence $\xi^{2} \leq \xi$ and so $\xi \leq \xi \cdot . \xi$, we conclude that $) S(=[\leftarrow, \xi]$ and hence that $S$ is a strong DubreilJacotin semigroup. That $R$ coincides with $A_{\xi}$ is shown as follows. $R$ being compatible with multiplication, we have

$$
\begin{aligned}
x \equiv y(R) & \Rightarrow x(\xi: x) \equiv \xi \equiv y(\xi: x)(R) \\
& \Rightarrow y(\xi: x) \leq \xi \\
& \Rightarrow \xi: x \leq \xi: y
\end{aligned}
$$

and, similarly, $\xi: y \leq \xi: x$. Thus $x \equiv y(R) \Rightarrow x \equiv y\left(A_{\xi}\right)$ and so $R \leq A_{\xi}$. Since we have seen that $x \in \mathscr{X} \Rightarrow \xi: x \in \mathscr{X}^{-1}$, we have $\xi:(\xi: x) \in \mathscr{X}$. It follows that $x \equiv y\left(A_{\xi}\right) \Rightarrow x \equiv \xi:(\xi: x)=\xi:(\xi: y) \equiv y(R)$ and so $A_{\xi} \leq R$.

Example 25.2. Let $\mathbf{R}_{-}$denote the set of real numbers which are $\leq 0$, and consider the set $S=\mathbf{R}_{-} \times \mathbf{Z}$ ordered in the usual cartesian manner. Define a multiplication on $S$ by

$$
(p, i)(q, j)=(-1, i+j) .
$$

It is readily seen that $S$ is an (abelian) ordered semigroup. In this ordered semigroup we have

$$
\langle(r, k):(p, i)\rangle= \begin{cases}\varnothing & \text { if } r<-1 \\ {[\leftarrow,(0, k-1)]} & \text { if } r \geq-1 .\end{cases}
$$

It follows that for each $(r, k)$ we have $\langle(r, k):(r, k)\rangle=\varnothing$ or $[\leftarrow,(0,0)]$. Thus $) \boldsymbol{S}(=[\leftarrow,(0,0)]$. Moreover, $(0,0)$ is residuated. By Theorem 25.6, $S$ is a strong Dubreil-Jacotin semigroup. It is readily seen that $S / A_{\xi} \simeq \mathbf{Z}$.

Theorem 25.9. Let $S$ be a residuated semigroup and let

$$
S^{\cdot}=\{x . \cdot x ; x \in S\}, \quad S^{\cdot}=\{x \cdot x ; x \in S\} .
$$

Then $S^{\cdot}$ and $S^{\cdot}$ admit the same set of upper bounds.

Proof. Let $t \in S$ be an upper bound of $S^{\circ}$. Then we have

$$
(\forall x, y \in S) \quad(y \cdot x) \cdot \cdot(y \cdot x) \leq t .
$$

But, using Theorem 22.3(5), we have $\left(y^{\cdot} \cdot x\right)(x \cdot x) \leq\left(y^{\cdot} . x\right) x \cdot x$ $\leq y^{\cdot} \cdot x$ and so

$$
(\forall x, y \in S) \quad x \cdot x \leq(y \cdot x) \cdot \cdot(y \cdot, x) .
$$

It therefore follows that $t$ is also an upper bound for $S^{\circ}$. In a similar way we can establish the converse.

Definition. We shall say that a residuated semigroup $S$ admits a $b i$ maximum element $\xi$ if and only if $\xi=\max S^{\circ}=\max S^{\circ}$.

Theorem 25.10. In a residuated semigroup $S$ the following conditions are equivalent:
(1) $S$ is a (strong) Dubreil-Jacotin semigroup;
(2) $S$ admits a bimaximum element;
(3) $\left\{x \in S ; x^{2} \leq x\right\}$ admits a maximum element.

Moreover, if $S$ has a neutral element then each of the above conditions is equivalent to
(4) $S$ admits a greatest idempotent.

Proof. Since residuals exist, we have

$$
\begin{equation*}
) S\left(=\bigcup\left[\leftarrow, x .^{\cdot} x\right] \cup \bigcup\left[\leftarrow, x^{\cdot} \cdot x\right]\right. \tag{*}
\end{equation*}
$$

If (1) holds then $) S(=[\leftarrow, \xi]$ and so $(\forall x \in S) x \cdot x \leq \xi$ and $x \cdot x \leq \xi$ with $\xi=\xi \cdot \xi=\xi \cdot \xi$. It follows that $\xi$ is the bimaximum element of $S$. Conversely, it is clear from (*) that if a bimaximum element $\xi$ exists then $) S(=[\leftarrow, \xi]$ and (1) follows by Theorem 25.6.

Now let $J=\left\{x \in S ; x^{2} \leq x\right\}$. For each $x \in S$ we have

$$
(x \cdot x)(x \cdot x) \leq(x \cdot x) x \cdot x \leq x \cdot x
$$

and so $x \cdot, x \in J$. Thus $S^{\cdot} \subseteq J$ and likewise $S^{\bullet} \subseteq J$. If now $J$ has a maximum element $e$ then from $e^{2} \leq e$ we have $e \leq e^{\cdot} . e \in S^{\cdot} \subseteq J$ whence $e=e \cdot e$ and likewise $e=e . \cdot e$. It follows from this that $e$ is the bimaximum element of $S$. Conversely, if $\xi$ is the bimaximum element,
then $\xi \in S^{\cdot} \cap S^{*} \subseteq J$; and for every $x \in J$ we have $x \leq x \cdot x \leq \max S^{*}$ $=\xi$. Thus $\xi$ is the maximum element of $J$.

Finally, suppose that $S$ has a neutral element 1 . From $1 x \leq x$ we deduce $1 \leq x \cdot, x$ and hence that $x \cdot x \leq(x \cdot, x)^{2}$. But we have seen above that $x \cdot x \in J$. Hence $x \cdot x$ is idempotent. Denoting the set of idempotents in $S$ by $I$, we thus have $S^{\cdot} \subseteq I$ and likewise $S^{\circ} \subseteq I$. Now if $S$ admits a greatest idempotent $e$ we have $e \leq e \cdot e$ whence $e=e^{\cdot} \cdot e$ and likewise $e=e . e$. It follows that $e$ is the bimaximum element of $S$. Conversely, if $\xi$ is the bimaximum element of $S$, then $\xi \in S^{\circ} \cap S^{\circ} \subseteq I$ and so $\xi$ is idempotent. Since $\xi$ is the greatest element of $J$ and since $I \subseteq J$, it follows that $\xi$ is also the greatest element of $I$.

For the remainder of this section we shall restrict our attention to residuated Dubreil-Jacotin semigroups. As we have seen, in such a semigroup, the unique residuated homomorphic group image is given by the equivalence of type $A$ associated with the (equiresidual) bimaximum element $\xi$. This equivalence is thus cancellative with respect to multiplication in the sense that

$$
x a \equiv y a\left(A_{\xi}\right) \Rightarrow x \equiv y\left(A_{\xi}\right)
$$

For the purpose of obtaining useful alternative characterizations of residuated Dubreil-Jacotin semigroups, we shall now investigate cancellative closure equivalences on a residuated semigroup. We shall make use of the following notation. The set of closure equivalences on $S$ which are compatible on the right [resp. left] with multiplication will be denoted by $\Omega$. [resp. . $\Omega$ ] and the set of closure equivalences on $S$ which are cancellative on the right [resp. left] with multiplication will be denoted by $\chi$. [resp. $\cdot \chi$ ].

THEOREM 25.11. Let $S$ be a residuated semigroup. If $R$ is a closure equivalence on $S$ with associated closure mapping $f$ then the following conditions are equivalent:
(1) $R \in \cdot \chi \quad[r e s p . ~ R \in \chi \cdot] ;$
(2) $(\forall a, x \in S) \quad a \equiv f(x a) \cdot \cdot x(R) \quad[r e s p . a \equiv f(a x) \cdot x(R)]$;
(3) $f(c a) \leq f(c b) \Rightarrow f(a) \leq f(b) \quad[r e s p . f(a c) \leq f(b c) \Rightarrow f(a) \leq f(b)]$.

Proof. Suppose that (1) holds. From $x a \leq f(x a)$ we deduce that $a \leq f(x a) \cdot \cdot x$ and so $x a \leq x[f(x a) . \cdot x] \leq f(x a)$. The classes modulo $R$
being convex, it follows that $x a \equiv x[f(x a) \cdot \cdot x](R)$. Applying (1), we then obtain (2). Conversely, suppose that (2) holds and let $x a \equiv x b(R)$. Then $f(x a)=f(x b)$ and so $a \equiv f(x a) \cdot \cdot x=f(x b) \cdot \cdot x \equiv b(R)$, showing that (1) holds.

To show that $(2) \Rightarrow(3)$, we observe that from $f(c a) \leq f(c b)$ we have, using (2), $f(a)=f[f(c a) . \cdot c] \leq f[f(c b) \cdot \cdot c]=f(b)$. Conversely, since $x[f(x a) \cdot \cdot x] \leq f(x a)$ we have $f\{x[f(x a) \cdot \cdot x]\} \leq f[f(x a)]=f(x a)$ so that, by (3), $f[f(x a) \cdot x] \leq f(a)$. But $a \leq f(x a) \cdot \cdot x$ and so $f(a)$ $\leq f[f(x a) \cdot x]$. It follows that $f(a)=f[f(x a) \cdot x]$ and this establishes (2).

Corollary. $R \in \cdot \chi \Rightarrow(\forall x \in S) \quad F_{x} \leq R$.
Proof. If $R \in \cdot \chi$ then by the above result we have

$$
(\forall a, x \in S) \quad a \equiv f(x a) \cdot \cdot x(R)
$$

and the convexity of the classes modulo $R$ gives

$$
(\forall a, x \in S) \quad a \equiv x a \cdot \cdot x(R)
$$

which may be expressed in the form $f=f \circ \varphi_{x}$, where $\varphi_{x}$ is the closure mapping associated with $F_{x}$. It follows by Theorem 4.4 that $F_{x} \leq R$.

Theorem 25.12. If $S$ is a residuated semigroup and $R$ is a closure equivalence on $S$ with associated closure mapping $f$, the following conditions are equivalent:
(1) $R \in \Omega \cap \cdot \chi \quad[r e s p . ~ R \in \Omega . \cap \chi$.$] ;$
(2) $(\forall a, x \in S) \quad f(a)=f(x a) \cdot \cdot x \quad\left[r e s p . f(a)=f(a x)^{\cdot} \cdot x\right]$.

Proof. Suppose that (1) holds. Then from $R \in \cdot \chi$ we deduce, using Theorem 25.11, that

$$
(\forall a, x \in S) \quad a \equiv f(x a) \cdot \cdot x(R) .
$$

But from $R \in \Omega$ we deduce, using Theorem 22.10, that $f(x a) \cdot \cdot x$ belongs to the closure subset associated with $R$, so that

$$
(\forall a, x \in S) \quad f(a)=f[f(x a) \cdot \cdot x]=f(x a) \cdot x
$$

Conversely, suppose that (2) holds. The equality $f(a)=f(x a) \cdot \cdot x$ implies, on the one hand, that $x f(a) \leq f(x a)$, so that, by Theorem $22.9, R \in . \Omega$;
and on the other it implies that $a \equiv f(x a) . \cdot x(R)$ so that, by Theorem 25.11, we also have $R \in \cdot \chi$.

Theorem 25.13. If $S$ is a residuated semigroup and $x$ is an arbitrary element of $S$, the following conditions are equivalent:
(1) $A_{x} \in . \Omega \cap \Omega . \cap \cdot \chi \quad\left[r e s p .{ }_{x} A \in \Omega \cap \Omega . \cap \chi.\right] ;$
(2) $(\forall t \in S) \quad A_{x}=A_{x \cdot t} \quad\left[r e s p \cdot{ }_{x} A={ }_{x \cdot t} A\right]$.

Proof. Note that by Theorem 22.12 we have $A_{x} \in \Omega$. for each $x \in S$. Applying Theorem 25.12, we have $A_{x} \in . \Omega \cap \cdot \chi$ if and only if

$$
(\forall a, t \in S) \quad x \cdot(x \cdot \cdot a)=[x \cdot(x \cdot t a)] \cdot t .
$$

Now the right-hand side of the above is, by Theorem 22.3, none other than

$$
(x . \cdot t)^{\prime} \cdot[(x . \cdot t) \cdot a]
$$

Fixing momentarily $x, t$ the equality

$$
(\forall a \in S) \quad x \cdot(x \cdot \cdot a)=(x \cdot \cdot t) \cdot \cdot[(x \cdot \cdot t) \cdot \cdot a]
$$

is clearly equivalent to the statement $A_{x}=A_{x \cdot \tau}$. Hence (1) and (2) are equivalent.

Theorem 25.14. A residuated semigroup $S$ is a Dubreil-Jacotin semigroup if and only if $\chi \cdot \cup \cdot \chi \neq \varnothing$.

Proof. If $S$ is a Dubreil-Jacotin semigroup, then clearly $A_{\xi} \in \cdot \chi$. Conversely, suppose that $R \in \cdot \chi$. Then, just as in the proof of the corollary to Theorem 25.11, we have

$$
(\forall a, x \in S) \quad a \equiv x a \cdot x(R),
$$

so that

$$
(\forall b, x \in S) \quad f(b) \equiv x f(b) \cdot \cdot x(R) .
$$

But $f(b)$ is maximum in its class modulo $R$ and $f(b) \leq x f(b) . \cdot x$. It follows that

$$
(\forall b, x \in S) \quad f(b)=x f(b) \cdot x,
$$

and so

$$
\begin{aligned}
(\forall b, x \in S) \quad f(b) \cdot f(b) & =[x f(b) \cdot x] \cdot f(b) \\
& =[x f(b) \cdot f(b)] \cdot x \\
& \geq x \cdot x
\end{aligned}
$$

Thus $S^{\circ}$ (and likewise $S^{*}$ ) is bounded above. Now from the proof of Theorem 25.9,

$$
[f(b) \cdot f(b)] \cdot[f(b) \cdot f(b)] \geq f(b) \cdot f(b)
$$

and so a bimaximum element exists, namely $\xi=[f(b) \cdot f(b)] \cdot[f(b)$ $\cdot f(b)]$. It follows by Theorem 25.10 that $S$ is a Dubreil-Jacotin semigroup.

Definition. If $S$ is a residuated semigroup we say that $x \in S$ is right A-nomaloid [resp. left $A$-nomaloid] if and only if $S \mid A_{x}$ [resp. $\left.S\right|_{x} A$ ] is a group. We say that $x$ is $A$-nomaloid if it is $A$-nomaloid on both the right and the left. These notions coincide when $x$ is $A$-symmetric in the sense that $A_{x}={ }_{x} A$ and, more particularly, when $x$ is equiresidual or $S$ is abelian.

Theorem 25.15. If S is a residuated semigroup then the following conditions concerning $x \in S$ are equivalent:
(1) $x$ is $A$-nomaloid on the right [resp. left];
(2) $S$ is a Dubreil-Jacotin semigroup and $A_{x}=A_{\xi}\left[r e s p \cdot{ }_{x} A={ }_{\xi} A\right]$;
(3) $(\forall t \in S) \quad A_{x}=A_{x \cdot \cdot t}=A_{x \cdot t t}\left[r e s p \cdot{ }_{x} A={ }_{x \cdot t} A={ }_{x \cdot, t} A\right]$.

Proof. The equivalence of (1) and (2) follows immediately from the result of Theorem 25.8. Suppose now that (2) holds. From $A_{x}=A_{\xi}$ we deduce that every left residual of $x$ is a residual of $\xi$ and conversely, so that $(\forall t \in S)(\exists p \in S) x \cdot t=\xi: p$. Now by Theorem 25.13 we have $A_{\xi: p}=A_{\xi}$ and by the hypothesis $A_{\xi}=A_{x}$. It follows that $(\forall t \in S) A_{x^{x}, t}$ $=A_{x}$. Moreover, since $A_{x}=A_{\xi}$ we have $A_{x} \in \Omega \cap \Omega . \cap . \chi$ and so, again by Theorem 25.13, $(\forall t \in S) A_{x}=A_{x \cdot \cdot t}$. This then shows that (2) $\Rightarrow$ (3). Conversely, if (3) holds, then by Theorems 25.13 and 25.14 it follows that $S$ is a Dubreil-Jacotin semigroup and therefore admits a bimaximum element $\xi$. Since by hypothesis $A_{x \cdot \xi}=A_{x} \in \Omega \cap \Omega . \cap \cdot \chi$, we have, by Theorem 25.13, $A_{x} \cdot \xi=A_{(x \cdot \xi) \cdot\left(x^{\cdot} \cdot \xi\right)}$. Now $(x \cdot . \xi) \cdot \cdot(x \cdot . \xi)$ $=[x . \cdot(x \cdot . \xi)] \cdot \xi \geq \xi \cdot . \xi=\xi$ and so, $\xi$ beingthe bimaximumelement, we deduce that $(x \cdot \xi) \cdot \cdot(x \cdot, \xi)=\xi$. Combining the above observations, we obtain $A_{x}=A_{\xi}$. This then establishes (2) and completes the proof.

Definition. If $S$ is a residuated semigroup then we shall say that $x \in S$
is right [resp. left] $A$-nomal if it is right [resp. left] $A$-nomaloid and is the greatest element in its class modulo $A_{x}\left[\right.$ resp. ${ }_{x} A$ ].

Theorem 25.16. In a residuated semigroup $S$ the following conditions are equivalent:
(1) $x \in S$ is right $A$-nomal;
(2) $x \in S$ is left A-nomal.

Proof. We show first that the condition (2) is equivalent to the conditions
(a) $(\exists k \in S) \quad x=x \cdot \cdot x k$;
(b) $(\forall t \in S) \quad x \cdot \cdot x=(x \cdot \cdot t) \cdot(x \cdot \cdot t)$.

In fact, suppose that (a) and (b) hold. From (b) we deduce that

$$
(\forall t \in S) \quad x \cdot x=[x \cdot(x \cdot \cdot t)] \cdot t \geq t \cdot t
$$

and so a bimaximum element exists, namely $\xi=x \cdot \cdot x$. Now by Theorem 22.10 we have ${ }_{x} A \leq{ }_{x \cdot} \cdot{ }_{x} A$. It therefore follows from (a) that ${ }_{x} A={ }_{x \cdot} \cdot{ }_{x} A$; for (a) implies that every right residual of $x$ (which is maximum in its class modulo $x_{x} A$ ) is a right residual of $x . \cdot x$ and so is maximum in its class modulo $x_{x} \cdot x A$. It follows from the above observations that ${ }_{x} A={ }_{\xi} A$ and so, by Theorem 25.15, $x$ is $A$-nomaloid on the left. Using (a) again, we see that $x$ is $A$-nomal on the left. Conversely, suppose that $x$ is $A$-nomal on the left. Then in the first place we have

$$
(\forall t \in S){ }_{x} A={ }_{x \cdot} \cdot t A={ }_{x \cdot t} A .
$$

Since $x$ is maximum in its class modulo ${ }_{x} A$ it is also maximum in its class modulo $x \cdot{ }^{x} A$. Consequently there exists $k \in S$ such that $x=(x . \cdot x) \cdot{ }^{\cdot} k$ $=x \cdot \cdot x k$, so that (a) holds. Now $x$ is also maximum in its class modulo every ${ }_{x \cdot, t} A$ and so, for each $t \in S$,

$$
\begin{aligned}
x \cdot x & =\{(x \cdot t) \cdot[(x \cdot t) \cdot x]\} \cdot x \\
& =(x \cdot t) \cdot \cdot[(x \cdot t) \cdot x] x \\
& \geq(x \cdot \cdot t) \cdot \cdot(x \cdot t) \\
& =[x \cdot \cdot(x \cdot t)] \cdot t \\
& \geq t \cdot t .
\end{aligned}
$$

It follows that $x \cdot x$ is an upper bound for $S$ and indeed that $x \cdot x=\xi$. Using (a) and the fact that $\xi$ is equiresidual, we then have

$$
\begin{aligned}
(\forall t \in S) \quad(x \cdot t) \cdot(x \cdot \cdot t) & =(\xi: k t) \cdot(\xi: k t) \\
& =\xi \cdot(\xi \cdot k t) k t \\
& \geq \xi \cdot \xi \\
& =\xi,
\end{aligned}
$$

from which it follows that

$$
(\forall t \in S) \quad(x \cdot \cdot t) \cdot(x \cdot \cdot t)=\xi=x \cdot \cdot x,
$$

which is (b).
This being the case, we see that if $x$ is $A$-nomal on the left then $x \cdot \cdot x=\xi$ and $(\exists k \in S) x=\xi: k$. Consequently

$$
x \cdot x=(\xi: k)^{\cdot} \cdot(\xi: k)=\xi \cdot(\xi \cdot, k) k \geq \xi \cdot . \xi=\xi,
$$

so that we also have $x \cdot x=\xi$. Thus, for each $t \in S$,

$$
\begin{aligned}
(x \cdot t) \cdot \cdot(x \cdot t) & =[(\xi: k) \cdot t] \cdot[(\xi: k) \cdot t] \\
& =(\xi: t k) \cdot(\xi: t k) \\
& =\xi \cdot t k(\xi \cdot t k) \\
& \geq \xi \cdot \cdot \xi \\
& =\xi
\end{aligned}
$$

whence

$$
(\forall t \in S) \quad(x \cdot t) \cdot \cdot(x \cdot t)=\xi=x \cdot x
$$

Since this is the condition which is dual to (b), we conclude that $x$ is also $A$-nomal on the right. A similar proof shows that (1) $\Rightarrow$ (2).

Remark. Because of the previous result, we shall use the term $A$-nomal to describe an element which is $A$-nomal on the left or on the right.

Definition. We shall say that a semigroup is $A$-nomal if it is residuated and admits an $A$-nomal element. It is clear from Theorem 25.15 that the notions of $A$-nomal semigroup and residuated Dubreil-Jacotin semigroup
coincide. For the purpose of later classifications of residuated semigroups, we shall use the term $A$-nomal henceforth.

Theorem 25.17. Let $S$ be an $A$-nomal semigroup. Then $x \in S$ is $A$-nomal if and only if it is a residual of the bimaximum element $\xi$. Moreover, the set of A-nomal elements of S forms a group with respect to the law of composition $(\xi: x) \circ(\xi: y)=\xi: y x$. This group is isomorphic to $S / A_{\xi}$ and an A-nomal element is equiresidual if and only if its class modulo $A_{\xi}$ belongs to the centre of $S / A_{\xi}$.

Proof. It is clear from the proof of the previous result that if $x \in S$ is $A$-nomal then $x$ is a residual of $\xi$. Conversely, if $x=\xi: y$ then we have $A_{x}=A_{\xi: y}=A_{\xi}$ and so, by Theorem 25.15, $x$ is $A$-nomaloid on the right. Being a residual of $\xi, x$ is maximum in its class modulo $A_{\xi}$, hence maximum in its class modulo $A_{x}$ and consequently $A$-nomal.

Now since $A_{\xi}$ is compatible with multiplication we have no trouble in verifying that the assignment $(\xi: x) \circ(\xi: y)=\xi: y x$ yields a law of composition on the set $G^{\circ}$ of $A$-nomal elements. Consider now the mapping $f: G^{\circ} \rightarrow S / A_{\xi}$ described by setting $f(\xi: x)=\left(x \mid A_{\xi}\right)^{-1}$. This mapping is clearly a bijection. Now $S / A_{\xi}$ is ordered to the prescription

$$
\begin{aligned}
x\left|A_{\xi} \leq y\right| A_{\xi} & \Leftrightarrow) S(:\{y\} \subseteq) S(:\{x\} \\
& \Leftrightarrow\langle\xi: y\rangle \subseteq\langle\xi: x\rangle \\
& \Leftrightarrow \xi: y \leq \xi: x
\end{aligned}
$$

whence it follows that $f$ is isotone. Moreover,

$$
\begin{aligned}
f[(\xi: x) \circ(\xi: y)] & =f(\xi: y x)=\left(y x / A_{\xi}\right)^{-1}=\left(x \mid A_{\xi}\right)^{-1}\left(y \mid A_{\xi}\right)^{-1} \\
& =f(\xi: x) f(\xi: y)
\end{aligned}
$$

and so $f$ is also a homomorphism. It follows that $f$ is an isomorphism and so $G^{\circ}$ is a group with neutral element $\xi$.

Finally, the $A$-nomal element $\xi: x$ is equiresidual if and only if

$$
(\forall y \in S) \quad(\xi: x) \cdot \cdot y=(\xi: x) \cdot y .
$$

Now using the fact that $\xi$ is equiresidual, the left hand side of the above is $\xi \cdot \cdot x y$ and the right-hand side is $\xi \cdot . x y$. The condition that $\xi: x$ be equiresidual is therefore

$$
(\forall y \in S) \quad(\xi: x) \circ(\xi: y)=(\xi: y) \circ(\xi: x)
$$

in other words that $\xi: x$ belong to the centre of $G^{\circ}$. By virtue of the above isomorphism, this is equivalent to saying that $\left(x / A_{\xi}\right)^{-1}$ belongs to the centre of $S / A_{\xi}$. The proof is completed by remarking that the class of $\xi: x$ modulo $A_{\xi}$ is none other than $\left(x / A_{\xi}\right)^{-1}$, a point which was observed in the proof of Theorem 25.8 .

Example 25.3. Consider the residuated semigroup as described in Exercise 23.5. The unit class modulo $Z$ of this semigroup is a residuated subsemigroup and is given by

$$
\left\{\begin{array}{l}
E=\{(x, y) ; x, y \text { integers with } x \leq 0\} \\
(x, y) \leq\left(x^{\prime}, y^{\prime}\right) \Leftrightarrow x \leq x^{\prime}, y \leq y^{\prime}
\end{array}\right.
$$

the multiplication being given by

$$
(x, y)(u, v)=\left(\min \{x, u\}, y+v^{*}\right)
$$

where $v^{*}=k N \leq v<(k+1) N$ with $N$ a fixed integer $>1$. The residuals are given by the formulae

$$
\begin{cases}(c, d) \cdot(a, b)= \begin{cases}\left(0, d-b^{*}\right) & \text { if } a \leq c \\ \left(c, d-b^{*}\right) & \text { if } a>c\end{cases} \\ (c, d) \cdot(a, b)= \begin{cases}\left(0,(d-b)^{*}+N-1\right) & \text { if } a \leq c \\ \left(c,(d-b)^{*}+N-1\right) & \text { if } a>c\end{cases} \end{cases}
$$

In this residuated semigroup we have

$$
(c, d) \cdot(c, d)=\left(0, d-d^{*}\right), \quad(c, d) \cdot \cdot(c, d)=(0, N-1)
$$

and so $S$ has a bimaximum element, namely $(0, N-1)$. By Theorem 25.17 the $A$-nomal elements are those of the form $(0, N-1):(a, b)$
$=\left(0, N-1-b^{*}\right)$. The classes modulo $A_{\xi}$ with $N=4$ for example are as follows:


Example 25.4. Let $I$ be a commutative integral domain and let $K$ be its field of fractions (so that we can consider the elements of $K$ as of the form $a \mid b$ where $a, b \in I$ with $b \neq 0$ ). By a fractionary ideal of $I$ we mean any $I$-submodule a of the $I$-module $K$ such that the elements of a admit a common denominator $d \neq 0$ in $I$; more precisely, if a has the property $(\exists d \in I \backslash\{0\}) d \mathbf{a} \subseteq I$. Thus if $\mathbf{a}$ is a fractionary ideal we have $\mathbf{a}=(1 / d) \mathbf{b}$ where $\mathbf{b}$ is an ordinary ideal of $I$. For example, every ordinary ideal of $I$ is a fractionary ideal (take $d=1$ ). Every finitely generated $I$-submodule a of $K$ is also a fractionary ideal; for if $\left\{a_{1}, \ldots, a_{n}\right\}$ is a system of generators of a then each $a_{i}$ can be written in the form $a_{i}=b_{i} / d_{i}$, where $b_{i}, d_{i} \in I$ with $d_{i} \neq 0$, and if we define $d=d_{1} d_{2} \ldots d_{n}$ then clearly $d \neq 0$ and $\mathbf{a} \subseteq(1 \mid d) I$. In particular, if $\mathbf{a}$ has but one generator, say $x=a \mid d(d \neq 0)$, then $I x$ is a fractionary ideal called the principal fractionary ideal generated by $x$. It is clear that the set of all fractionary ideals of $I$, ordered by set inclusion, forms a lattice-ordered semigroup under the laws

$$
(\mathbf{a}, \mathbf{b}) \rightarrow \mathbf{a}+\mathbf{b} \text { [union], } \quad(\mathbf{a}, \mathbf{b}) \rightarrow \mathbf{a} \cap \mathbf{b}, \quad(\mathbf{a}, \mathbf{b}) \rightarrow \mathbf{a b}
$$

In particular the set $P F^{*}(I)$ of all non-zero principal fractionary ideals forms an ordered group (the neutral element being $I 1=I$ and the inverse of $I x$ being $I x^{-1}$ ). This ordered group is dually isomorphic to the quotient
group $K^{*} / U$ where $K^{*}=K \backslash\{0\}$ and $U$ is the group of invertible elements of $I$. [To be more explicit, if we let $I^{*}=I \backslash\{0\}$ and write $x \mid y$ $\Leftrightarrow\left(\exists p \in I^{*}\right) x p=y$ then the relation $\equiv$ defined by

$$
x \equiv y \Leftrightarrow x \mid y \text { and } y \mid x
$$

is an equivalence relation which is none other than the relation $x y^{-1} \in U$. We can thus order $K^{*} / U$ by setting

$$
x / U \leq y / U \Leftrightarrow x \mid y ;
$$

and since $x \mid y \Leftrightarrow I x \supseteq I y$, the dual isomorphism follows.] Now let $F^{*}(I)$ denote the set of non-zero fractionary ideals of $I$. We note that $F^{*}(I)$ is a residuated semigroup. [To see this, it is sufficient to show that if $\mathbf{a}, \mathbf{b} \in F^{*}(I)$ then $\mathbf{a}: \mathbf{b}=\{x \in K ; x \mathbf{b} \subseteq \mathbf{a}\}$ is also an element of $F^{*}(I)$. For this purpose, let $d \neq 0$ be such that $\mathbf{a} \subseteq(1 / d) I$ and let $b \in \mathbf{b} \backslash\{0\}$; then $d b(\mathbf{a}: \mathbf{b}) \subseteq d \mathbf{a} \subseteq I$. Moreover, if $a \in \mathbf{a} \backslash\{0\}$ and $d^{\prime} \mathbf{b} \subseteq I$ then $a d^{\prime} \mathbf{b} \subseteq \mathbf{a}$ so that $\mathbf{a}: \mathbf{b} \neq \emptyset$.] Since for each $\mathbf{a} \in F^{*}(I)$ there exists $d \neq 0$ such that $\mathbf{a} \subseteq I d^{-1}$, the set of principal fractionary ideals which contain a is not empty. Define a relation $R$ on $F^{*}(I)$ by setting

$$
\mathbf{a} \equiv \mathbf{b}(R) \Leftrightarrow \operatorname{Pr}(\mathbf{a})=\operatorname{Pr}(\mathbf{b})
$$

where $\operatorname{Pr}$ (a) denotes the set of principal fractionary ideals of $I$ which contain a. Since $F^{*}(I)$ is residuated, we observe that

$$
I x \in \operatorname{Pr}(\mathbf{a}) \Leftrightarrow x^{-1} \mathbf{a} \subseteq I \Leftrightarrow x^{-1} \in I: \mathbf{a}
$$

and so it follows that the relation $R$ defined above is none other than $R=A_{I}$. We say that $a \in F^{*}(I)$ is a divisorial ideal if and only if $a=a^{\circ}$ where by $a^{\circ}$ we mean the intersection of all the principal fractionary ideals which contain $\mathbf{a}$. It is clear that for each $\mathbf{a} \in F^{*}(I)$ we have $\mathbf{a} \subseteq \mathbf{a}^{\circ}$ and $\mathbf{a} \equiv \mathbf{a}^{\circ}(R)$. It follows that the divisorial ideals are none other than the greatest elements in the classes modulo $A_{I}$. Let us now show that the following conditions are equivalent:
(1) $F^{*}(I) \mid A_{I}$ is a group (whence, by Theorem $25.8, F^{*}(I)$ is an $A$-nomal semigroup in which the $A$-nomal elements are the divisorial ideals);
(2) $I$ is completely integrally closed in the sense that if $x \in K$ is such that all the powers $x^{n}(n \geq 0)$ are contained in a finitely generated $I$-submodule of $K$ then $x \in I$.

Suppose first that $F^{*}(I) \mid A_{I}$ is a group. Let $s \in K$ be such that $I[x]$ is contained in a finitely generated $I$-submodule $M$ of $K$. Since $M$ is an element of $F^{*}(I)$, so also is $I[x]$. Let $I[x]=\mathbf{a}$; then we have $x \mathbf{a} \subseteq \mathbf{a}$ and $I x \mathbf{a} \subseteq$ a so that, $F^{*}(I) \mid A_{I}$ being a group with neutral element $I 1 / A_{I}$ $=I \mid A_{I}$, we have $I x\left|A_{I} \leq I\right| A_{I}$. It follows that

$$
I x=(I x)^{\circ} \subseteq I^{\circ}=(I 1)^{\circ}=I 1=I
$$

and hence that $x=1 x \in I$. We have thus shown that if $F^{*}(I) / A_{I}$ is a group, then $I$ is completely integrally closed. Conversely, suppose that $I$ satisfies (2). To show that $F^{*}(I) \mid A_{I}$ is a group, it is sufficient to establish the following identity in the case where a is divisorial:

$$
\mathbf{a} / A_{I} \cdot(I: \mathbf{a}) / A_{I}=I \mid A_{I}
$$

and since $\mathbf{a}(I: \mathbf{a}) \subseteq I$ it is sufficient, in view of the fact that $A_{I}=R$, to show that every principal fractionary ideal which contains $\mathbf{a}(I: \mathbf{a})$ also contains $I$. Suppose then that $\mathbf{a}(I: \mathbf{a}) \subseteq I x^{-1}$ and let $y \in K^{*}$ be such that $\mathbf{a} \subseteq I y$. Then $y^{-1} \mathbf{a} \subseteq(I: \mathbf{a}) \mathbf{a} \subseteq I x^{-1}$ and so $x \mathbf{a} \subseteq I y$. Thus every principal fractionary ideal which contains a also contains $x$ a. Since, by hypothesis, a is divisorial, we deduce that $x \mathbf{a} \subseteq \mathbf{a}$. Consequently, for each positive integer $n$, we have $x^{n} \mathbf{a} \subseteq \mathbf{a}$. Now let $x_{1}, x_{2}$ be elements of $K^{*}$ such that $x_{1} \in \mathbf{a} \subseteq I x_{2}$. Then for each positive integer $n$ we have $x^{n} x_{1} \in I x_{2}$ which gives $x^{n} \in I x_{2} x_{1}^{-1}$. Applying the standing hypothesis, we deduce that $x \in I$ so that $I x \subseteq I$ and $I \subseteq I x^{-1}$. This then establishes the required property.

Example 25.5. Let $S$ be a semigroup and define a multiplication on $\mathbf{P}(S)$ by $X Y=\{x y ; x \in X, y \in Y\}, X \varnothing=\varnothing=\varnothing X$. Ordering $\mathbf{P}(S)$ by set inclusion, we obtain an ordered semigroup which is residuated; for example, we have $X \cdot Y=\{z \in S ;(\forall y \in Y) z y \in X\}$, though this may be $\varnothing$. It is clear that $\mathrm{P}(S)$ is an $A$-nomal semigroup with bimaximum element $\xi=S$. In this case $\mathbf{P}(S) \mid A_{\xi}$ is trivial in the sense that it consists of a single element. We shall therefore consider a residuated subsemigroup
of $\mathbf{P}(S)$ which contains neither $S$ nor $\varnothing$. Given non-empty $X, D \in \mathbf{P}(S)$ we shall say that $X$ is

$$
D \text {-transportable if } D .^{\cdot} X \neq \varnothing \text { and } D^{\cdot} . X \neq \varnothing ;
$$

and that $X$ is

$$
D \text {-neat if } X \cdot D \neq \varnothing, \quad X \cdot . D \neq \varnothing \text { and }(X \cdot \cdot D) \cdot D \neq \varnothing .
$$

Finally, we shall say that $X$ is a D-complex if it is non-empty and both $D$-transportable and $D$-neat.

We begin by observing that:
If $D$ is a subsemigroup of $S$ which is equiresidual in $\mathbf{P}(S)$ then for any $D$-transportable subset $X$ of $\mathbf{P}(S)$ the subsets $X D, D X$ and $D X D$ are D-complexes.

In fact, from $D^{2} \subseteq D$ we have $D \subseteq D: D$ and so
(1) $\varnothing \subset D^{\cdot} . X \subseteq(D: D) \cdot . X=D: D X$;
(2) $\varnothing \subset(X \cdot \cdot D) D \subseteq X D . \cdot D$;
(3) $\varnothing \subset X \subseteq X D \cdot D$;
(4) $\varnothing \subset X \cdot D \subseteq(X . \cdot D) D^{\cdot} . D \subseteq(X D . \cdot D) \cdot D$,
which shows that $X D$ is a $D$-complex; similarly, so also are $D X$ and $D X D$.
Let us now show that:
If $D$ is a subsemigroup of $S$ which is equiresidual in $\mathbf{P}(S)$ and such that $D: S=\varnothing$, then the set $C(D)$ of $D$-complexes is a residuated subsemigroup of $\mathbf{P}(S)$ in which residuals coincide with the corresponding residuals in $\mathbf{P}(S)$. Moreover, $\varnothing \notin C(D)$ and $S \notin C(D)$.

It is clear that neither $\varnothing$ nor $S$ can be $D$-complexes. Moreover, $C(D) \neq \varnothing$; for $D^{2} \subseteq D$ gives $D \subseteq D: D$ and hence $D \subseteq(D: D): D$ so that $D \in C(D)$. Now let $X, Y \in C(D)$; then
(1) $\varnothing \subset(D: Y)(D: X) \subseteq(D: Y)[(D: D) \cdot . X]=(D: Y)[(D: X) \cdot \cdot D]$ $\subseteq D[(D: X) \cdot \cdot D] \cdot Y \subseteq(D: X) \cdot \cdot Y=D: X Y ;$
(2) $\varnothing \subset X\left(Y^{\cdot} . D\right) \subseteq X Y^{\cdot} . D$;
(3) $\varnothing \subset(X \cdot D) Y \subseteq X Y \cdot \cdot D$;
(4) $\varnothing \subset(X \cdot D)(Y \cdot D) \subseteq X\left(Y^{\cdot} . D\right) \cdot D \subseteq(X Y \cdot D) \cdot \cdot D$,
whence it follows that $X Y \in C(D)$ and hence that $C(D)$ is a subsemigroup of $\mathbf{P}(S)$. Also,
(5) $\varnothing \subset(D: Y)(X \cdot \cdot D) \subseteq D(X \cdot \cdot D) \cdot Y \subseteq X \cdot Y$;
(6) $\varnothing \subset(D: X) Y \subseteq(D: X)\left[X^{\cdot} \cdot(X \cdot \cdot Y)\right] \subseteq(D: X) X^{\cdot} .(X \cdot Y)$ $\subseteq D:(X . \cdot Y)$;
(7) $\varnothing \subset(D: Y)[(X . \cdot D) \cdot D] \subseteq(D: Y)(X . \cdot D) \cdot D$ $\subseteq[D(X \cdot D) \cdot Y] \cdot D \subseteq(X . \cdot Y) \cdot D ;$
(8) $\varnothing \subset(D: Y)(X \cdot D) \subseteq\left[(D: D)^{\cdot} \cdot Y\right](X \cdot \cdot D)=(D: Y D)(X \cdot \cdot D)$
$\subseteq D(X \cdot D) \cdot Y D \subseteq(X \cdot \cdot Y) \cdot D ;$
(9) $\varnothing \subset(D: Y)[(X \cdot D) \cdot \cdot D] \subseteq(D: Y D)[(X \cdot D) \cdot \cdot D]$

$$
\subseteq(X \cdot D) \cdot Y D=[(X \cdot Y) \cdot D] \cdot D,
$$

whence it follows that $X . \cdot Y \in C(D)$. Similarly, we can show that $X^{\cdot}, Y \in C(D)$ and so $C(D)$ is a residuated subsemigroup of $\mathbf{P}(S)$ in which residuals coincide with the corresponding residuals in $\mathbf{P}(S)$.

By a principal $D$-transportable subset we shall mean a $D$-transportable subset of the form $X=(x)=\left\{x, x^{2}, x^{3}, \ldots, x^{n}, \ldots\right\}$. Let us now prove:

If $D$ is a subsemigroup of $S$ which is equiresidual in $\mathbf{P}(S)$ and such that $D: S=\varnothing$ then the following conditions are equivalent:
(a) $C(D)$ is an $A$-nomal semigroup with bimaximum element $D$;
(b) every principal D-transportable subset of $\mathbf{P}(S)$ is contained in $D$.

Suppose that (b) holds. Let $M$ be any $D$-complex and let $x \in M . \cdot M$. Then $M x \subseteq M$ and so, for each positive integer $n, M x^{n} \subseteq M$. It follows that $X=\left\{x, x^{2}, \ldots, x^{n}, \ldots\right\} \subseteq M . \cdot M$ and hence that $X$ is $D$-transportable; for $\varnothing \subset D:(M . \cdot M) \subseteq D: X$. By the hypothesis (b) we deduce that $x \in D$ and hence that $M . \cdot M \subseteq D \subseteq D: D$. The statement (a) then follows from Theorem 25.10. Conversely, suppose that (a) holds and let $X=\left\{x, x^{2}, \ldots, x^{n}, \ldots\right\}$ be any principal $D$-transportable subset. Since $x X \subseteq X$ we have $x X D \subseteq X D$. But, as was shown previously, $X D$ is a $D$-complex. It follows by (a) that $x \in X D^{\cdot} . X D \subseteq D$ and so $X \subseteq D$ as required.

Finally, let us note that $C(D)$ is $A$-nomal in the case where $D$ is unitary in the sense that it satisfies the property

$$
\begin{equation*}
\text { if } d x \in D \text { with } d \in D \text { then } x \in D . \tag{*}
\end{equation*}
$$

For, given any $D$-transportable subset of the form $X=\left\{x, x^{2}, \ldots, x^{n}, \ldots\right\}$ we have $D: X \neq \varnothing$, and so there exists an element $a$ such that $a X \subseteq D$. For any positive integer $p$ we therefore have $a x^{p}=d \in D$ and hence $d x=a x^{p+1} \in a X \subseteq D$. We deduce from ( ${ }^{*}$ ) that $x \in D$ and hence that $X \subseteq D$. It then follows from the equivalence of (a), (b) above that $C(D)$ is $A$-nomal with bimaximum element $D$.

## EXERCISES

25.1. Let $\boldsymbol{T}$ be the subset of $\mathbf{R} \times \mathbf{R}$ given by

$$
T=\{(0,0)\} \cup\{(x, y) ; x<0, y \in \mathbf{Z}\}
$$

Show that, under the ordering inherited from $\mathbf{R} \times \mathbf{R}$ and the multiplication defined by

$$
(p, i)(q, j)=(\min \{p, q\}, i+j)
$$

$T$ forms an ordered semigroup in which

$$
\langle(p, i):(q, \mathrm{j})\rangle= \begin{cases}\{(t, i-\mathrm{j}) ; t<0\} & \text { if } q \leq p \text { and } i \neq j ; \\ {[\leftarrow,(0,0)]} & \text { if } q \leq p \text { and } i=j ; \\ {[\leftarrow,(p, i-j)]} & \text { if } q>p .\end{cases}
$$

Deduce that $T$ is a Dubreil-Jacotin semigroup, but is not strong.
25.2. Endow the ordered set $\boldsymbol{T}$ of the previous exercise with the following multiplication:

$$
(p, i)(q, j)=(-1, i+j)
$$

Show that $T$ becomes an ordered semigroup in which

$$
\langle(p, i):(q, j)\rangle= \begin{cases}\varnothing & \text { if } p<-1 \\ {[\leftarrow,(0,0)]} & \text { if } p \geq-1 \text { and } i=j \\ \{(t, i-j) ; t<0\} & \text { if } p \geq-1 \text { and } i \neq j\end{cases}
$$

Deduce that $T$ is a Dubreil-Jacotin semigroup, but is not strong. Now consider the set $S=T \cup\{(0, n) ; n= \pm 1, \pm 2, \ldots\}$ and endow $S$ with the same multiplication as defined above. Show that $S$ is a strong Dubreil-Jacotin semigroup.
25.3. Prove that an inverse semigroup is a Dubreil-Jacotin semigroup if and only if the unit class modulo $Z$ admits a maximum element.
25.4. Let $S$ be an $A$-nomal semigroup. Prove that the following conditions concerning $x \in S$ are equivalent:
(1) $A_{x} \leq A_{\xi}$;
(2) $\xi=x \cdot(x \cdot \xi)$.

Writing $x^{*}=x \cdot \cdot \xi$, show that if $x .^{\cdot} x^{*}=x^{\cdot} \cdot x^{*}$ then $A_{x} \leq A_{\xi}$. Deduce that in an abelian $A$-nomal semigroup every equivalence of type $A$ is finer that $A_{\xi}$. By referring back to Example 25.1, show that this is not necessarily the case when $S$ is non-abelian. More precisely, show that in that example ${ }_{(c, d)} A \leq{ }_{\xi} A$ for all $(c, d) \in S$ but that $A_{(c, d)} \leq A$ if and only if $d \equiv N-1(\bmod N)$.
25.5. Let $S$ be an $A$-nomal semigroup and let $E=\left\{x \in S ; x \equiv \xi\left(A_{\xi}\right)\right\}$. Prove that $A \xi$ may be described by

$$
a \equiv b(A \xi) \Leftrightarrow(\exists x, y \in E) a x=y b
$$

25.6. If $S$ is a residuated semigroup which admits a maximal element, prove that $S$ is an $A$-nomal semigroup in which $A \xi=Z$.
25.7. In this exercise we give a method of constructing, for any given ordered group $G$, an $A$-nomal semigroup $S$ such that $S / A \xi \simeq G$. Let $L$ be an $n$-semilattice which is residuated with respect to $\cap$ [e.g. any Boolean algebra]. Show that $L$ has a maximum element $\pi_{L}$. Endow $\boldsymbol{G} \times L$ with the following ordering and multiplication:

$$
\left\{\begin{array}{l}
(g, x) \leq(h, y) \Leftrightarrow g \leq h, x \leq y ; \\
(g, x)(h, y)=(g h, x \cap y) .
\end{array}\right.
$$

Show that $G \times L$ forms in this way an $A$-nomal semigroup with bimaximum element $\left(1_{G}, \pi_{L}\right)$. Show that the $A$-nomal elements are precisely those of the form $\left(g, \pi_{L}\right)$ where $g \in G$ and deduce that

$$
(G \times L) / A \xi \simeq G
$$

25.8. Let $G$ be an ordered group and let $N$ be its negative cone. Prove that

$$
(\forall x \in G) \quad x^{-1} N=N x^{-1}
$$

and deduce that $N$ is equiresidual in $\mathbf{P}(G)$. Show also that $N: G=\varnothing$. Prove that for any subset $X$ of $G$ the following conditions are equivalent:
(1) $X$ is bounded above in $G$;
(2) $X$ is $N$-transportable.

An ordered group $G$ is said to be completely integrally closed if whenever any subset of the form $X=\left\{x, x^{2}, \ldots, x^{n}, \ldots\right\}$ admits an upper bound then it admits $1_{G}$ as an upper bound. Prove that the following conditions are equivalent:
(3) $G$ is completely integrally closed;
(4) the set $C(N)$ of $N$-complexes is an $A$-nomal semigroup with bimaximum element $N$.

## 26. Particular types of $A$-nomal semigroups

In this and the following two sections we shall be concerned with a systematic classification of particular types of $A$-nomal semigroups. We shall use the notation $\Omega .{ }_{x}$ [resp. $\left.\Omega \cdot{ }_{. x}\right]$ to denote the set of closure equi-
valences on a residuated semigroup $S$ which are compatible on the right with respect to residuation on the right [resp. left]; and the notation $\chi . \cdot x$ [resp. $\chi \cdot, x$ ] to denote the set of closure equivalences which are cancellative on the right with respect to residuation on the right [resp. left].

Theorem 26.1. Let $S$ be an A-nomal semigroup with bimaximum element $\xi$. The following conditions on $\boldsymbol{\xi}$ are equivalent:
(1) $A_{\xi} \in \Omega \cdot \cdot x \cap \Omega \cdot . x$;
(2) $(\forall x \in S) \quad x \cdot \cdot \xi \equiv x \equiv x \cdot \xi\left(A_{\xi}\right)$;
(3) $A_{\xi} \in \chi \cdot \cdot{ }_{x} \cap \chi \cdot \cdot x \cdot$

Proof. Suppose that (1) holds. If $f$ denotes the closure mapping associated with $A_{\xi}$ we have, by Theorem 22.11,

$$
(\forall x, y \in S) \quad f(x) \cdot \cdot y=f(x \cdot \cdot y), f(x)^{\cdot} \cdot y=f(x \cdot y) .
$$

In particular,

$$
(\forall x \in S) \quad f(x) \cdot \cdot \xi=f(x \cdot \cdot \xi) \equiv x \cdot \cdot \xi\left(A_{\xi}\right)
$$

Now since $f(x) \cdot \cdot \xi=[\xi:(\xi: x)] . \cdot \xi=(\xi: \xi) \cdot(\xi: x)=\xi:(\xi: x)=f(x)$ we deduce that $(\forall x \in S) x \equiv x \cdot \xi\left(A_{\xi}\right)$. Similarly, we can show that $x \equiv x \cdot \xi\left(A_{\xi}\right)$ and this shows that $(1) \Rightarrow(2)$.

Now suppose that (2) holds. Then we make the following five observations:

$$
\left(\forall_{x} \in S\right) \quad A_{x} \leqslant A_{\xi} ; \quad{ }_{x} A \leq A_{\xi} ;
$$

[In fact, if $x \cdot \cdot \xi=x^{*}$, then $\xi \leq x \cdot(x \cdot \cdot \xi)=x \cdot x^{*}$. But by (2) we have, modulo $A_{\xi}, x^{\cdot} \cdot x^{*} \equiv\left(x \cdot, x^{*}\right) \cdot \cdot \xi=[x \cdot(x \cdot \cdot \xi)] \cdot \cdot \xi=(x . \cdot \xi)$ $\cdot(x \cdot \cdot \xi) \leq \xi$. Thus $x^{\cdot} \cdot x^{*}=\xi$ and so, by Exercise 25.4, $A_{x} \leq A_{\xi}$. Similarly, we can show that ${ }_{x} A \leq A_{\xi}$.]
( $\beta$ ) $\quad(\forall x \in S)\left(\exists \xi_{1}, \xi_{2} \equiv \xi\left(A_{\xi}\right)\right) \quad x \cdot \cdot \xi_{1}=x \cdot . \xi_{2}=f(x) ;$
[In fact, let $t$ be any $A$-nomal element. Since by $(\alpha)$ we have $A_{x} \leq A_{\xi}=A_{t}$, it follows that $t$ is maximum in its class modulo $A_{x}$ and so $x \cdot(x \cdot \cdot t)=t$. Consequently, $x \cdot t(x \cdot \cdot t)=t \cdot t=\xi=x \cdot(x \cdot \cdot \xi)$, and so $t(x \cdot \cdot t)$ $\equiv x . \cdot \xi\left({ }_{x} A\right)$. Using $(\alpha)$ again, we have $t(x \cdot \cdot t) \equiv x \cdot{ }^{\cdot} \xi \equiv x\left(A_{\xi}\right)$.In particular, consider $t=f(x)=\xi:(\xi: x)$; we obtain $f(x)[x . \cdot f(x)] \equiv x$
$\equiv f(x)\left(A_{\xi}\right)$ whence it follows that $x \cdot \cdot f(x) \equiv \xi\left(A_{\xi}\right)$. Writing $\xi_{2}=x \cdot \cdot f(x)$, the equality $x \cdot \xi_{2}=f(x)$ then follows from the fact that $f(x)$ is maximum in its class modulo $A_{x}$. The statement concerning $\xi_{1}$ is proved similarly.]
( $\beta$ ) $\quad(\forall x \in S)\left(\forall \xi^{\prime}, \xi^{\prime \prime} \equiv \xi\left(A_{\xi}\right)\right) \quad x \cdot \cdot \xi^{\prime} \equiv x \cdot . \xi^{\prime \prime} \equiv x\left(A_{\xi}\right) ;$
[We note first that if $y \cdot{ }^{\cdot} \xi_{1}=f(x)$, then $y \equiv x\left(A_{\xi}\right)$, for $y \cdot \cdot \xi_{1} f(x)$ $=f(x) \cdot f(x)=\xi$ since $f(x)$ is $A$-nomal, so that $y \cdot . \xi=y \cdot\left[y \cdot \cdot \xi_{1} f(x)\right]$ $\equiv \xi_{1} f(x)\left(A_{y}\right)$ and $(\alpha)$ gives, together with (2), $x \equiv f(x) \equiv \xi_{1} f(x) \equiv y \cdot \cdot \xi$ $\equiv y\left(A_{\xi}\right)$. Now by $(\beta)$ there exists $\xi_{1}$ such that $x \cdot \cdot \xi_{1}=f(x)$, and since $f(x)$ is $A$-nomal we have $\left(\forall \xi^{\prime \prime} \equiv \xi\left(A_{\xi}\right)\right) f(x) \cdot . \xi^{\prime \prime}=f(x) \cdot . \xi=f(x)$; consequently $\left(x \cdot . \xi^{\prime \prime}\right)^{\cdot} \cdot \xi_{1}=\left(x \cdot \cdot \xi_{1}\right)^{\cdot} \cdot \xi^{\prime \prime}=f(x)^{\cdot} \cdot \xi^{\prime \prime}=f(x)$ and so, by the previous remark, $x \cdot . \xi^{\prime \prime} \equiv x\left(A_{\xi}\right)$.]
( $\delta$ )

$$
x . \cdot y \equiv \xi\left(A_{\xi}\right) \Leftrightarrow x \equiv y\left(A_{\xi}\right) ;
$$

Let $x \cdot \cdot y=\xi_{1} \equiv \xi\left(A_{\xi}\right)$. Then by $(\alpha)$ and $(\gamma)$ we have $y \equiv x \cdot(x \cdot \cdot y)$ $\left.=x \cdot \cdot \xi_{1} \equiv x\left(A_{\xi}\right).\right]$
( $\varepsilon$ )

$$
(\forall x \in S) \quad x \cdot \cdot x \equiv \xi \equiv x \cdot x\left(A_{\xi}\right)
$$

[By ( $\alpha$ ) we have

$$
(\forall x \in S) \quad(x \cdot x) \cdot[[(x \cdot, x) \cdot \cdot \xi]=\xi=x \cdot(x \cdot \cdot \xi)
$$

so that, by ( $\alpha$ ) and (2),

$$
(\forall x \in S) \quad[(x \cdot x) \cdot \cdot \xi] x \equiv x \cdot \cdot \xi \equiv x\left(A_{\xi}\right)
$$

which in turn gives

$$
(\forall x \in S) \quad(x \cdot . x) \cdot \cdot \xi \equiv \xi\left(A_{\xi}\right)
$$

and the result follows on applying ( $\delta$ ).]
Combining the above observations, we see first that, by ( $\varepsilon$ ),

$$
(\forall x, y \in S) \quad(y \cdot x) \cdot \cdot(y \cdot \cdot x) \equiv \xi\left(A_{\xi}\right)
$$

Now the left-hand side of this is $y \cdot \cdot x(y \cdot \cdot x)$, and so, by $(\delta)$,

$$
\begin{equation*}
(\forall x, y \in S) \quad x(y \cdot \cdot x) \equiv y\left(A_{\xi}\right) . \tag{}
\end{equation*}
$$

It follows from this that $y \cdot x=z \cdot x \Rightarrow y \equiv z\left(A_{\xi}\right)$, so that each equivalence ${ }_{x} B$ is contained in $A_{\xi}$. Furthermore, from (*) we also have

$$
y \cdot \cdot x \equiv z \cdot \cdot x\left(A_{\xi}\right) \Rightarrow y \equiv z\left(A_{\xi}\right)
$$

which shows that $A_{\xi} \in \chi . \cdot x$. Similarly, we can show that $A_{\xi} \in \chi \cdot, x$ and this concludes the proof of (2) $\Rightarrow$ (3).

Finally, suppose that (3) holds. From the identity $x(y \cdot \cdot x) \cdot \cdot x=y \cdot \cdot x$ we have $x\left(y \cdot{ }^{\cdot} x\right) \cdot x \equiv y \cdot \cdot x\left(A_{\xi}\right)$ and so $\left(^{*}\right)$ holds. Consequently,

$$
\begin{aligned}
y \equiv z\left(A_{\xi}\right) & \Rightarrow(\forall x \in S) \quad x(y \cdot \cdot x) \equiv x(z \cdot \cdot x)\left(A_{\xi}\right) \\
& \Rightarrow(\forall x \in S) \quad y \cdot x \equiv z \cdot x\left(A_{\xi}\right),
\end{aligned}
$$

i.e. $A_{\xi} \in \Omega \cdot \cdot x$. Similarly, we can show that $A_{\xi} \in \Omega \cdot . x$ and this establishes (1).

Definition. We shall say that a semigroup is $A$-nomally closed if it is an $A$-nomal semigroup which satisfies any of the equivalent properties given in the previous theorem. Let us remark that this notion can be split into the (non-equivalent) notions of $A$-nomal closure on the left $\left[A_{\xi} \in \Omega \cdot{ }_{. x}\right]$ and $A$-nomal closure on the right $\left[A_{\xi} \in \Omega .{ }_{\cdot x}\right]$. Whilst we shall discuss only those semigroups which are bilaterally $A$-nomally closed, we shall give an example later of a semigroup which is $A$-nomally closed on one side only.

Theorem 26.2. A residuated semigroup is $A$-nomally closed if and only if there is an $A$-symmetric element $t \in S$ which is maximum in its class modulo $A_{t}$ and such that $A_{t} \in \chi . \cdot x \cap \chi \cdot \cdot x$.

Proof. If $S$ is $A$-nomally closed, then clearly the element $\xi$ has the stated properties. Conversely, from $A_{t} \in \chi \cdot{ }_{x} \cap \chi \cdot . x$ we deduce that

$$
(\forall x, y \in S) \quad x(y \cdot \cdot x) \equiv y \equiv(y \cdot x) x\left(A_{t}\right)
$$

In particular let $y=t \cdot t$; then we have $x[(t \cdot t) \cdot \cdot x] \equiv t \cdot t\left(A_{t}\right)$ and so $(t \cdot \cdot x) \cdot \cdot\left[(t \cdot \cdot x)^{\cdot} \cdot t\right]=t \cdot \cdot x[(t \cdot, t) \cdot \cdot x]=t \cdot \cdot(t \cdot \cdot t)=t$ whence every right residual of $t$ is a right residual of $t . x$. Since the converse clearly holds, we deduce that $(\forall x \in S)_{t} A={ }_{t \cdot} \cdot x A$. Choosing $y=t$ we also obtain

$$
(\forall x \in S) \quad t \cdot{ }^{\cdot} t=t \cdot \cdot^{\cdot}(t \cdot x) x=\left[t \cdot{ }^{\cdot}(t \cdot x)\right] \cdot x \geq x \cdot x
$$

and so $S$ is an $A$-nomal semigroup with bimaximum element $t . \cdot t$. It follows that $A_{t}={ }_{t} A={ }_{t \cdot}{ }_{t} A={ }_{\xi} A=A_{\xi}$ and the result follows from Theorem 26.1.

EXAMPLE 26.1. Every residuated semigroup having a maximal element (in particular, every finite residuated semigroup) is $A$-nomally closed. In fact $A_{\xi}$ is none other than $Z$ in this case and, as was shown in Theorem 23.1, $Z \in \Omega \cdot{ }_{\cdot x} \cap \Omega \cdot{ }^{x}$ ?

Example 26.2. The $A$-nomal semigroup of Example 25.1 is not $A$ nomally closed since it does not satisfy the condition (2) of Theorem 26.1. [In fact $(0, N-1):(a, b)=\left(0, N-1-b^{*}\right)$ and so we have

$$
(a, b) \equiv(\alpha, \beta)\left(A_{\xi}\right) \Leftrightarrow b^{*}=\beta^{*} .
$$

Now $(a, b) \cdot \cdot(0, N-1)=(a, b)$; and $(a, b) \cdot(0, N-1)=(a,(b-N$ $+1)^{*}+N-1$ ), this being equivalent to $(a, b)$ modulo $A_{\xi}$ if and only if

$$
b^{*}=\left[(b-N+1)^{*}+N-1\right]^{*}=(b-N+1)^{*}
$$

This equality does not hold for all $b$; for example, take $b=0$.] However, this semigroup is $A$-nomally closed on the left since $A_{\xi} \in \Omega \cdot{ }_{. x}$. [In fact, let $(a, b) \equiv(\alpha, \beta)\left(A_{\xi}\right)$; then $b^{*}=\beta^{*}$ and since

$$
\left(b-y^{*}\right)^{*}=b^{*}-y^{*}=\beta^{*}-y^{*}=\left(\beta-y^{*}\right)^{*}
$$

it follows that $\left.(a, b) \cdot \cdot(x, y) \equiv(\alpha, \beta)^{\cdot} \cdot(x, y)\left(A_{\xi}\right).\right]$
Definition. We shall say that a semigroup $S$ is $A$-totally closed if it is an $A$-nomal semigroup in which $(\forall x \in S) x \cdot \cdot x=\xi=x \cdot x$.

Theorem 26.3. Every A-totally closed semigroup is A-nomally closed.
Proof. If $S$ is $A$-totally closed then clearly

$$
(\forall x \in S) \quad(x \cdot x) \cdot \xi=\xi=(x \cdot x) \cdot \cdot \xi .
$$

The first of these equalities gives $\xi=(x \cdot . \xi) . \cdot x$ so that $x \xi \leq y \cdot \xi$ and hence $x \xi^{2} \leq(x \cdot \xi) \xi \leq x$. Now clearly $x \equiv x \xi^{2}\left(A_{\xi}\right)$ and so, the classes being convex, we have $x \equiv\left(x^{\cdot} \cdot \xi\right) \xi \equiv x \cdot \xi\left(A_{\xi}\right)$. In a similar way we can show that $x \equiv x \cdot \cdot \xi\left(A_{\xi}\right)$. Since this holds for all $x \in S$ we conclude by Theorem 26.1 that $S$ is $A$-nomally closed.

Remark. The converse of Theorem 26.3 does not hold in general. To see this, all we have to do is exhibit an $A$-nomally closed semigroup which is not $A$-totally closed. Such a semigroup is that of Exercises 23.3; for it is clearly $A$-nomally closed (Example 26.1) but is not $A$-totally closed since $b . \cdot b=b \neq \xi=a$.

Theorem 26.4. Every A-nomal semigroup contains an A-totally closed subsemigroup.

Proof. Let $S$ be $A$-nomal and consider the subset

$$
T=\{x \in S ; x \cdot x=\xi=x \cdot x\} .
$$

We observe first that $T \neq \varnothing$ since it clearly contains every $A$-nomal element. Now $T$ is a subsemigroup of $S$, since if $x, y \in T$ then

$$
\left\{\begin{array}{l}
\xi=y \cdot y \leq(x y \cdot x) \cdot y=x y \cdot \cdot x y \leq \xi \\
\xi=x \cdot x \leq(x y \cdot \cdot y) \cdot x=x y \cdot x y \leq \xi
\end{array}\right.
$$

and so $x y \in T$. That $T$ is residuated follows from the fact that if $x, y \in T$, then we have

$$
\left\{\begin{array}{l}
\xi=y \cdot \cdot y \leq[x \cdot(x \cdot \cdot y)] \cdot y=(x \cdot \cdot y) \cdot(x \cdot y) \leq \xi ; \\
\xi=x \cdot \cdot x \leq x \cdot y(x \cdot y)=(x \cdot \cdot y) \cdot(x \cdot y) \leq \xi ;
\end{array}\right.
$$

from which it follows that $x \cdot y \in T$. Similarly, we can show that $x \cdot y \in T$. Thus $T$ is a residuated subsemigroup of $S$. By its definition, $T$ is clearly $A$-totally closed since $\xi: \xi=\xi$ and so $\xi \in T$.

Definition. We shall say that a semigroup is $A$-integrally closed if it is an $A$-nomal semigroup in which $(\forall x \in S) x \cdot \cdot \xi=x=x \cdot \xi$.

Theorem 26.5. A residuated semigroup $S$ is $A$-integrally closed if and only if
(1) S has a neutral element 1 ;
(2) $(\forall x \in S) \quad x \cdot \cdot x=1 \quad\left[r e s p . x^{\cdot} \cdot x=1\right]$.

Proof. Suppose that $S$ is $A$-integrally closed. Then

$$
x \equiv y\left(B_{\xi}\right) \Rightarrow x=x \cdot \cdot \xi=y \cdot \cdot \xi=y,
$$
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so that the equivalence $B_{\xi}$ reduces to equality. It follows that

$$
(\forall x \in S) \quad x=\xi(x \cdot \cdot \xi)=\xi x .
$$

In a similar way we can show that $x \xi=x$ and so it follows that $\xi$ is the neutral element 1 . Moreover, since $1 \leq x \cdot \cdot x \leq \xi$ we have $x \cdot x=1$.

Conversely, suppose that (1) and (2) hold. By (1) we have, for each $x \in S, x \cdot 1=x=x \cdot 1$ and by (2) we have $x \cdot \cdot x=1=1 \cdot \cdot 1$ so it follows that 1 is the bimaximum element of $S$ and hence that $S$ is $A$-integrally closed.

Corollary 1. Every A-integrally closed semigroup is A-totally closed. Proof. This is immediate from the definition and Theorem 26.1.

Corollary 2. An A-totally closed semigroup is A-integrally closed if and only if it has a neutral element.

Proof. Necessity is obvious. If $S$ is $A$-totally closed with a 1 then $1=1 \cdot 1=\xi$ and so $S$ is $A$-integrally closed.

Definition. By an $r$-subsemigroup of a residuated semigroup $S$ we shall mean a subsemigroup $T$ which is residuated in such a way that the residuals in $T$ coincide with the corresponding residuals in $S$.

Theorem 26.6. Let $S$ be an A-nomal semigroup with a neutral element 1. If $S$ is not $A$-integrally closed then $S$ admits a greatest $A$-integrally closed $r$-subsemigroup, namely the subset $K_{\xi}=\{x \cdot \cdot \xi \in S ; x \cdot \cdot \xi=x \cdot . \xi\}$.

Proof. Let us note first that, as was shown in the proof of Theorem $25.10, \xi$ is idempotent. Clearly $\{\xi\}$ then forms an $A$-integrally closed $r$-subsemigroup. Now consider $K_{\xi}$. Let $a=x \cdot \boldsymbol{\xi} \in K_{\xi}$. Then $a=x \cdot \xi$ $=x \cdot . \xi^{2}=(x \cdot . \xi) \cdot . \boldsymbol{\xi}=a \cdot . \xi$ so that $a \xi \leq a$. But since $1 \leq \boldsymbol{\xi}$ we have $a \leq a \xi$ and so it follows that $a=a \xi$. Similarly, using right residuals, we can show that $a=\xi a$. Thus $\xi$ is the neutral element for $K_{\xi}$. Now $K_{\xi}$ is a subsemigroup of $S$. In fact, if $a=x \cdot \xi \in K_{\xi}$ and $b=y \cdot \xi \in K_{\xi}$ then from $a \xi=a$ we have $b a \xi=b a$ so that $b a \leq b a^{\cdot} . \xi \leq b a \cdot .1=b a$, giving $b a=b a \cdot \cdot \xi$. Similarly, from $\xi b=b$ we have $b a=b a .^{\cdot} \xi$. It follows that $b a \in K_{\xi}$. Let us now show that $K_{\xi}$ is an $r$-subsemigroup of $S$. If $a, b \in K_{\xi}$ then from $\xi a=a$ we have $b \cdot a=b \cdot \xi a=(b \cdot a) \cdot \xi$ and from $a \xi=a$ we have $b \cdot . a=b \cdot . a \xi=(b \cdot . \xi)^{\cdot} . a=(b . \cdot \xi)^{\cdot} . a$
$=\left(b^{\cdot} \cdot a\right) \cdot{ }^{\cdot} \xi$. This shows that $b^{\cdot} \cdot a \in K_{\xi}$, and by a similar method we can show that $b . \cdot a \in K_{\xi}$. To show that $K_{\xi}$ is $A$-integrally closed, we observe that for each $a \in K_{\xi}$ we have $a \cdot a=\xi a \cdot . \xi a=(\xi a \cdot a) \cdot . \xi$ $\geq \xi \cdot . \xi=\xi$ and so $a \cdot . a=\xi$. Since $\xi$ is the neutral element of $K_{\xi}$ it follows by Theorem 26.5 that $K_{\xi}$ is $A$-integrally closed.

Now let $G$ be any $r$-subsemigroup of $S$ which has a neutral element $1_{G}$ and which is $A$-integrally closed. For any $x \in G$ we have $1_{S} \leq x \cdot x=1_{G}$ $\leq \xi$ and so $\xi \leq \xi 1_{G} \leq \xi^{2}=\xi$ whence $\xi=\xi 1_{G}$ and, similarly, $\xi=1_{G} \xi$. Thus $\xi \leq \xi: 1_{G} \leq \xi: 1_{S}=\xi$ and so $\xi=\xi: 1_{G}$. It follows that

$$
\xi \in K_{1_{G}}=\left\{x \cdot \cdot 1_{G} \in S ; x \cdot \cdot 1_{G}=x \cdot \cdot 1_{G}\right\}
$$

Now we can show that $K_{1_{G}}$ is an $A$-integrally closed $r$-subsemigroup of $S$ in exactly the same way as we did for $K$ (the proof being valid since $1_{s} \leq 1_{G}$ ). It follows that $\xi: \xi=1_{G}$ and hence that $\xi=1_{G}$. Consequently, $G \subseteq K_{1_{G}}=K_{\xi}$ and the result follows.

Example 26.3. If $S$ is a residuated semigroup with neutral element 1 , then $S \mid A_{1}$ is a group if and only if $S$ is $A$-integrally closed. In fact, if $S / A_{1}$ is a group then, by Theorem 25.8, $S$ is $A$-nomal and $A_{1}=A_{\xi}$. This means that 1 is $A$-nomaloid on the right, so that $1^{\cdot} 1=1$ is $A$-nomal. It follows that $1=\xi$ since they are in the same class modulo $A_{\xi}$. Thus $S$ is $A$-integrally closed. The converse is obvious. As an illustration of this, let us refer back to Example 25.2. There we showed that if $I$ is integrally closed, then $F^{*}(I) \mid A_{I}$ is a group (and conversely). Since $I$ is the neutral element for $F^{*}(I)$, the previous remark allows us to restate the result in the following form: a commutative integral domain $I$ is completely integrally closed if and only if the semigroup $F^{*}(I)$ of non-zero fractionary ideals of I is A-integrally closed.

## EXERCISES

26.1. Prove that an $A$-nomal semigroup $S$ is $A$-nomally closed if and only if

$$
(\forall x \in S)(x \cdot x) \cdot \xi \equiv \xi \equiv(x \cdot \cdot x) \cdot \xi\left(A_{\xi}\right) .
$$

26.2. An $A$-nomal semigroup $S$ is said to be $A$-totally closed on the left [resp. right ] if
$(\forall x \in S)\left(x \cdot{ }^{\cdot} x\right)^{\cdot} \cdot \xi \equiv x^{\cdot} \cdot x=\xi\left(A_{\xi}\right)\left[\right.$ resp. $\left.\left(x^{\cdot} \cdot x\right) \cdot \cdot \xi \equiv x \cdot{ }^{\cdot} x=\xi\left(A_{\xi}\right)\right]$.
If $S$ is $A$-totally closed on the left [resp. right], prove that $S$ is $A$-nomally closed.

For each integer $j$ let $j^{\circ}$ be the integer such that $j \equiv j^{\circ}(\bmod n)$ and $0 \leq j^{\circ}<n$, where $n$ is a fixed integer $>1$. Define a multiplication on $\mathbf{Z} \times \mathbf{Z}$, ordered in the usual way, by

$$
(p, i)(q, j)=\left(p+q, i+j-j^{\circ}\right) .
$$

Show that in this way $\mathbf{Z} \times \mathbf{Z}$ becomes a residuated semigroup in which

$$
\left\{\begin{array}{l}
(p, i) \cdot(q, j)=\left(p-q, i-j+j^{\circ}\right) \\
(p, i) \cdot \cdot(q, j)=\left(p-q, i-j-(i-j)^{\circ}+n-1\right)
\end{array}\right.
$$

Deduce that this semigroup is $A$-totally closed on the left.
26.3. Let $S$ be an $A$-nomally closed semigroup. Prove that the equivalence $A_{\xi}$ may be described by

$$
x \equiv y\left(A_{\xi}\right) \Leftrightarrow\left(\forall \xi_{1}, \xi_{2} \equiv \xi\left(A_{\xi}\right)\right) x \cdot \cdot \xi_{1}=y \cdot \cdot \xi_{2}
$$

Using the property $(\beta)$ of Theorem 26.1 and the fact that each equivalence of type $B$ is contained in $A_{\xi}$, deduce that

$$
A_{\xi}=\prod_{x \in S} B_{x}=\prod_{x \in S} x,
$$

where $\Pi$ denotes transitive product.
26.4. If $S$ is an abelian $A$-nomal semigroup which is a lattice, prove that $A_{\xi}$ is compatible with $\cap$. Writing $|x, y|=(x: y) \cap(y: x) \cap \xi$, show that $S$ is $A$-nomally closed if and only if

$$
\left.\begin{array}{r}
\bigcap_{i=1}^{n}\left|x_{i}, y_{i}\right| \leq|x, y| \\
(i=1, \ldots, n) x_{i} \equiv y_{i}\left(A_{\xi}\right)
\end{array}\right\} \Rightarrow x \equiv y\left(A_{\xi}\right)
$$

26.5. Let $S$ be an $A$-nomal semigroup. If $S$ is $u$-semireticulated, prove that so also is the $A$-totally closed subsemigroup $T$ of Theorem 26.4. If $S$ is also a lattice, show that so also is $T$.
26.6. Prove that every residuated cancellative semigroup with a neutral element is $A$-integrally closed.
26.7. Prove that every residuated semigroup with a neutral element which is maximal is $A$-integrally closed.
26.8. Consider the ordered semigroup $S$ described by the following Hasse diagram and Cayley table:


|  | a | 1 |  | b | c |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a |  | a | b | , | c | d |
| 1 | a | , |  |  |  |  |
| b | b | b | b | b | d |  |
| c | c | c |  |  |  |  |
| d | d | d |  |  | b |  |

Show that $S$ is $A$-nomally closed but neither $A$-totally closed nor $A$-integrally closed. Show also that the greatest $A$-integrally closed $r$-subsemigroup of $S$ is $K_{a}=\{a, b, c, d\}$. [Note that $\{a, b\}$ is also an $A$-integrally closed $r$-subsemigroup.]
26.9. Let $S$ be an $A$-nomal semigroup with neutral element 1 . If $S$ is $u$-semireticulated show that so also is $K_{\boldsymbol{\xi}}$ (Theorem 26.6). If $S$ is also a lattice, show that so also is $K_{\xi}$.
26.10. Show that the semigroup $G \times L$ of Exercise 25.7 is $A$-integrally closed.

## 27. F-nomality

In this and the following section we shall consider further particular types of $A$-nomal semigroups.

Definition. An element $x$ of a residuated semigroup $S$ will be called $F$-nomaloid on the right [resp. left] if and only if $(\forall t \in S) F_{x}=F_{x t}$ [resp. ${ }_{x} F={ }_{t x} F$ ). We shall say that $x \in S$ is $F$-nomal on the right [resp. left] if it is $F$-nomaloid on the right [resp. left] and maximum in its class modulo $F_{x}$ [resp. ${ }_{x} F$ ].

Unlike the case of $A$-nomal elements, we shall show later that the notions of $F$-nomal on the right and $F$-nomal on the left are in general distinct.

THEOREM 27.1. In a residuated semigroup $S$ the following conditions are equivalent:
(1) $x \in S$ is $F$-nomaloid on the right [resp. left];
(2) $F_{x} \in . \Omega \cap \Omega . \cap \cdot \chi \quad\left[r e s p .{ }_{x} F \in \Omega . \cap . \Omega \cap \chi\right.$.].

Proof. By Theorem 22.12 we have $F_{x} \in \Omega$. for every $x \in S$. Now, by Theorem 25.12, we have $F_{x} \in \Omega \cap \cdot \chi$ if and only if

$$
(\forall a, b \in S) \quad x a \cdot \cdot x=(x b a \cdot \cdot x) \cdot \cdot b=x b a \cdot \cdot x b
$$

which is clearly equivalent to saying that $(\forall b \in S) F_{x}=F_{x b}$.
Theorem 27.2. If $S$ is a residuated semigroup and $x \in S$ is $F$-nomaloid on the right $[$ resp. left $]$, then $(\forall y \in S) F_{y} \leq F_{x}\left[r e s p .{ }_{y} F \leq{ }_{x} F\right]$.

Proof. By Theorem 22.13 we have $(\forall y \in S) F_{y} \leq F_{x y}=F_{x}$.
Corollary. If $x \in S$ is $F$-nomaloid on the right [resp. left $]$ then we also have $(\forall t \in S) F_{x}=F_{t x}\left[\right.$ resp. $\left.{ }_{x} F={ }_{x t} F\right]$.

Proof. This is immediate from Theorem 27.2 and 22.13.
Definition. We shall say that a semigroup $S$ is $F$-nomal on the left [resp.
right] if it admits an element which is $F$-nomal on the left [resp. right]. A semigroup which is $F$-nomal on both sides will be called simply $F$-nomal.

Theorem 27.3. If a semigroup is F-nomal on the right (resp. left) then $S$ is A-nomal.

Proof. If $x \in S$ is $F$-nomal on the right for example then by Theorem 27.1 we have $F_{x} \in \cdot \chi$. It then follows by Theorem 25.14 that $S$ is $A$-nomal.

Example 27.1. Let $S$ be a residuated cancellative semigroup. Since every equivalence of type $F$ reduces to equality, it follows that every element of $S$ is $F$-nomal on the right and on the left.

Example 27.2. If a residuated semigroup contains a minimum element $m$ then by Theorem 23.13 every multiple of $m$ coincides with $m$ so that $m$ is the zero element (and conversely). Clearly $m$ is $F$-nomaloid on both the left and right.

Example 27.3. Consider the ordered set described by

$$
\left\{\begin{array}{l}
S=\{(x, y) ; x, y \text { integers with } x \leq 0\} ; \\
(x, y) \leq\left(x^{\prime}, y^{\prime}\right) \Leftrightarrow x \leq x^{\prime}, \quad y \leq y^{\prime} .
\end{array}\right.
$$

Endow $S$ with a multiplication as follows: let $N, M$ be fixed integers greater than 1 and for each integer $p$ define $p^{*}, p^{\wedge}$ by the inequalities $p^{*}=k N \leq p<(k+1) N, p^{\wedge}=t M \leq p<(t+1) M$; now define

$$
(p, i)(q, j)=\left(\min \left\{p^{*}+q, p+q^{*}\right\}, i+j^{\wedge}\right) .
$$

This multiplication makes $S$ into an ordered semigroup. In fact, let $x=[(p, i)(q, j)](r, s)$ and let $k_{1}, k_{2}, k_{3}$ be such that $k_{1} N=p^{*}, k_{2} N$ $=q^{*}, k_{3} N=r^{*}$. Now $\left(k_{1}+k_{2}\right) N \leq k_{1} N+q<\left(k_{1}+k_{2}+1\right) N$ and $\left(k_{1}+k_{2}\right) N \leq p+k_{2} N<\left(k_{1}+k_{2}+1\right) N$; consequently

$$
\left(k_{1}+k_{2}\right) N \leq \min \left\{p^{*}+q, p+q^{*}\right\}<\left(k_{1}+k_{2}+1\right) N .
$$

It follows that $x=(\lambda, \mu)$, where

$$
\left\{\begin{array}{l}
\lambda=\min \left\{\left(k_{1}+k_{2}\right) N+r, k_{3} N+\min \left\{k_{1} N+q, p+k_{2} N\right\}\right\} \\
\mu=i+j^{\wedge}+k^{\wedge}
\end{array}\right.
$$

Now the expression for $\lambda$ may be written in the symmetric form

$$
\lambda=\min \left\{\left(k_{1}+k_{2}\right) N+r, \quad\left(k_{3}+k_{1}\right) N+q, \quad\left(k_{2}+k_{3}\right) N+p\right\}
$$

and that for $\mu$ may be written $\mu=i+\left(j+k^{\wedge}\right)^{\wedge}$. It follows from this that the above multiplication is associative. It is also clearly isotone. Let us now show that $S$ is residuated. From the definition of multiplication we have $(p, i)(q, j) \leq(r, k)$ if and only if

$$
\min \left\{p^{*}+q, p+q^{*}\right\} \leq r \quad \text { and } i+j^{\wedge} \leq k .
$$

Let us first see, given $q \leq 0$, how $\min \left\{p^{*}+q, p+q^{*}\right\}$ varies with $p \leq 0$. [We are interested only in negative values of $p, q$ by the definition of $S$.] Define

$$
p^{\circ}=p^{*}+\left(q-q^{*}\right) .
$$

Then $p^{\circ} \geq p^{*}$ and $\left(p^{\circ}\right)^{*}=p^{*}+\left(q-q^{*}\right)^{*}=p^{*}+q^{*}-q^{*}=p^{*}$. Thus $p^{\circ}+q^{*}=p^{*}+q$ and if $p^{\circ} \leq x \leq p^{*}+N-1$ then $p^{\circ}+q^{*} \leq x+q^{*}$ $\leq p^{*}+N-1+q^{*}$ so that $\min \left\{x^{*}+q, x+q^{*}\right\}=\min \left\{p^{*}+q\right.$, $\left.x+q^{*}\right\}=p^{*}+q$. On the other hand, if $p^{*} \leq y \leq p^{\circ}-1$, say $y=p^{\circ}-t$, then $\min \left\{y^{*}+q, y+q^{*}\right\}=\min \left\{p^{*}+q, p^{*}+q-q^{*}\right.$ $\left.-t+q^{*}\right\}=p^{*}+q-t$. The graph of the function

$$
p \rightarrow \min \left\{p^{*}+q, p+q^{*}\right\}
$$

restricted to the interval $\left[p^{*}, p^{*}+N-1\right]$ is therefore


Having seen this, the graph of the function is as follows:


Suppose now that $p$ and $r$ are given and let us consider the set of elements $q$ which are such that $\min \left\{p^{*}+q, p+q^{*}\right\} \leq r$. It is clear from the above graph that this set is never empty. There are several cases to consider.
(a) $r^{*} \geq p^{*}$ : in this case there are two subcases, namely
(i) $r^{*}>p^{*} \quad$ (whence $r>p$ );
(ii) $r^{*}=p^{*}$ with $r \leq p$ [so that $(r, p)$ is on or below the principal diagonal of $\mathbf{N}_{-} \times \mathbf{N}_{-}$].

It is clear that in each of these cases the maximum value of $q$ which is possible is $q=0$, the corresponding graph being

(b) $r^{*}<p^{*}$ : in this case there are also two subcases, namely
(iii) $r-r^{*} \geq p-p^{*}$;
(iv) $r-r^{*}<p-p^{*}$.

These cases correspond respectively to the cases where the point $(p, r)$ appears (iii) above or on, or (iv) below the diagonal of


Now since $r^{*}<p^{*}$ we can choose $q$ such that $q^{*}=r^{*}-p^{*}$. By considering the graph given previously, we see that in case (iii) the maximum possible $q$ satisfies $q-q^{*}=N-1$. [In fact in this case there are $N-1$ points of the graph along the diagonal.] The greatest value of $q$ in this case therefore exists and is $r^{*}-p^{*}+N-1$. In the case (iv), consideration of the graph shows that the greatest value of $q$ is such that $p^{*}+q=r$ [the point $(p, r)$ then lying on the appropriate horizontal portion of the graph]. Thus in case (iv) a greatest $q$ exists and is $r-p^{*}$.

By reconsidering the definition of multiplication, we can therefore assert that right residuals exist and are given by the formulae
$(r, k) \cdot \cdot(p, i)$
$= \begin{cases}\left(0,(k-i)^{\wedge}+M-1\right) & \text { if } r^{*} \geq p^{*} ; \\ \left(r^{*}-p^{*}+N-1,(k-i)^{\wedge}+M-1\right) & \text { if } r^{*}<p^{*} \text { and } r-r^{*} \geq p-p^{*} ; \\ \left(r-p^{*},(k-i)^{\wedge}+M-1\right) & \text { if } r^{*}<p^{*} \text { and } r-r^{*}<p-p^{*} .\end{cases}$
Interchanging the rôles of $p, q$ in the previous discussion, we see that left residuals also exist and are given by the formulae
$= \begin{cases}\left(0, k-i^{\wedge}\right) & \text { if } r^{*} \geq p^{*} ; \\ \left(r^{*}-p^{*}+N-1, k-i^{\wedge}\right) & \text { if } r^{*}<p^{*} \text { and } r-r^{*} \geq p-p^{*} ; \\ \left(r-p^{*}, k-i^{\wedge}\right) & \text { if } r^{*}<p^{*} \text { and } r<r^{*}-p-p^{*} .\end{cases}$
The previous geometric proof of the existence of residuals is very useful. In fact, it is clear by the definition of multiplication that in the same class modulo $F_{(p, i)}$ will appear all the elements $(q, j)$ for which $\min \left(p^{*}+q, p+q^{*}\right)$ has the same value and likewise so does $j^{\wedge}$. We therefore deduce, from the previous graphic representation, the following representation of the equivalence classes modulo $F_{(p, i)}$; in this we have written

$$
(t=-1,-2,-3, \ldots) \quad q_{t}^{0}=t N+p-p^{*} .
$$



In particular, the elements $(p, i)$ in which $p$ is such that $p=p^{*}$ give the following partition modulo $F_{(p, l)}$ :


Consider now those elements of the form ( $\left.p^{*}, i\right)$. We have

$$
\left(p^{*}, i\right)(q, j)=\left(\min \left\{p^{*}+q^{*}, p^{*}+q\right\}, i+j^{\wedge}\right)=\left(p^{*}+q^{*}, i+j^{\wedge}\right)
$$

so that every right multiple of $\left(p^{*}, i\right)$ is also of the form $\left(r^{*}, s\right)$. It follows that each element of the form ( $p^{*}, i$ ) is $F$-nomaloid on the right, for the partitions relative to $F_{\left(p^{*}, t\right)}$ and, for any $(q, j), F_{\left(p^{*}, t\right)(q, i)}$ are the same (namely the immediately preceding one).

In a similar way, we see that in the same class modulo ${ }_{(q, j)} F$ will appear all the elements $(p, i)$ for which $\min \left\{p^{*}+q, p+q^{*}\right\}$ is the same and likewise $i$. We therefore have the following graphic representation of the equivalence classes modulo ${ }_{(q, j)} F$; in this we have written

$$
(t=-1,-2,-3, \ldots) \quad p_{t}^{\circ}=t N+q-q^{*} .
$$



In particular, the elements $(q, j)$ in which $q=q^{*}$ admit the following partition relative to ${ }_{(q, j)} F$ :


Again it is readily verified that the elements of the form ( $q^{*}, j$ ) are $F$ nomaloid on the left, the relevant partition being the previous one. This then shows that our semigroup is $F$-nomal on both the left and the right, but the $F$-nomal equivalences do not coincide (unless we agree to allow $M=1$ in which case the semigroup is abelian).

Definitions. We shall say that a semigroup is $F^{*}$-nomal if it is $F$-nomal on both the left and the right and such that the $F$-nomal equivalences coincide. By an $F$-nomally closed semigroup we shall mean an $F^{*}$-nomal
semigroup which is $A$-nomally closed. Furthermore, we shall say that a semigroup is $F$-totally closed if it is $F$-nomally closed and $A$-totally closed; and $F$-integrally closed if it is $F$-totally closed and $A$-integrally closed.

These definitions may be remembered by the following scheme:


The exercises which follow show that in general these types of semigroup are distinct.

## EXERCISES

27.1. Let $S$ be the ordered set of Example 27.3. Endow $S$ with the following multiplication:

$$
(p, i)(q, j)=\left(p^{*}+q^{*}, i+j^{\wedge}\right) .
$$

Show that $S$ becomes an $F^{*}$-nomal semigroup in which every element is $F$-nomaloid on both the left and the right. Determine the associated partitions and also that of the $A$-nomal equivalence $A_{\xi}$.
27.2. An element $x$ of a residuated semigroup $S$ is said to be $F$-symmetric if $F_{x}={ }_{x} F$. Prove that $S$ is $F^{*}$-nomal if and only if it contains an $F$-symmetric element $x$ such that $F_{x} \in \chi$. $\cap . \chi$.
27.3. Consider the ordered (abelian) semigroup $S$ defined by the following Hasse diagram (see page 300 ) and multiplication:

$$
\left\{\begin{array}{l}
a_{p, i} a_{q, j}=b_{p, i} b_{q, j}=a_{p+q, \min \{i, j\}} ; \\
a_{p, i} b_{q, j}=b_{q, j} a_{p, i}=b_{p+q, \min \{i, j\} ;} \\
(\forall x) c x=x c=x b_{1,1}
\end{array}\right.
$$

Show that $S$ is residuated and establish formulae for the residuals. Deduce that the elements of the form $a_{p, 1}$ and $b_{p, 1}$ are $F$-nomal and hence that $S$ is $F$-nomally closed. Show further that $S \backslash\{c\}$ is an $F$-totally closed semigroup and that $S \backslash\{\boldsymbol{c}\} \cup\{1\}$ where 1 is a neutral element $\geq a_{1,1}$ is an $F$-integrally closed semigroup.
27.4. Let $S$ be an $F^{*}$-nomal semigroup and consider the subset $T=\{x \in S$; $x . \cdot x=\xi=x \cdot . x\}$. If $y \in S$ is $F$-nomal, show that $y \in T$. Deduce that every $F^{*}$-nomal


semigroup contains an $F$-totally closed subsemigroup. Illustrate by referring to the previous exercise.
27.5. Show that every residuated cancellative semigroup with a neutral element is $F$-integrally closed.

## 28. $B$-nomality

Definitions. An element $x$ of a residuated semigroup $S$ will be called $B$-nomaloid on the right [resp. left] if and only if $(\forall t \in S) B_{x}=B_{t x}$ [resp. $\left.{ }_{x} B={ }_{x t} B\right]$. We say that $x \in S$ is $B$-nomal on the right [resp. left] if $x$ is $B$-nomaloid on the right [resp. left] and minimum in its class modulo $B_{x}[x B]$.

Note that we are dealing with dual closure equivalences here. In order to carry out an investigation which is comparable to the case involving the equivalences of type $A$, we require the following general results. We shall use the notation $\cdot \Omega[\cdot \chi]$ to denote the set of dual closure equivalences
on a residuated semigroup $S$ which are compatible [resp. cancellative] on the left with multiplication, etc.

Theorem 28.1. If $S$ is a residuated semigroup and $K$ is a dual closure equivalence on $S$ with associated dual closure mapping $f$, then the following conditions are equivalent:
(1) $K \in \chi^{\cdot x}\left[\right.$ [resp. $\left.K \in \chi^{\cdot x}\right]$;
(2) $(\forall a, x \in S) \quad a \equiv x f(a \cdot \cdot x)(K) \quad[r e s p . a \equiv f(a \cdot x) x(K)]$.

Proof. If (1) holds then $f\left(a .^{\cdot} x\right) \leq x f\left(a .^{\cdot} x\right) \cdot x \leq x(a \cdot \cdot x) \cdot x$ $=a .^{\cdot} x$ and so the convexity of the classes modulo $K$ gives $a \cdot{ }^{\cdot} x$ $\equiv x f(a \cdot \cdot x) \cdot \cdot x(K)$, whence (2) follows. Conversely, if (2) holds then clearly

$$
a \cdot \cdot x \equiv b \cdot \cdot x(K) \Rightarrow a \equiv b(K)
$$

and so (1) holds.
Theorem 28.2. If $S$ is a residuated semigroup and $K$ is a dual closure equivalence on $S$ with associated dual closure mapping $f$, then the following conditions are equivalent:
(1) $K \in \Omega^{\cdot x} \cap \chi^{\cdot x} \quad\left[\right.$ resp. $\left.K \in \Omega^{\cdot x} \cap \chi^{\cdot x}\right]$;
(2) $(\forall a, x \in S) \quad f(a)=x f\left(a \cdot^{\cdot} x\right) \quad[r e s p . f(a)=f(a \cdot, x) x]$.

Proof. Suppose that (1) holds. Then from $K \in \Omega^{\cdot x}$ we have, using Theorem 22.9 (e), $f(a \cdot \cdot x) \leq f(a) \cdot \cdot x$ so that $x f\left(a .^{\cdot} x\right) \leq f(a)$. On the other hand, from $K \in \chi^{\cdot x}$ we have, by Theorem 28.1 and the fact that $f(a)$ is the minimum element in the class of $a$ modulo $K, f(a) \leq x f\left(a \cdot^{\cdot} x\right)$. This, then, shows that (1) $\Rightarrow$ (2). Conversely, if (2) holds, then clearly $a \equiv x f(a \cdot \cdot x)(K)$ and $f(a \cdot \cdot x) \leq f(a) \cdot \cdot x$. It follows by Theorems 28.1 and $22.9(\mathrm{e})$ that (1) holds.

We can now use these results to characterize $B$-nomaloid elements.
Theorem 28.3. Let $S$ be a residuated semigroup. The following conditions concerning $y \in S$ are equivalent:
(1) $y$ is $B$-nomaloid on the right [resp. left];
(2) $B_{y} \in \Omega^{\cdot x} \cap \chi^{\cdot x}\left[r e s p ., y \in \Omega^{\cdot x} \cap \chi^{\cdot x}\right]$.

Proof. By applying Theorem 28.2 we see that (2) holds if and only if

$$
(\forall a, x \in S) \quad y(a \cdot \cdot y)=x y[(a \cdot \cdot x) \cdot \cdot y]=x y(a \cdot \cdot x y)
$$

which is equivalent to saying that $(\forall x \in S) B_{y}=B_{x y}$; i.e. that $y$ is $B$-nomaloid on the right.

Remark. Note that we always have, for any element $y$ of a residuated semigroup $S, B_{y} \in \Omega^{\cdot x}$ and ${ }_{y} B \in \Omega^{\cdot x}$.

Theorem 28.4. If a B-nomal equivalence on the right (resp. left) exists in a residuated semigroup $S$ then it is unique and contains every equivalence of type B on the right (resp. left). Moreover, S is an A-nomal semigroup.

Proof. Let $\beta$ be $B$-nomaloid on the right, so that $(\forall t \in S) B_{\beta}=B_{t \beta}$. Now by Theorem 22.14 we have $(\forall t \in S) B_{t} \leq \bigcap_{x \in S} B_{t x}$ and so in particular $B_{t} \leq B_{t \beta}$. It follows that $(\forall t \in S) B_{t} \leq B_{\beta}$ and this shows the uniqueness of $B_{\beta}$. Now let $\beta$ be $B$-nomal on the right. Being minimum in its class modulo $B_{\beta}$, the element $\beta$ is also minimum in its class modulo every equivalence $B_{x}$, so that

$$
(\forall x \in S) \quad \beta=x(\beta \cdot \cdot x)
$$

It follows that

$$
(\forall x \in S) \quad \beta \cdot \cdot \beta=\beta \cdot \cdot x(\beta \cdot \cdot x)=[\beta \cdot(\beta \cdot x)] \cdot x \geq x \cdot x
$$

and so a bimaximum element exists, namely $\xi=\beta \cdot . \beta$.
Theorem 28.5. Let $S$ be a residuated semigroup which admits a B-nomal equivalence on the left and a $B$-nomal equivalence on the right. Then these equivalences coincide.

Proof. Let $x \in S$ be $B$-nomaloid on the right and let $y \in S$ be $B$-nomaloid on the left. By Theorem 28.3 we have ${ }_{y} B \in \Omega^{\cdot x}$. Now the dual closure subset associated with ${ }_{v} B$ consists of all the left multiples of $y$ and so, by Theorem 22.13, we have ${ }_{y} B \leq B_{t y}$ for each $t \in S$. Since $x$ is $B$-nomaloid on the right, we have $B_{t y} \leq B_{x}$ and consequently ${ }_{y} B \leq B_{x}$. A dual argument gives $B_{x} \leq{ }_{\nu} B$ whence we have equality.

Definition. We shall say that an element $x$ of a residuated semigroup $S$ is $B$-nomal if it is $B$-nomal on the left and $B$-nomal on the right. In this case we have, by the previous result, $B_{x}={ }_{x} B$ and we call this the $B$-nomal equivalence. [In particular, if $y \in S$ is $B$-nomaloid on the right and $z \in S$ is $B$-nomaloid on the left then $y z$ is $B$-nomal.]

Theorem 28.6. If the residuated semigroup $S$ contains a $B$-nomal equivalence $B_{\beta}$ on the right (resp. left) then
(1) every class modulo $A_{\xi}$ contains one and only one $B$-nomal element on the right (resp. left);
(2) every class modulo $B_{\beta}$ contains one and only one $A$-nomal element.

Proof. (1) Since $(\forall x \in S) A_{\xi}=A_{\xi: x}$, every residual of $\xi$ is a left [resp. right] residual of $\xi: x$. Let $\beta \in S$ be $B$-nomal on the right. Every right multiple of $\beta$ is $B$-nomal on the right and given any $\lambda \in S$ there exists $\mu \in S$ such that $\xi: \lambda=(\xi: \beta) .{ }^{\cdot} \mu$. Thus for each $\lambda \in S$ there exists $\mu \in S$ such that $\lambda \equiv \beta \mu\left(A_{\xi}\right)$. It follows that each class modulo $A_{\xi}$ contains at least one $B$-nomal element on the right. To show that each class modulo $A_{\xi}$ contains at most one such element, we observe that if $\alpha_{*}$ is $A$-nomal and $\beta_{*}$ is $B$-nomal on the right, then

$$
\begin{equation*}
\beta_{*} \equiv \alpha_{*}\left(A_{\xi}\right) \Rightarrow \beta_{*} \equiv \alpha_{*}\left(B_{\beta}\right) . \tag{*}
\end{equation*}
$$

In fact if $\beta_{*} \equiv \alpha_{*}\left(A_{\xi}\right)$ then since $A_{\alpha_{*}}=A_{\xi}$ we have $\alpha_{*} \cdot \beta_{*}=\alpha_{*} \cdot \alpha_{*}$ $=\xi=\beta_{*} \cdot \cdot \beta_{*}\left[\right.$ Theorem 28.4] so that $\alpha_{*} \equiv \beta_{*}\left(B_{\beta_{*}}\right)$. Since $B_{\beta_{*}}=B_{\beta}$ it follows that $\alpha_{*} \equiv \beta_{*}\left(B_{\beta}\right)$. Suppose then that $\beta_{*}, \beta_{* *}$ are $B$-nomal on the right with $\beta_{*} \equiv \beta_{* *}\left(A_{\xi}\right)$. Let $\alpha_{*}$ be the maximum element in this class modulo $A_{\xi}$. From the previous observation, we have $\beta_{*} \equiv \alpha_{*} \equiv \beta_{* *}\left(B_{\beta}\right)$ and so we conclude that $\beta_{*}=\beta_{* *}$ since each class modulo $B_{\beta}$ contains only one $B$-nomal element on the right.
(2) Let us note first that every class modulo $B_{\beta}$ contains at least one $A$-nomal element. In fact by ( ${ }^{*}$ ) to each $B$-nomal element on the right $\beta_{*}$ there corresponds an $A$-nomal element $\alpha_{*}$ such that $\alpha_{*} \equiv \beta_{*}\left(B_{\beta}\right) ; \alpha_{*}$ is the greatest element in the class of $\beta_{*}$ modulo $A_{\xi}$. To show that each class modulo $B_{\beta}$ contains at most one $A$-nomal element, we observe that
if $\beta_{*}$ is $B$-nomal on the right and $\alpha_{*}$ is $A$-nomal then

$$
\begin{equation*}
\beta_{*} \equiv \alpha_{*}\left(B_{\beta}\right) \Rightarrow \beta_{*} \equiv \alpha_{*}\left(A_{\xi}\right) . \tag{}
\end{equation*}
$$

In fact if $\beta_{*} \equiv \alpha_{*}\left(B_{\beta}\right)$ then since $B_{\beta}=B_{\beta_{*}}$ we have $\beta_{*} \cdot \cdot \beta_{*}=\alpha_{*} \cdot \cdot \beta_{*}$. Now $\alpha_{*} \cdot \beta_{*}=\xi=\alpha_{*} \cdot \cdot \alpha_{*}$ and so it follows that $\alpha_{*} \cdot \beta_{*}=\alpha_{*} \cdot \alpha_{*}$ and so $\beta_{*} \equiv \alpha_{*}\left(A_{\alpha^{*}}=A_{\xi}\right)$. It then follows from this that every class modulo $B_{\beta}$ contains precisely one $A$-nomal element.

Theorem 28.7. If $\beta \in S$ is $B$-nomal on the right then $A_{\xi}=F_{\beta}$.
Proof. From $x \equiv y\left(A_{\xi}\right)$ we have $\beta x \equiv \beta y\left(A_{\xi}\right)$ so that, $\beta x$ and $\beta y$ being $B$-nomal on the right we have, by Theorem 28.6, $\beta x=\beta y$ whence $x \equiv y\left(F_{\beta}\right)$. Thus $A_{\xi} \leq F_{\beta}$. Conversely, $F_{\beta} \leq A_{\xi}$ since $A_{\xi} \in \cdot \chi$.

Corollary. If $\beta \in S$ is $B$-nomal on the right then $\beta$ is $F$-nomaloid on the right. If $S$ is $B$-nomal then $S$ is $F^{*}$-nomal.

Proof. This follows from the equality $A_{\xi}=F_{\beta}$ and Theorems 27.1 and 25.13.

Theorem 28.8. If $S$ admits an element $\beta$ which is $B$-nomal on the right, then $S$ is a group if and only if $S$ is left cancellative.

Proof. The condition is clearly necessary. To show that it is also sufficient, we observe from the above that $A_{\xi}=F_{\beta}$ and since $F_{\beta}$ reduces to equality so also does $A_{\xi}$ whence $S$ is a group.

Denoting by $\operatorname{Cen}(S)$ the centre of $S$ we now have:
Theorem 28.9. Let $S$ be an A-nomal semigroup. A necessary and suffcient condition that $S$ be $B$-nomal is

$$
(\exists \beta \in \operatorname{Cen}(S))\left(\forall \xi^{*} \equiv \xi\left(A_{\xi}\right)\right) \quad \beta \xi^{*}=\beta .
$$

Proof. Let $\beta \in S$ be $B$-nomal. By Theorem 28.7 we have $A_{\xi}=F_{\beta}={ }_{\beta} F$ and so

$$
\left(\forall \xi^{*} \equiv \xi\left(A_{\xi}\right)\right) \quad \beta \xi^{*}=\beta \xi=\beta(\beta \cdot \beta)=\beta
$$

In particular, this holds for the $B$-nomal element $\beta_{*}$ which is in the class of $\xi$ modulo $A_{\xi}$ (cf. Theorem 28.6). Now every left and right multiple of $\beta_{*}$ is $B$-nomal and so, since $\beta_{*} x \equiv x \beta_{*}\left(A_{\xi}\right)$, we deduce from Theorem 28.6 that $(\forall x \in S) \beta_{*} x=x \beta_{*}$ whence $\beta_{*} \in \operatorname{Cen}(S)$.

Conversely, suppose that the condition holds. From the equality $\beta \xi=\beta=\xi \beta$ we deduce that $\xi \leq \beta \cdot \beta$ and $\xi \leq \beta \cdot \beta$ so that $\beta \cdot \beta=\xi$ $=\beta \cdot . \beta$. Now for each $t \in S$ we have $t(\xi \cdot \cdot t) \equiv \xi \equiv(\xi \cdot \cdot t) t\left(A_{\xi}\right)$ and so

$$
(\forall t \in S) \quad t(\beta \cdot \beta t) \equiv \xi \equiv(\beta \cdot . t \beta) t\left(A_{\xi}\right) .
$$

Applying the hypothesis, we deduce that

$$
(\forall t \in S) \quad t(\beta . \cdot \beta t) \beta=\beta=\beta(\beta \cdot . t \beta) t .
$$

It follows that every multiple of $\beta$ is both a left and a right multiple of every element of $S$. Consequently, every equivalence of type $B$ is contained in $B_{\beta}={ }_{\beta} B$ [cf. Ex. 22.7]. Since we always have $(\forall t \in S) B_{\beta} \leq B_{\beta t}$ it follows that $(\forall t \in S) B_{\beta}=B_{\beta t}=B_{t \beta}$ and hence that $\beta$ is $B$-nomaloid. It is in fact $B$-nomal since $\beta=\beta \xi=\beta(\beta \cdot \beta)$.

Corollary. If Cen $(S)=\varnothing$ then no $\beta \in S$ can be $B$-nomal.
Example 28.1. Let $N$ be a fixed positive integer and consider the ordered set $S$ described by

$$
\left\{\begin{array}{l}
S=\{(p, i) \in \mathbf{Z} \times \mathbf{Z} ; \quad p \in[-N, 0]\} \\
(p, i) \leq(q, j) \leftrightarrow p \leq q, \quad i \leq j
\end{array}\right.
$$

Endow $S$ with the following multiplication

$$
(p, i)(q, j)=\left(\min \{p, q\}, i+j^{\wedge}\right)
$$

where $j^{\wedge}=k M \leq j<(k+1) M, M$ being a fixed integer greater than 1. It is readily verified that $S$ becomes a residuated semigroup with residuals given as follows:

$$
\begin{cases}(p, i) \cdot(q, j)= \begin{cases}\left(0, i-j^{\wedge}\right) & \text { if } p \geq q ; \\ \left(p, i-j^{\wedge}\right) & \text { if } p<q\end{cases} \\ (p, i) \cdot(q, j)= \begin{cases}\left(0,(i-j)^{\wedge}+M-1\right) & \text { if } p \geq q ; \\ \left(p,(i-j)^{\wedge}+M-1\right) & \text { if } p<q\end{cases} \end{cases}
$$

Consider now the elements of the form $\left(-N, t^{\wedge}\right)$. We have

$$
(p, i) \equiv(r, s)\left(_{\left(-N, t^{\wedge}\right)} B\right) \Leftrightarrow i-t^{\wedge}=s-t^{\wedge} \Leftrightarrow i=s,
$$

so the corresponding partition is


Now for any $(q, j) \in S$ we have

$$
\left(-N, t^{\wedge}\right)(q, j)=\left(-N, t^{\wedge}+j^{\wedge}\right)=\left(-N,\left(t+j^{\wedge}\right)^{\wedge}\right)
$$

and so each equivalence of type $B$ on the left associated with $\left(-N, t^{\wedge}\right)(q, i)$ also gives rise to the above partition. It follows that the elements $\left(-N, t^{\wedge}\right)$ are $B$-nomaloid on the left. Being minimal in their respective classes, they are thus $B$-nomal on the left. However, $S$ is not $B$-nomal on the right. In fact, the partition relative to $B_{(q, j)}$ is

and since $M>1$ this can never coincide with the left $B$-nomal equivalence. It follows by Theorem 28.5 that $S$ is not $B$-nomal on the right.

Alternatively, one could remark that in this example Cen $(S)=\varnothing$, so the result follows by the corollary to Theorem 28.9.

Theorem 28.10. Let $S$ be a residuated semigroup and let $\beta \in S$ be $B$-nomal. Then the following conditions are equivalent:
(1) $A_{\xi}=B_{\beta}$;
(2) $S$ is $F$-nomally closed.

Proof. Suppose first that $S$ is $F$-nomally closed. Then $S$ is $A$-nomally closed and $B_{\beta} \leq A_{\xi}$ [cf. the proof of Theorem 26.1]. Let $x \equiv y\left(A_{\xi}\right)$; then by Exercises 26.3 there exist $\xi_{1}, \xi_{2}$ in the class of $\xi$ modulo $A_{\xi}$ such that $x \cdot \cdot \xi_{1}=y \cdot \cdot \xi_{2}$. Thus $x \cdot \cdot \xi_{1} \beta=y \cdot \cdot \xi_{2} \beta$. $\operatorname{But}_{\beta} F=A_{\xi}$ and $\xi_{1} \beta=\xi \beta$ $=(\beta \cdot \cdot \beta) \beta=\beta$ and likewise $\xi_{2} \beta=\beta$. Thus $x . \cdot \beta=y \cdot \beta$ and $x \equiv y\left(B_{\beta}\right)$. This then shows that $A_{\xi} \leq B_{\beta}$ and (1) follows.

Conversely, suppose that (1) holds. By Theorem 28.3 we have

$$
A_{\xi} \in \Omega^{\cdot x} \cap \chi^{\cdot x} \cap \Omega^{\cdot x} \cap \mathcal{\chi}^{\cdot x}
$$

and so $S$ is $A$-nomally closed by Theorem 26.1. Being $F^{*}$-nomal by the corollary to Theorem 28.7, $S$ is then $F$-nomally closed.

This result allows us to define particular types of $B$-nomal semigroup just as we defined particular types of $F$-nomal semigroup. We define these by means of the following scheme:


The examples which follow in the exercises show that these types of semigroup are, in general, distinct.

## EXERCISES

28.1. Let $S$ be the ordered set of Example 28.1. Define a multiplication on $S$ by the prescription $(p, i)(q, j)=(\min \{p, q\}, i+j)$. Show that $S$ becomes an abelian $B$-nomal semigroup.
28.2. Prove that every residuated semigroup with a minimal element (in particular every finite residuated semigroup) is $B$-nomal and that in this case the $A$-nomal, $F$ nomal and $B$-nomal equivalences all coincide with the zigzag equivalence $Z$. Deduce that such a semigroup is $B$-nomally closed.
28.3. Let $S$ be a $B$-nomal semigroup. Let $T=\{x \in S ; x . \cdot x=\xi=x \cdot . x\}$. Prove that $T$ is a $B$-totally closed subsemigroup of $S$.
28.4. If $S$ is a $B$-nomal semigroup with neutral element and $\beta \in S$ is $B$-nomal, prove that $\beta \in K_{\xi}$, where $K_{\xi}$ is defined as in Theorem 26.6. Deduce that every $B$-nomal semigroup with a neutral element admits a greatest $B$-integrally closed subsemigroup.
28.5. Show that every ordered group is $B$-integrally closed.
28.6. Show that in a Boolean algebra $B$ the only $A$-nomaloid element is $\pi_{B}$ and the only $B$-nomaloid element is $0_{B}$. What about the $F$-nomaloid elements?
28.7. Let $S$ be a residuated semigroup with a neutral element 1 . Show that $S$ is an ordered group if and only if 1 is $B$-nomal.
28.8. Let $S$ be a residuated semigroup with a maximal element. Prove that $S$ has a minimal element if and only if $S$ is $B$-nomal.
28.9. If $S$ is a $B$-nomal semigroup with $\beta \in S B$-nomal, prove that $S$ is $B$-nomally closed if and only if

$$
(\forall x, y \in S) \quad y \equiv y x \cdot x\left({ }_{\beta} B\right)
$$

28.10. Referring back to Exercise 23.14 for notation, prove that an element $a$ of a residuated semigroup $S$ is of type $\beta$ if and only if
(1) $a$ is $A$-nomaloid and right $B$-nomaloid;
(2) the group $S / A_{\xi}$ is involutive.

Deduce similar characterizations of elements of types $\gamma, \delta, \varepsilon$ and hence show that in the semigroup case type $\beta=$ type $\varepsilon$ and type $\gamma=$ type $\delta$.
28.11. Prove that in an $A$-nomal semigroup $S$ the following conditions are equivalent:
(1) $\alpha \beta \equiv \alpha . \cdot \beta\left(A_{\xi}\right)$ for all $A$-nomal elements $\alpha, \beta$;
(2) $\xi: \beta=\beta$ for all $A$-nomal elements $\beta$;
(3) $\alpha^{\cdot} . \beta=\beta . \alpha$ for all $A$-nomal elements $\alpha, \beta$;
(4) $S$ contains a maximal element and $S / Z$ is involutive.

Deduce that if $S$ is $B$-nomal and $S / A_{\xi}$ is involutive then $S$ contains a maximal element and a minimal element and hence is $B$-nomally closed.
28.12. Consider in turn all of the residuated semigroups discussed in the text and classify them in terms of nomality.

## 29. Isotone homomorphic Boolean images of ordered semigroups

In $\S 25$ we began a discussion of the conditions under which an ordered semigroup could be mapped onto an ordered group by an isotone homomorphism. A natural analogue of this is the following: under what conditions does an ordered semigroup admit an isotone epimorphic image which is a Boolean algebra? Our goal in this section will be to provide an answer to this question. We shall therefore now be concerned with configurations of the form $f: S \rightarrow B$, where $S$ is an ordered semigroup, $B$ is a Boolean algebra and $f$ is an isotone epimorphism [in that $(\forall x, y \in S) f(x y)=f(x)$ $\cap f(y)]$.

Definition. By a double ideal of an ordered semigroup $S$ we shall mean a non-empty subset $H$ of $S$ which is an order ideal of $S$ and a semigroup ideal of $S$ [the latter being expressed by $H S \subseteq H$ and $S H \subseteq H$ or, equivalently, $\left.H \cdot \cdot H=S=H^{\cdot} \cdot H\right]$.

Let us begin by considering a double ideal $H$ which is reffexive and such that $(\forall x \in S) H:\{x\}=H:\left\{x^{2}\right\}$. In this case we have

$$
\begin{aligned}
x \in H:\{a b\} \Rightarrow a b x \in H \Rightarrow a b x b \in H & \Rightarrow x b a b \in H \\
& \Rightarrow a x b a b \in H \\
& \Rightarrow b a b a x \in H \\
& \Rightarrow x \in H:\left\{(b a)^{2}\right\}=H:\{b a\}
\end{aligned}
$$

from which it follows immediately that

$$
\begin{equation*}
(\forall a, b \in S) \quad H:\{a b\}=H:\{b a\} . \tag{1}
\end{equation*}
$$

Now suppose that $x \equiv y\left(R_{H}\right)$, where $R_{H}$ is the Dubreil equivalence associated with $H$. If $z$ is any element of $S$, we have

$$
p \in H:\{z x\} \Leftrightarrow p z \in H:\{x\}=H:\{y\} \Leftrightarrow p \in H:\{z y\} .
$$

This, together with (1), shows that $R_{H}$ is compatible with multiplication and that $S / R_{H}$ is an abelian semigroup. Now define the relation $\leq$ on $S / R_{H}$ by

$$
x\left|R_{H} \leq y\right| R_{H} \Leftrightarrow H:\{y\} \subseteq H:\{x\}
$$

It is clear that $\leq$ is an ordering and, $H$ being an order ideal, the canonical surjection $\boldsymbol{y}_{H}$ is isotone. Since $H$ is also a semigroup ideal, we also have

$$
p \in H:\{x\} \Rightarrow(\forall y \in S) \quad p x y \in H \Rightarrow(\forall y \in S) \quad p \in H:\{x y\}
$$

from which it follows that $(\forall x, y \in S) x y / R_{H} \leq x / R_{H}$. Since $S / R_{H}$ is abelian $x y / R_{H}$ is then a lower bound for $x / R_{H}, y / R_{H}$ in $S / R_{H}$. Now let $z \mid R_{H}$ be any such lower bound. Then $H:\{x\} \subseteq H:\{z\}$ and $H:\{y\}$ $\subseteq H:\{z\}$ and so

$$
\begin{aligned}
p \in H:\{x y\} \Rightarrow p x \in H:\{y\} \subseteq H:\{z\} & \Rightarrow z p \in H:\{x\} \subseteq H:\{z\} \\
& \Rightarrow p \in H:\left\{z^{2}\right\}=H:\{z\} .
\end{aligned}
$$

We deduce from this that $z / R_{H} \leq x y / R_{H}$. This then proves that $S / R_{H}$ is an $人$-semilattice in which $x / R_{H} 人 y / R_{H}=x y / R_{H}$. It is immediate that $h_{H}$ is now an epimorphism.

Now this semilattice contains a minimum element. For, consider the set

$$
G_{H}=\{x \in S ; H:\{x\}=S\} .
$$

Since $H$ is a semigroup ideal we have, for any $h \in H,\{h\} S \subseteq H$ and so $S=H:\{h\}$ whence $G_{H} \neq \varnothing$. Moreover, $G_{H}$ is a class modulo $R_{H}$ since any element of $S$ which is equivalent modulo $R_{H}$ to an element of $G_{H}$ is also an element of $G_{H}$ and all the elements in $G_{H}$ are equivalent modulo $R_{H}$. Since for all $y \in S$ we have $H:\{y\} \subseteq S$ it follows that $G_{H}$ is indeed the minimum element of $S / R_{H}$. It is also clear that $G_{H}=H: S$.

Now let us impose on $H$ the condition that it satisfy

$$
\begin{equation*}
(\forall x \in S)\left(\exists x^{\circ} \in S\right) \quad H:(H:\{x\})=H:\left\{x^{\circ}\right\} . \tag{2}
\end{equation*}
$$

In this case we can define a mapping $i: S / R_{H} \rightarrow S / R_{H}$ by the prescription $i\left(x / R_{H}\right)=x^{0} / R_{H}$. Now

$$
\begin{aligned}
x \mid R_{H} \leq y / R_{H} & \Rightarrow H:\{y\} \subseteq H:\{x\} \\
& \Rightarrow H:\left\{x^{\circ}\right\}=H:(H:\{x\}) \subseteq H:(H:\{y\})=H:\left\{y^{\circ}\right\} \\
& \Rightarrow i\left(y \mid R_{H}\right)=y^{\circ}\left|R_{H} \leq x^{\circ}\right| R_{H}=i\left(x \mid R_{H}\right)
\end{aligned}
$$

and so the mapping $i$ is antitone. Furthermore, from the fact that

$$
H:\{x\}=H:[H:(H:\{x\})]
$$

we deduce that $i \circ i=\mathrm{id}$ and so $i$ is an involution on $S / R_{H}$, an immediate consequence of which is that $S / R_{H}$ is a bounded lattice.

Since from (2) we have $x \in H:\left\{x^{\circ}\right\}$ we see that $x x^{\circ} \in H$ and therefore $x / R_{H} \curlywedge i\left(x \mid R_{H}\right)=x x^{\circ} / R_{H}=G_{H}$. Consequently $i$ is in fact an orthocomplementation on $S / R_{H}$.

Suppose now that $x / R_{H}$ and $y / R_{H}$ are complements in $S / R_{H}$. Then $x y / R_{H}=G_{H}$ and so $H:\{x y\}=S$ whence in particular $x^{2} y \in H$ so that $y \in H:\left\{x^{2}\right\}=H:\{x\}$. Thus $H:\left\{x^{\circ}\right\}=H:(H:\{x\}) \subseteq H:\{y\}$. Now $i\left(x \mid R_{H}\right)$ and $i\left(y \mid R_{H}\right)$ are also complements so in a similar way we have $y^{\circ} \in H:\left\{x^{\circ}\right\}$ and hence $H:\{x\}=H:\left(H:\left\{x^{\circ}\right\}\right) \subseteq H:\left\{y^{\circ}\right\}$ so that $H:\left\{x^{\circ}\right\}=H:(H:\{x\}) \supseteq H:\left(H:\left\{y^{\circ}\right\}\right)=H:\{y\}$. We deduce that $H:\{y\}=H:\left\{x^{\circ}\right\}$ and hence that complements in $S / R_{H}$ are unique. An application of Theorem 18.12 now shows that $S / R_{H}$ is a Boolean algebra.

In summary so far, therefore, if we define a base of $S$ to be a nonempty subset $H$ satisfying the properties
(1) $H$ is a reflexive double ideal of $S$;
(2) $(\forall x \in S) \quad H:\{x\}=H:\left\{x^{2}\right\}$;
(3) $(\forall x \in S)\left(\exists x^{\circ} \in S\right) \quad H:(H:\{x\})=H:\left\{x^{\circ}\right\}$,
then for each base $H$ the Dubreil equivalence $R_{H}$ is such that $S / R_{H}$ is an isotone homomorphic Boolean image of $S$. We shall now prove the converse, namely that every isotone homomorphic Boolean image of $S$ arises in this manner. For this purpose, let $S$ be an ordered semigroup and let $f: S \rightarrow B$ be an isotone epimorphism of $S$ onto a Boolean algebra $B$. Define $\operatorname{Ker} f=\{x \in S ; f(x)=0\}$ and note that since $f$ is surjective $\operatorname{Ker} f$ is not empty. We show as follows that $\operatorname{Ker} f$ is a base of $S$. First, if $x \in \operatorname{Ker} f$ and $y \in S$, then $f(x y)=f(x) \cap f(y)=0 \cap f(y)=0$ and so $x y \in \operatorname{Ker} f$. In a similar way we have $y x \in \operatorname{Ker} f$, and so $\operatorname{Ker} f$ is a semigroup ideal of $S$. Clearly $x \in \operatorname{Ker} f$ and $y \leq x$ imply that $y \in \operatorname{Ker} f$ and so $\operatorname{Ker} f$ is a double ideal. Now

$$
p \in \operatorname{Ker} f \cdot .\{x\} \Leftrightarrow f(p) \cap f(x)=f(p x)=0 \Leftrightarrow f(p) \leq[f(x)]^{\prime}
$$

and it follows immediately from this that Ker $f$ is reflexive. Since $f\left(x^{2}\right)=f(x) \cap f(x)=f(x)$ for each $x \in S$ we also have $\operatorname{Ker} f:\{x\}$
$=\operatorname{Ker} f:\left\{x^{2}\right\}$ for each $x \in S$. Writing $\operatorname{Ker} f=I$ we see from ( $\dagger$ ) that

$$
I:\{x\}=\left\{p \in S ; f(p) \leq[f(x)]^{\prime}\right\}
$$

whence, making use of $(\dagger)$ again and the fact that $f$ is surjective,

$$
\begin{aligned}
I:(I:\{x\}) & =\left\{z \in S ;(\forall p \in I:\{x\}) f(z) \leq[f(p)]^{\prime}\right\} \\
& =\left\{z \in S ;(\forall p \in I:\{x\}) f(p) \leq[f(z)]^{\prime}\right\} \\
& =\left\{z \in S ;[f(x)]^{\prime} \leq[f(z)]^{\prime}\right\} \\
& =\{z \in S ; f(z) \leq f(x)\} \\
& =I:\{t\} \text { where } t \text { is such that } f(t)=[f(x)]^{\prime} .
\end{aligned}
$$

This then shows that $\operatorname{Ker} f$ is a base of $S$. Now, again from ( $\dagger$ ) and the fact that $f$ is surjective, we have

$$
\begin{aligned}
\operatorname{Ker} f:\{x\}=\operatorname{Ker} f:\{y\} & \Leftrightarrow\left\{f(p) \leq[f(x)]^{\prime} \Leftrightarrow f(p) \leq[f(y)]^{\prime}\right\} \\
& \Leftrightarrow[f(x)]^{\prime}=[f(y)]^{\prime} \\
& \Leftrightarrow f(x)=f(y) .
\end{aligned}
$$

We can therefore define a mapping $\zeta: B \rightarrow S / R_{\text {Ker } f}$ by the prescription $\zeta[f(x)]=x / R_{\text {Ker } f}$. Since

$$
\operatorname{Ker} f:\{x\} \subseteq \operatorname{Ker} f:\{y\} \Leftrightarrow f(x) \geq f(y)
$$

it follows that $\zeta$ is an isomorphism.
We can now summarize the above as follows:
Theorem 29.1. Let $S$ be an ordered semigroup. If $H$ is a base of $S$ and $R_{H}$ is the associated Dubreil equivalence, then $S / R_{H}$ is an isotone homomorphic Boolean image of S. Moreoter, every isotone homomorphic Boolean image of $S$ arises in this manner.

Definition. We shall say that a base $H$ is strong if it is such that $H=H . \cdot S=H \cdot S$.

With this terminology, we have the following:
Corollary. The set of isotone homomorphisms which map $S$ onto a Boolean algebra is equipotent to the set of strong bases of $S$.

Proof. For each isotone homomorphism $f$ of $S$ onto a Boolean algebra $B$ the base $\operatorname{Ker} f$ is strong since, on the one hand,

$$
\begin{array}{rlrl}
p \in \operatorname{Ker} f: S & \Leftrightarrow(\forall y \in S) & & p y \in \operatorname{Ker} f \\
& \Leftrightarrow(\forall y \in S) & f(p) \leq[f(y)]^{\prime}
\end{array}
$$

and, on the other, $f$ being surjective, there exists $y \in S$ such that $f(y)=\pi$, the maximum element of $B$. Consequently $p \in \operatorname{Ker} f: S \Leftrightarrow f(p)=0$ $\Leftrightarrow p \in \operatorname{Ker} f$ and so $\operatorname{Ker} f: S=\operatorname{Ker} f$.

Since, as was shown above, $f$ is completely determined by $\operatorname{Ker} f$ (and conversely), it suffices to show that if $H$ is a base then $H: S$ is a strong base and $R_{H}=R_{H: s}$. Now

$$
\text { Ker } \mathfrak{b}_{H}=\left\{x \in S ; x / R_{H}=G_{H}\right\}=G_{H}=H: S
$$

and so $H: S$ is indeed a strong base. That $R_{H}=R_{H: S}$ follows the fact that

$$
\begin{aligned}
x\left|R_{H}=y\right| R_{H} \Leftrightarrow \mathfrak{q}_{H}(x)=\mathfrak{q}_{H}(y) & \Leftrightarrow \operatorname{Ker} \mathfrak{t}_{H}:\{x\}=\operatorname{Ker} \mathfrak{y}_{H}:\{y\} \\
& \Leftrightarrow(H: S):\{x\}=(H: S):\{y\} \\
& \Leftrightarrow x \mid R_{H: S}=y / R_{H: S} .
\end{aligned}
$$

Let us now impose on $S$ the condition that it be a $\cup$-semireticulated semigroup; i.e. is also a $u$-semilattice in which multiplication is distributive over union. By a homomorphism in this case we shall mean a mapping $f: S \rightarrow B$ such that $(\forall x, y \in S) f(x y)=f(x) \cap f(y)$ and $f(x \cup y)$ $=f(x) \cup f(y)$. In such a semigroup we have, for any $\cup$-subsemilattice $H$ which is also an order ideal, $H:\{x \cup y\}=H:\{x\} \cap H:\{y\}$. For $p \in H:\{x \cup y\} \Leftrightarrow p x \cup p y=p(x \cup y) \in H \Leftrightarrow p x \in H$ and $p y \in H$ $\Leftrightarrow p \in H:\{x\} \cap H:\{y\}$. Thus $R_{H}$ is compatible with union; for if $x \equiv y\left(R_{H}\right)$ and $z$ is any element of $S$, then

$$
H:\{x \cup z\}=H:\{x\} \cap H:\{z\}=H:\{y\} \cap H:\{z\}=H:\{y \cup z\} .
$$

It follows that if $H$ satisfies the properties (1) and (2) of a base and if $H$ is both a $\cup$-subsemilattice and an order ideal of $S$, then $S / R_{H}$ is a lattice in which $x / R_{H} \curlywedge y / R_{H}=x y / R_{H}$ and $x / R_{H} \vee y / R_{H}=(x \cup y) / R_{H}$. More-
over, from the property $x(y \cup z)=x y \cup x z$ we see, on passing to quotients, that $S / R_{H}$ is a distributive lattice. It is natural to inquire under what conditions it is a Boolean algebra. Suppose, in fact, that this were the case. Then $H$ must also satisfy property (3) of a base and so we have

$$
\begin{aligned}
y \in H:\left\{x \cup x^{\circ}\right\} & \Leftrightarrow y \in H:\{x\} \text { and } y \in H:\left\{x^{\circ}\right\} \\
& \Leftrightarrow H:\left\{x^{\circ}\right\} \subseteq H:\{y\} \text { and } H:\{x\} \subseteq H:\{y\} \\
& \Leftrightarrow y / R_{H} \leq x^{\circ} \mid R_{H} \text { and } y / R_{H} \leq x \mid R_{H} \\
& \Leftrightarrow y / R_{H} \leq x^{\circ} \mid R_{H} \wedge x / R_{H}=G_{H} \\
& \Leftrightarrow y \in G_{H}=H: S .
\end{aligned}
$$

Consequently,

$$
(\forall x \in S)\left(\exists x^{\circ} \in S\right) \quad H:\left\{x \cup x^{\circ}\right\}=H: S .
$$

Moreover,

$$
\begin{align*}
H:\left\{x x^{\circ}\right\} & =\left(H:\left\{x^{\circ}\right\}\right) \cdot\{x\}=[H:(H:\{x\})] \cdot\{x\} \\
& =(H:\{x\}) \cdot(H:\{x\})=S .
\end{align*}
$$

Conversely, if these conditions hold, then $E_{H}=\{a \in S ; H:\{a\}=H: S\}$ $\neq \varnothing$ and, as before, we can show that $E_{H}$ is the maximum element of $S / R_{H}$. It follows from ( $\alpha$ ) and $(\beta)$ that $x^{\circ} \mid R_{H}$ is a complement of $x / R_{H}$ in $S / R_{H}$. Hence $S / R_{H}$ is a Boolean algebra. Remembering that a base $H$ is strong if and only if $H=H: S$, we can sum the situation up in the following theorem:

Theorem 29.2. Let $S$ be a $\cup$-semireticulated semigroup. There is a bijection between the set of homomorphisms of S onto a Boolean algebra and the set of subsets $H$ of $S$ having the properties
(1) $H$ is a reflexive double ideal of $S$ which is $a \cup$-subsemilattice;
(2) $(\forall x \in S) \quad H:\{x\}=H:\left\{x^{2}\right\}$;
(3) $(\forall x \in S)\left(\exists x^{\circ} \in S\right) \quad H:\left\{x x^{\circ}\right\}=S$ and $H:\left\{x \cup x^{\circ}\right\}=H$.

Proof. In view of the previous remarks, it suffices to note that if $f: S \rightarrow B$ is a homomorphism then $\operatorname{Ker} f$ satisfies (1) and that if $H$ satisfies
the condition (3) then

$$
H: S=H: \bigcup_{x \in S}\{x\}=\bigcap_{x \in S} H:\{x\}=H .
$$

We shall leave a discussion of maximum homomorphic Boolean images to the exercises for this section. The conditions encountered so far are in general difficult to handle, so we shall proceed, as we did with group images, to consider a particular case obtained by strengthening the notion of a homomorphism. The reader will recall that when dealing with group images we met with a condition which was a nuisance because of its complexity, namely the condition that the core of $S$ be strongly neat. This condition disappeared altogether whenever we required the bimaximum element to be residuated; and this is equivalent to saying that $f$ is residuated (Theorem 25.4). As the following results show, if we pass directly to residuated homomorphisms an equally pleasant state of affairs exists for Boolean images.

Theorem 29.3. Let Sbe an ordered semigroup, B a Boolean algebra and $f: S \rightarrow B$ an isotone epimorphism. The following conditions are equivalent:
(1) $f$ is residuated;
(2) Ker $f$ has a maximum element $t$ which is equiresidual.

Proof. Let $f$ be residuated. Then clearly $\operatorname{Ker} f$ admits a maximum element. Let this element be $t$; then we have

$$
\begin{aligned}
x y \leq t & \Leftrightarrow f(x) \cap f(y)=f(x y) \leq f(t)=0 \\
& \Leftrightarrow f(y) \leq[f(x)]^{\prime} \\
& \Leftrightarrow y \leq f^{+}[f(x)]^{\prime} .
\end{aligned}
$$

Thus $t . \cdot x$ exists and is $f^{+}[f(x)]^{\prime}$. In a similar way we can show that $t \cdot x$ exists and is also $f^{+}[f(x)]^{\prime}$.

Conversely, if $\operatorname{Ker} f=[\leftarrow, t]$ with $t$ equiresidual, then $f$ being surjective, for each $y \in B$ there exists $y^{*} \in S$ such that $f\left(y^{*}\right)=y^{\prime}$ and so

$$
\begin{aligned}
f(x) \leq y & \Leftrightarrow f\left(x y^{*}\right)=f(x) \cap f\left(y^{*}\right)=f(x) \cap y^{\prime}=0 \\
& \Leftrightarrow x y^{*} \leq t \\
& \Leftrightarrow x \leq t: y^{*}
\end{aligned}
$$

It follows that $f$ is residuated.
Definition. An element $t$ of a residuated semigroup $S$ will be called right quasi-integral if $\langle t . \cdot t\rangle=S$, left quasi-integral if $\langle t \cdot t\rangle=S$ and quasi-integral if $\left\langle t .{ }^{\cdot} t\right\rangle=S=\langle t \cdot t\rangle$.

Theorem 29.4. If $x \in S$ is quasi-integral and residuated, then
(1) $S$ has a maximum element, namely $\pi=x \cdot x=x \cdot x$;
(2) $(\forall y \in S) x .^{\cdot} y$ is right quasi-integral and $x \cdot . y$ is left quasi-integral.

Proof. (1) is immediate. As for (2), we observe that if $q=x \cdot \cdot y$ then $y q \leq x$ and so, for each $z \in S, y q z \leq x z \leq x$ whence $q z \leq x \cdot \cdot y=q$ and so $S=\langle q \cdot \cdot q\rangle$.

Theorem 29.5. An ordered semigroup $S$ admits a Boolean algebra as image under a residuated homomorphism if and only if it admits an element $t$ such that
(1) $t$ is quasi-integral;
(2) $t$ is equiresidual;
(3) $(\forall x \in S) \quad t: x=t: x^{2}$.

Each residuated homomorphic Boolean image of $S$ is of the form $S / A_{t}$ for such an element $t$ and there is a bijection between the set of residuated homomorphisms of $S$ onto a Boolean algebra and the set of elements $t \in S$ satisfying (1), (2), (3), and
(4) $t=t:(t: t)$.

Proof. Suppose first that $S$ admits a Boolean algebra $B$ as image under a residuated homomorphism $f$. Then $\operatorname{Ker} f=[\leftarrow, t]$ is a base of $S$. By Theorem 29.3, $t$ is equiresidual. Since $[\leftarrow, t]$ is an ideal of $S$, we have $(\forall x \in S) x t \leq t$ and $t x \leq t$ whence $t$ is also quasi-integral. The property (2) in the definition of a base then yields property (3) of the theorem. The conditions are therefore necessary.

Conversely, let $t \in S$ satisfy (1), (2), (3) and consider $H=[\leftarrow, t]$. By (1), $H$ is an ideal of $S$. By (2), $H$ is reflexive. Thus (1), (2), (3) imply that $H$ satisfies conditions (1), (2) in the definition of a base. Let us now show that the condition (3) in the definition of a base is also implied
by (1), (2), (3) above. First we note that
$[\leftarrow, t]:([\leftarrow, t]:\{x\})=[\leftarrow, t]:\langle t: x\rangle=[\leftarrow, t]: \bigcup_{y \in \leq t: x\rangle}\{y\}=\bigcap_{y \in\langle t: x\rangle}\langle t: y\rangle$.
Now since $\langle t: x\rangle$ admits a maximum element, namely the element $t: x$, this intersection is none other than $\langle t:(t: x)\rangle$. This then shows that property (3) is satisfied with $x^{\circ}=t: x$. The Theorem now follows by Theorem 29.1. All we have to do as far as the last part is concerned is to observe that a base of the form $[\leftarrow, t$ ], where $t$ satisfies (1), (2), (3), is strong if and only if

$$
[\leftarrow, t]=[\leftarrow, t]: S=[\leftarrow, t]: \bigcup_{x \in S}\{x\}=\bigcap_{x \in S}\langle t: x\rangle
$$

But $S$ has a maximum element, namely $t: t$ (Theorem 29.4). This intersection therefore reduces to $\langle t:(t: t)\rangle$ and so the above equality holds if and only if $t$ also satisfies (4).

Taking multiplication in $S$ to be commutative and idempotent, we deduce from Theorem 29.5 the following particular case.

Theorem 29.6. Let $S$ be an $\cap$-semilattice. Then there is a bijection between the set of residuated homomorphisms of $S$ onto a Boolean algebra and the set of elements $t \in S$ which are residuated. Every residuated epimorphic Boolean image of $S$ is of the form $S / A_{t}$ for each such element $t$.

Proof. Every element of $S$ is idempotent and quasi-integral. Moreover, if $x \in S$ is residuated then a maximum element exists, namely $\pi=x: x$. Since $\pi$ is then the neutral element we have $x:(x: x)=x: \pi$ $=x$. It follows from these observations that the conditions in the previous theorem are in this case equivalent to $t$ being residuated.

Let us note that if $t$ satisfies the conditions (1), (2), (3) of Theorem 29.5, then the Boolean algebra $S / A_{\mathrm{t}}$ is ordered according to the prescription

$$
x \mid A_{t} \leq y / A_{t} \Leftrightarrow t: y \leq t: x \Leftrightarrow t:(t: x) \leq t:(t: y),
$$

and since $A_{t}$ is a closure equivalence this is equivalent to $x \leq t:(t: y)$. It follows that the set $R(t)$ of residuals of $t$ forms a Boolean algebra which is isomorphic to $S / A_{t}$. For our future use, we shall end this section by determining explicitly the laws of this Boolean algebra.

Since $t$ is quasi-integral and equiresidual, it follows by Theorem 29.4 that every element of $R(t)$ is quasi-integral. [Moreover, by Theorem 25.5,
every element of $R(t)$ is also equiresidual.] Thus, given any $a, b \in R(t)$, we have

$$
t:(t: a b) \leq t:(t: a)=a \quad \text { and } t:(t: a b) \leq t:(t: b)=b
$$

so that $t:(t: a b)$ is a lower bound for $\{a, b\}$ in $R(t)$. If $x \in R(t)$ is any such lower bound then from $x \leq a$ and $x \leq b$ we have $x^{2} \leq a b$ and so, using (3), $x=t:(t: x)=t:\left(t: x^{2}\right) \leq t:(t: a b)$. It follows from this that intersection in $R(t)$ is given by

$$
a 人 b=t:(t: a b)=t:(t: b a) .
$$

In a similar way we have

$$
t:(t: a)(t: b) \geq t:(t: a)=a \text { and } t:(t: a)(t: b) \geq t:(t: b)=b
$$

If $x \in R(t)$ is any upper bound for $\{a, b\}$ in $R(t)$, then $t: x \leq t: a$ and $t: x \leq t: b$ so that $x=t:(t: x)=t:(t: x)^{2} \geq t:(t: a)(t: b)$. We have thus shown that unions in $R(t)$ are given by

$$
a \vee b=t:(t: a)(t: b)=t:(t: b)(t: a)
$$

Now as was observed in the proof of Theorem 29.5, the element $a^{\circ}=t: a$ satisfies the property (3) in the definition of a base and so it follows from the proof of Theorem 29.1 that $a^{\circ}$ is the complement of $a$ in $R(t)$. This fact may also be shown directly using the above formulae; for the reader will have no trouble in showing that the maximum element of $R(t)$ is the element $t: t$ and the minimum element of $R(t)$ is the element $t:(t: t)$.

## EXERCISES

29.1. Consider the ordered semigroup described by the following Cayley table and Hasse diagram:

|  | $x$ | $y$ | 0 |
| :--- | :--- | :--- | :--- |
| $x$ | $y$ | 0 | 0 |
| $y$ | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 |



Show that the subset $H=\{0\}$ satisfies the properties (1) and (3) of a base but does not satisfy (2). Deduce that although $S / R_{H}$ is a Boolean algebra, $\mathfrak{k}_{H}$ is not an isotone epimorphism. Show also that $S$ is residuated and that $S / A_{0}$ is a residuated homomorphic Boolean image of $S$.
29.2. Let $B, X$ be Boolean algebras. Define a Boolean homomorphism to be a mapping $f: B \rightarrow X$ such that, for all $x, y \in B$,
(1) $f(x \cap y)=f(x) \cap f(y)$;
(2) $f(x \cup y)=f(x) \cup f(y)$;
(3) $f\left(x^{\prime}\right)=[f(x)]^{\prime}$.

Show that if $f$ satisfies (1) and (2) then $f$ satisfies (3) if and only if $f(0)=0$ and $f(\pi)=\pi$. Show also that if $f$ satisfies (1) and (3) then it also satisfies (2).
29.3. Define an ordered semigroup $S$ to have a maximum isotone homomorphic Boolean image if and only if there is associated with $S$ a Boolean algebra $B$ and an isotone epimorphism $f: S \rightarrow B$ such that, for any Boolean algebra $X$ and isotone epimorphism $g: S \rightarrow X$, there is a unique $n$-epimorphism $\zeta: B \rightarrow X$ such that $\zeta \circ f=g$. Show that $S$ admits a maximum isotone homomorphic Boolean image if and only if the set $\Delta$ of Dubreil equivalences associated with the bases of $S$ admits a minimum element.
29.4. Define the maximum isotone homomorphic Boolean image of an ordered semigroup to be standard if each epimorphism $\zeta$ in its definition is a Boolean epimorphism. Show that an ordered semigroup $S$ admits a standard isotone homomorphic Boolean image if and only if:
(1) the set $\Gamma$ of strong bases of $S$ admits a minimum element $H$;
(2) $(\forall J \in \Gamma) H:\left(H:\left\{x^{\circ}\right\}\right)=H:\{x\} \Rightarrow J:\left(J:\left\{x^{\circ}\right\}\right)=J:\{x\}$.
29.5. Consider the following Hasse diagram and Cayley table:


|  | 0 | $y$ | $x$ | $z$ | $\pi$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 0 | 0 |
| $y$ | 0 | $y$ | 0 | $y$ | $y$ |
| $z$ | 0 | 0 | $z$ | $z$ | $z$ |
| $x$ | 0 | $y$ | $z$ | $\pi$ | $\pi$ |
| $\pi$ | 0 | $y$ | $z$ | $\pi$ | $\pi$ |

Show that these define an ordered semigroup $S$ whose bases are $\{0\},[\leftarrow, y],[\leftarrow, z]$, $\{0, y, z, \pi\}, S$. Which of these bases are strong? Show that $S$ admits a standard maximum isotone homomorphic Boolean image.
29.6. Consider the $n$-semilattice as suggested by the following diagram:


Show that the bases of $S$ are $\{0\},[\leftarrow, x],[\leftarrow, y],\{0, x, y\},[\leftarrow, r]$ for each $r \in \mathbf{R}, S$. Deduce that the condition (2) of Exercise 29.4 cannot be removed.
29.7. Define a $u$-semireticulated semigroup $S$ to have a maximum homomorphic Boolean image if and only if there is associated with $S$ a Boolean algebra $B$ and an epimorphism $f: S \rightarrow B$ such that, for any Boolean algebra $X$ and epimorphism $g: S \rightarrow X$, there is a unique lattice epimorphism [hence Boolean, by Exercise 29.2] $\zeta: B \rightarrow X$ such that $\zeta \circ f=g$. Prove that the following are equivalent:
(1) $S$ admits a maximum homomorphic Boolean image;
(2) the set $\Delta$ of Dubreil equivalences associated with the bases of $S$ admits a minimum element;
(3) the set $\Gamma$ of bases of $S$ admits a minimum element $H$ which is such that $(\forall J \in \Gamma)$ $H:\{x\}=H \Rightarrow J:\{x\}=J$.
29.8. Consider the set $\mathbf{N} \times \mathbf{N}$ of ordered pairs of natural numbers. Order $\mathbf{N} \times \mathbf{N}$ in the usual cartesian way. Observe that we obtain a distributive lattice which we may regard as a $u$-semireticulated semigroup in which multiplication is intersection. Show that the bases of $\mathbf{N} \times \mathbf{N}$ are the finite rectangles $H_{n, m}=[0, n] \times[0, m]$ and the infinite rectangles

$$
H_{n, \infty}=\bigcup_{m \in \mathbf{N}} H_{n, m} ; \quad H_{\infty, m}=\bigcup_{n \in \mathbf{N}} H_{n, m} ; \quad H_{\infty, \infty}=\mathbf{N} \times \mathbf{N} .
$$

Deduce that the second condition in Exercise 29.7 (3) cannot be removed.
29.9. Define an ordered semigroup $S$ to have a maximum residuated homomorphic Boolean image if and only if there is associated with $S$ a Boolean algebra $B$ and a residuated epimorphism $f: S \rightarrow B$ such that, for every Boolean algebra $X$ and residuated epimorphism $g: S \rightarrow X$, there is a unique residuated Boolean epimorphism $\zeta: B \rightarrow X$ such that $\zeta \circ f=g$. Let $S$ be an $\Omega$-semilattice. Show that the following are equivalent:
(1) $S$ admits a maximum residuated homomorphic Boolean image;
(2) the set of equivalences $A_{t}$ associated with the residuated elements of $S$ admits a minimum element;
(3) the set of residuated elements in $S$ admits a minimum element $p$ and the only residuated elements in $S$ are the residuals of $p$.
29.10. (a) Show that the lattice

admits a maximum residuated homomorphic Boolean image.
(b) By considering the 3-element chain $0<x<\pi$, show that the second condition of Exercise 29.9(3) cannot be removed.

## 30. Glivenko semigroups

Definition. By a pseudo-residuated semigroup we shall mean an ordered semigroup $S$ with an equiresidual zero element 0 . The residuals of 0 will be called the pseudo-residuals of $S$. By a Glivenko semigroup we shall mean a pseudo-residuated semigroup $S$ which is such that $S / A_{0}$ is idempotent.

We note first that if $S$ is a Glivenko semigroup, then the element 0 is endowed with the conditions (1), (2), (3) of Theorem 29.5 and hence $S / A_{0}$ is a Boolean algebra. If we write $0: x=x^{*}$ for each $x \in S$ and denote by $S^{* *}$ the set $R(0)$ of residuals of 0 , then, according to the discussion given at the end of the previous section,

$$
\left(\forall a, b \in S^{* *}\right)\left\{\begin{array}{l}
a \vee b=0:(0: a)(0: b)=\left(a^{*} b^{*}\right)^{*} \\
a \wedge b=0:(0: a b)=(a b)^{* *}
\end{array}\right.
$$

Moreover, the maximum element of $S^{* *}$ is $0: 0=0^{*}$, the minimum element is $0:(0: 0)=0^{* *}$ and the complement of $a \in S^{* *}$ is $a^{*}$. As mentioned previously, every element of $S^{* *}$ is equiresidual; by the compatibility of $A_{0}$ with multiplication, we have

$$
\begin{aligned}
x^{*}: y=(0: x): y=0: x y & =0:[0:(0: x)][0:(0: y)] \\
& =(0: x) \vee(0: y) \\
& =x^{*} \vee y^{*} .
\end{aligned}
$$

We shall require all of these facts in the results which follow.

Theorem 30.1. A pseudo-residuated semigroup is a Boolean algebra if and only if it is idempotent and the equivalence $A_{0}$ reduces to equality.

Proof. A Boolean algebra is clearly a pseudo-residuated semigroup under the definition $x y=x \cap y$. Moreover, each element is idempotent and since $0: x=x^{\prime}$ for each $x$ it is clear that $A_{0}$ reduces to equality. Conversely, if $S$ is a pseudo-residuated semigroup which is idempotent, then so also is $S / A_{0}$. Thus $S$ is a Glivenko semigroup and $S / A_{0}$ is a Boolean algebra. If $A_{0}$ reduces to equality, it follows that $S$ is a Boolean algebra.

It should be noted that in a Glivenko semigroup the element 0 need not be the minimum element, nor even minimal, as the following example shows.

Example 30.1. Consider the set $S$ described by

$$
S=\left\{\pi, x_{i}(i=1,2,3, \ldots), 0^{+}, 0, y_{j}(j=1,2,3, \ldots)\right\} .
$$

Endow $S$ with the following Cayley table and Hasse diagram:


It is clear that $S$ is an ordered semigroup. The element 0 is equiresidual; in fact, for each index $i$,

$$
0: x_{i}=0: \pi=0^{+} \text {and } 0: y_{i}=0: 0=0: 0^{+}=\pi
$$

It is readily seen that $S / A_{0}$ is idempotent, so that $S$ is a Glivenko semigroup.

Let us now investigate some of the properties of Glivenko semigroups.

Theorem 30.2. If $S$ is a Glivenko semigroup, then
(1) $p \in\left[0,0^{* *}\right] \Rightarrow(\forall x \in S) \quad p x=0=x p$;
(2) $0: x=0^{* *} \Rightarrow(\forall a \in S) \quad 0: x a=0: a$;
(3) $(\forall x, y \in S) \quad x^{*} y^{*} \equiv x^{*}$ 人 $y^{*}\left(A_{0}\right)$.

Proof. (1) For each $x \in S$ we have, $0: 0$ being the maximum element, $x 0^{* *}=x[0:(0: 0)] \leq x[0: x] \leq 0$ and so if $p \in\left[0,0^{* *}\right]$ we obtain from this $0=x 0 \leq x p \leq x 0^{* *} \leq 0$ whence (1) follows.
(2) Let $p=0: x a$; then $x a p \leq 0$ and $a p \leq 0: x=0^{* *}$. Thus, for each $y \in S, y a p \leq y 0^{* *}=0[$ by (1)]. In particular, let $y=a$; we obtain $a^{2} p \leq 0$ and so $p \leq 0: a^{2}=0: a$. Now let $q=0: a$; we have $a q \leq 0$ and so $x a q \leq x 0=0$ whence $q \leq 0: x a$. It follows that $p=q$ and this gives (2).
(3) $x^{*}$ 人 $y^{*}=\left(x^{*} y^{*}\right)^{* *}$.

Theorem 30.3. If S is a Glivenko semigroup then the mapping described by $x \rightarrow x^{* *}=0:(0: x)$ is a closure mapping of $S$ onto $S^{* *}$ and the following conditions are equivalent:
(1) $(\forall a, b \in S) \quad(a b)^{* *}=a^{* *} b^{* *} ;$
(2) $S^{* *}$ is a subsemigroup of $S$;
(3) each element of $S^{* *}$ is idempotent.

Furthermore, $a^{* *}=b^{* *}$ if there exists $d \in S$ such that $d^{* *}=0: 0$ and $d a=b d$. The converse of this is not in general true, but does hold if $S$ is $a$ $u$-semireticulated semigroup in which $(\forall x, y \in S) x^{2} y=x y^{2}$.

Proof. It is clear that the mapping $x \rightarrow x^{* *}$ is a closure mapping of $S$ onto $S^{* *}$. That (1) $\Rightarrow(2)$ is obvious. Conversely, since $a^{* *} b^{* *} \equiv a b$
$\equiv(a b)^{* *}\left(A_{0}\right)$ ，we have（2）$\Rightarrow(1)$ ．To show that $(2) \Rightarrow(3)$ ，we observe that by Theorem 30．2（3）we have $x^{*} y^{*}=x^{*}$ 人 $y^{*}$［for under the hypo－ thesis（2），$x^{*} y^{*}$ must be a pseudo－residual and hence maximum in its class modulo $A_{0}$ ］．Setting $y^{*}=x^{*}$ we obtain（3）．Conversely，suppose that each element of $S^{* *}$ is idempotent．Since $x^{* *} \geq\left(x^{*} \vee y^{*}\right)^{*}$ and $y^{* *} \geq\left(x^{*} \curlyvee y^{*}\right)^{*}$ ，we have $x^{* *} y^{* *} \geq\left[\left(x^{*} \curlyvee y^{*}\right)^{*}\right]^{2}=\left(x^{*} \curlyvee y^{*}\right)^{*}$ ． But we know that $\left(x^{* *} y^{* *}\right)^{*}=x^{*} \curlyvee y^{*}$ ，so that $x^{* *} y^{* *} \leq\left(x^{* *} y^{* *}\right)^{* *}$ $=\left(x^{*} \vee y^{*}\right)^{*}$ ．Thus $x^{* *} y^{* *}=\left(x^{*} \vee y^{*}\right)^{*}=x^{* *}$ 人 $y^{* *}$ ．Writing $x^{*}$ for $x$ and $y^{*}$ for $y$ this becomes $x^{*} y^{*}=x^{*}$ 人 $y^{*}$ and this shows that $S^{* *}$ is a subsemigroup of $S$ ．

To prove the next assertion，we suppose that there exists $d \in S$ such that $d^{* *}=0: 0$ and $d a=b d$ ．Then

$$
d^{*}=d^{* * *}=(0: 0)^{*}=0:(0: 0)=0^{* *}
$$

Moreover，since $S / A_{0}$ is abelian， $0: d b=0: b d=0: d a$ ．It follows by Theorem 30．2（2）that $0: b=0: a$ whence $a^{* *}=b^{* *}$ ．

That the converse of this does not hold in general may be seen by considering Example 30．1．There we have，forinstance，$x_{1}^{* *}=x_{2}^{* *}[=\pi]$ and any element $d$ satisfying $d^{* *}=0: 0$ is either $\pi$ or one of the $x_{i}$ ；the condition $d x_{1}=x_{2} d$ is then never satisfied，for $\pi x_{1}=x_{1} \neq x_{2}=x_{2} \pi$ and $(i=1,2,3, \ldots) x_{i} x_{1}=x_{i+1} \neq x_{i+2}=x_{2} x_{i}$ ．

To show that the converse does hold under the conditions stated，we consider，for any pair of elements $a, b \in S$ which are such that $a^{* *}=b^{* *}$ ， the element $d=b a \cup b^{*} a^{*}$ ．Bearing in mind that $a^{* *}=b^{* *}$ is equi－ valent to $a^{*}=b^{*}$ ，we have

$$
\left\{\begin{array}{l}
d^{*} \leq(b a)^{*}=0: b a=(0: a): b=(0: b): b=0: b^{2}=0: b=b^{*} \\
d^{*} \leq\left(b^{*} a^{*}\right)^{*}=\left[\left(b^{*}\right)^{2}\right]^{*}=b^{* *}
\end{array}\right.
$$

whence $d^{*} \leq b^{*}$ 人 $b^{* *}=0^{* *}$ ．Since $0^{* *}$ is the minimum element of $S^{* *}$ it follows that $d^{*}=0^{* *}$ and so $d^{* *}=0^{*}$ ．Furthermore，

$$
b d=b\left(b a \cup b^{*} a^{*}\right)=b^{2} a \cup b b^{*} a^{*}
$$

and

$$
d a=\left(b a \cup b^{*} a^{*}\right) a=b a^{2} \cup b^{*} a^{*} a .
$$

Now $b b^{*}=b(0: b) \leq 0$ and so $b b^{*} a^{*} \leq 0 a^{*}=0$. But $b^{*} \geq 0^{* *}$ and $a^{*} \geq 0^{* *}$, so that $b^{*} a^{*} \geq 0^{* *} 0^{* *}=0$ [Theorem 30.2(1)] and consequently $b b^{*} a^{*} \geq b 0=0$. Thus $b b^{*} a^{*}=0$ and likewise $b^{*} a^{*} a=0$. Under the hypothesis that $b^{2} a=b a^{2}$, we then obtain $b d=d a$ as required.

Remark. Note that the above converse does not hold if we delete the condition $x^{2} y=x y^{2}$. This may be seen by referring to Example 30.1 which is $\cup$-semireticulated since the Hasse diagram is a chain.

Theorem 30.4. The equivalences of type $A$ associated with the pseudoresiduals of a Glivenko semigroup $S$ from a Boolean algebra which is isomorphic to the Boolean algebra $S^{* *}$ of pseudo-residuals.

Proof. Denoting by $T$ the set of equivalences of type $A$ associated with the pseudo-residuals in $S$, we order $T$ in the usual way, namely

$$
A_{x^{*}} \leq A_{y^{*}} \Leftrightarrow\left(a \equiv b\left(A_{x^{*}}\right) \Rightarrow a \equiv b\left(A_{y^{*}}\right)\right)
$$

Now if $a \equiv b\left(A_{x^{*}}\right)$ then

$$
x^{*} \curlyvee a^{*}=x^{*}: a=x^{*}: b=x^{*} \curlyvee b^{*}
$$

Thus if $x^{*} \leq y^{*}$ we have

$$
y^{*} \curlyvee a^{*}=y^{*} \curlyvee x^{*} \vee a^{*}=y^{*} \curlyvee x^{*} \vee b^{*}=y^{*} \curlyvee b^{*}
$$

so that $a \equiv b\left(A_{y^{*}}\right)$. This then shows that $x^{*} \leq y^{*} \Rightarrow A_{x^{*}} \leq A_{y^{*}}$. To obtain the converse implication, we observe that

$$
x^{*}:\left(x^{*}: 0\right)=x^{*} \curlyvee\left(x^{*}: 0\right)^{*}=x^{*} \curlyvee\left(x^{*} \curlyvee 0^{*}\right)^{*}=x^{*} \curlyvee 0^{* *}=x^{*} .
$$

Thus, since the greatest element in the class of 0 modulo $A_{x^{*}}$ is $x^{*}:\left(x^{*}: 0\right)$, we have $A_{x^{*}} \leq A_{y^{*}} \Rightarrow x^{*} \leq y^{*}$; for from $A_{x^{*}} \leq A_{y^{*}}$ we deduce that the greatest element in the class of 0 modulo $A_{x^{*}}$ is less than or equal to the greatest element in the class of 0 modulo $A_{y^{*}}$. It follows from the above observations that $S^{* *}$ and $T$ are isomorphic under the mapping $x^{*} \rightarrow A_{x^{*}}$.

Definition. If $S$ is a Glivenko semigroup then we shall say that $d \in S$ is dense if and only if $d^{* *}=0^{*}$.

As we shall see, the set of dense elements plays an important rôle in the properties of a particular type of Glivenko semigroup. For the present we mention only the following important fact.

Theorem 30.5. The set $D$ of dense elements of a Glivenko semigroup $S$ is a semigroup filter of $S$.

Proof. Let $x, y \in D$; then by the compatibility of $A_{0}$ with multiplication, $(x y)^{* *}=\left(x^{* *} y^{* *}\right)^{* *}=x^{* *} \wedge y^{* *}=0^{*} \wedge 0^{*}=0^{*}$ and so $x y \in D$. Also, if $x \in D$ with $y \geq x$, then $y^{* *} \geq x^{* *}=0^{*}$ and so $y^{* *}=0^{*}$ whence $y \in D$. Thus $D$ is a subsemigroup of $S$ which is a filter of the ordered set $S$; i.e. a semigroup filter of $S$.

Definition. By a Glivenko $\cap$-semilattice we shall mean a Glivenko semigroup $S$ which is an $\cap$-semilattice in which multiplication coincides with intersection.

Theorem 30.6. If $S$ is a Glivenko $\cap$-semilattice then the mapping (**): $S$ $\rightarrow S^{* *}$ is a closure mapping on $S$ and a surjective homomorphism in the sense that it preserves intersections, pseudo-residuals, the zero element and (whenever they exist) unions.

Proof. Intersection being the same as multiplication, property (3) of Theorem 30.3 holds, whence so also does property (1). Thus ( ${ }^{* *}$ ) preserves intersections. Moreover, by Theorem 30.2(1) we have $0^{* *}=0^{* *} \cap 0^{* *}$ $=0^{* *} 0^{* *}=0$, so that $\left({ }^{* *}\right)$ also preserves the zero element. Finally, if $x \cup y$ exists in $S$ then from $x \leq x \cup y$ and $y \leq x \cup y$ we obtain $x^{*} \geq(x \cup y)^{*}, y^{*} \geq(x \cup y)^{*}$ and so $x^{*} \cap y^{*} \geq(x \cup y)^{*}$. But $x \leq x^{* *}$ $\leq\left(x^{*} \cap y^{*}\right)^{*}$ and $y \leq y^{* *} \leq\left(x^{*} \cap y^{*}\right)^{*}$ and so $x \cup y \leq\left(x^{*} \cap y^{*}\right)^{*}$ whence $(x \cup y)^{*} \geq\left(x^{*} \cap y^{*}\right)^{* * *}$. It follows from these observations that $(x \cup y)^{*}=\left(x^{*} \cap y^{*}\right)^{* *}=\left(x^{*} y^{*}\right)^{* *}=x^{*}$ 人 $y^{*}$ and consequently $(x \cup y)^{* *}=\left(x^{*} \text { 人 } y^{*}\right)^{*}=x^{* *} \vee y^{* *}$.

Definition. By a Glivenko $\cup$-semigroup we mean a Glivenko semigroup which is also a $\cup$-semilattice.

Theorem 30.7. If $S$ is a Glivenko $\cup$-semigroup then

$$
(\forall a, b \in S) \quad a^{*} \cup b^{*} \equiv a^{*} \curlyvee b^{*}\left(A_{0}\right) .
$$

Proof. Since $a^{*} \vee b^{*} \geq a^{*}, b^{*}$ we have $a^{*} \curlyvee b^{*} \geq a^{*} \cup b^{*}$ so that, on the one hand, $\left(a^{*} \cup b^{*}\right)^{*} \geq\left(a^{*} \vee b^{*}\right)^{*}$. But $a^{*}, b^{*} \leq a^{*} \cup b^{*}$ and so $a^{* *}, b^{* *} \geq\left(a^{*} \cup b^{*}\right)^{*}$ whence $\left(a^{*} \vee b^{*}\right)^{*}=a^{* *}$ 人 $b^{* *} \geq\left(a^{*} \cup b^{*}\right)^{*}$. Thus $\left(a^{*} \cup b^{*}\right)^{*}=\left(a^{*} \text { 人 } b^{*}\right)^{*}$.

Theorem 30.8. The Boolean algebra of pseudo-residuals of a Glivenko $\cup$-semigroup $S$ is $a \cup$-subsemilattice of $S$ if and only if

$$
(\forall a, b \in S) \quad a^{*} \cup b^{*}=(a b)^{*}
$$

Proof. Suppose that $S^{* *}$ is a $\cup$-subsemilattice of $S$. Then by Theorem 30.7 we have $a^{*} \cup b^{*}=a^{*} \vee b^{*}=\left(a^{* *} b^{* *}\right)^{*}=(a b)^{*}$. Conversely, if the condition holds then since $a^{*} \curlyvee b^{*}=(a b)^{*}$ we obtain $a^{*} \vee b^{*}$ $=(a b)^{*}=a^{*} \cup b^{*}$ and so $S^{* *}$ is a $\cup$-subsemilattice of $S$.

Definition. By a Stone semigroup we shall mean a Glivenko $u$-semigroup $S$ in which $(\forall a \in S) a^{*} \cup a^{* *}=0^{*}$.

Note that not every Glivenko $u$-semigroup is a Stone semigroup, as is shown by the following example.

Example 30.2. Let $S=\{\pi, x, a, b, 0\}$ with Hasse diagram

and multiplication given by $(\forall \alpha, \beta \in S) \alpha \beta=\alpha \cap \beta$. It is readily seen that $S$ is a Glivenko $U$-semigroup but not a Stone semigroup since, for example, $a^{*}=b$ and $a^{* *}=a$ so that $a^{*} \cup a^{* *}=x \neq \pi=0^{*}$.

Theorem 30.9. If, in the Glivenko $\cup$-semigroup $S$, the Boolean algebra $S^{* *}$ of pseudo-residuals forms a $\cup$-subsemilattice, then $S$ is a Stone semigroup. The converse is not in general true.

Proof. If $S^{* *}$ is a $\cup$-subsemilattice then, as we have just seen, we have the identity $a^{*} \cup b^{*}=a^{*} \curlyvee b^{*}$. Choosing $b=a^{*}$ we obtain $a^{*} \cup a^{* *}$ $=a^{*} \curlyvee a^{* *}=0^{*}$.

That the converse does not hold in general may be seen from the following:

Example 30.3. Consider the ordered semigroup $S$ described by the following Hasse diagram and multiplication:

$x y=x \cap y$ except that $d \pi=d c^{\prime}=\pi d=c^{\prime} d=d d=c^{\prime}$.
It is readily verified that $S$ is a Glivenko $u$-semigroup in which the pseudoresiduals are given by

$$
x^{*}=\left\{\begin{array}{l}
\pi \text { if } x=0 \\
0 \text { if } x=\pi \\
c \text { if } x=d \\
x^{\prime} \text { otherwise }
\end{array}\right.
$$

where the notation is conveniently chosen such that primes denote complements, so that for $x \neq d, \pi, 0$ we have $\left(x^{\prime}\right)^{\prime}=x$. It follows that for each $x \in S, x^{*} \cup x^{* *}=\pi=0^{*}$ and so $S$ is a Stone semigroup. However, the subset $S^{* *}$ is not a $\cup$-subsemilattice; for $a, b \in S^{* *}$ whereas $a \cup b$ $=d \notin S^{* *}$.

Definition. By a Glivenko lattice we shall mean a Glivenko $n$-semilattice which is also a $\cup$-semilattice. The notion of a Glivenko lattice is thus synonymous with that of a pseudo-complemented lattice as defined in §7. By a Stone lattice we shall mean a distributive Glivenko lattice in which the identity $x^{*} \cup x^{* *}=0^{*}$ holds.

Theorem 30.10. Let S be a distributive Glivenko lattice. Then the following conditions are equivalent:
(1) $S$ is a Stone lattice;
(2) $(\forall a, b \in S) \quad a^{*} \cup b^{*}=(a \cap b)^{*}$;
(3) $S^{* *}$ is a sublattice.

Proof. The equivalence of (2) and (3) follows from Theorem 30.8. That (3) $\Rightarrow$ (1) follows from Theorem 30.9. Suppose now that (1) holds. Then every element $a^{*}$ of $S^{* *}$ is complemented in the lattice $S$ [for $a^{*} \cap a^{* *}$ $=a^{*}$ 人 $a^{* *}=0^{* *}=0$ and $a^{*} \cup a^{* *}=0^{* *} \mathrm{~J}$. Now $S$ is distributive by hypothesis, so the complemented elements of $S$ form a sublattice; for if $x, y \in S$ are complemented, then so also are $x \cap y$ and $x \cup y$, respective complements being $x^{\prime} \cup y^{\prime}$ and $x^{\prime} \cap y^{\prime}$. It therefore follows that (1) $\Rightarrow(3)$.

In the case of a Glivenko lattice which is distributive, we can give an interesting characterization of the equivalence relation [**] associated with the closure mapping (**). We require a few preliminaries which will be of use to us later also.

Definition. If $L$ is an $\cap$-semilattice and $J$ is a filter of $L$ [i.e. a nonempty subset such that $x, y \in J \Rightarrow x \cap y \in J$ and $x \in J, y \geq x \Rightarrow y \in J$, we define the relation $\bigcup_{t \in J} F_{t}$ by

$$
x \equiv y\left(\bigcup_{t \in J} F_{t}\right) \Leftrightarrow(\exists t \in J) \quad x \cap t=y \cap t .
$$

Remark. It should be noted that if $E$ is an arbitrary ordered set and $\left\{R_{\alpha}\right\}_{\alpha \in I}$ is a family of equivalence relations on $E$, then the relation $\bigcup_{\alpha \in I} R_{\alpha}$ defined by

$$
x \equiv y\left(\bigcup_{\alpha \in I} R_{\alpha}\right) \Leftrightarrow(\exists x \in I) \quad x \equiv y\left(R_{\alpha}\right)
$$

is not in general an equivalence relation as transitivity fails (see Exercise 4.14). However, in the case of an abelian semigroup $S$ [in particular, a semilattice], $\bigcup_{T \in J} F_{t}$ is an equivalence relation whenever $J$ is a subsemigroup of $S$. To see that it is transitive in this case, we observe that if $x t_{1}=y t_{1}$ and $y t_{2}=z t_{2}$ where $t_{1}, t_{2} \in J$ then $t=t_{1} t_{2} \in J$ and $x t=z t$. Thus in this case $\bigcup_{t \in J} F_{t}$ and $\prod_{t \in J} F_{t}$ coincide.

Theorem 30.11. If S is a distributive Glivenko lattice with dense filter $D$, then the closure equivalence [ ${ }^{* *}$ ] associated with the mapping (**) is given by $\left[{ }^{* *}\right]=\bigcup_{d \in D} F_{d}$.

Proof. Note that, $S$ being a distributive lattice, it is a $\cup$-semireticulated semigroup under $x y=x \cap y$ and that the condition $x^{2} y=x y^{2}$ holds. The result therefore follows immediately from Theorems 30.3 and 30.5 .

## EXERCISES

30.1. Let $S$ be a Glivenko semigroup, $S^{* *}$ the Boolean algebra of pseudo-residuals and $D$ its dense filter. Consider the equivalence relation $R$ defined on $S \times S^{* *}$ by

$$
(x, a) \equiv(y, b)(R) \Leftrightarrow\left(x^{*}=y^{*} \quad \text { and } \quad a=b\right) .
$$

Show that $S \times S^{* *}$ is a semigroup under the law of composition

$$
((x, a),(y, b)) \rightarrow\left((x y)^{* *}, a \curlywedge b\right)
$$

and that $R$ is compatible with this law. Show that the quotient ( $S \times S^{* *}$ ) /R is pseudoresiduated and use Theorem 30.1 to show that it is a Boolean algebra. Show further that there is an isotone homomorphism $f: S \rightarrow\left(S \times S^{* *}\right) / R$ such that $\operatorname{Im} f \simeq S^{* *}$ and $\operatorname{Ker}^{*} f=D$ where $\operatorname{Ker}^{*} f=\{x \in S ; f(x)=\pi\}$.
30.2. Let $L$ be a $u$-semilatice and consider the set $C(L)$ of equivalence relations on $L$ which are compatible with union. Show that $C(L)$ is a complete lattice in which unions are transitive products. If $H, K \in C(L)$ are such that $H \leq K$ define the relation $H: K$ by

$$
x \equiv y(H: K) \Leftrightarrow\left\{\begin{array}{l}
\text { for all } \alpha, \beta \in L \text { such that } \alpha \equiv \beta(K) \\
x \cup \alpha \equiv x \cup \beta(H) \Leftrightarrow y \cup \alpha \equiv y \cup \beta(H)
\end{array}\right.
$$

Show that
(1) $H: K \in C(L)$;
(2) $K \cap(H: K)=H$;
(3) if $J \in C(L)$ is such that $K \cap J=H$ then $J \leq H: K$.

Deduce that $C(L)$ forms a Glivenko lattice.
30.3. Without appealing to results on congruence relations, prove directly that the set $I(B)$ of ideals of a complete Boolean algebra $B$ forms a Stone lattice.

## 31. Loipomorphisms

Definition. Let $S, T$ be residuated abelian semigroups. We shall say that a mapping $f: S \rightarrow T$ is a loipomorphism if it is such that
(1) $f$ is isotone;
(2) $(\forall x, y \in S) f(x y)=f(x) f(y)$;
(3) $(\forall x, y \in S) f(x: y)=f(x): f(y)$.

Thus a loipomorphism is an isotone homomorphism such that the subsemigroup $\operatorname{Im} f$ is stable under residuation with residuals $\operatorname{in} \operatorname{Im} f$ given by (3).

The reader will note that we have given the above definition with the restriction that the semigroups in question were abelian. We shall maintain this assumption throughout the present section.

If $S$ is a residuated abelian semigroup we shall be particularly interested in the subset $S^{\wedge}$ of $S$ given by

$$
S^{\wedge}=\bigcap_{x \in S}\langle x: x\rangle
$$

Clearly $S^{\wedge}$ is not empty if and only if $S$ contains an element $y$ such that $(\forall x \in S) x y \leq x$. In particular, this is the case if $S$ has a neutral element.

For each $a \in S$ and each non-empty subset $D \subseteq S$ define

$$
\{a\}_{D}=\bigcup_{d \in D}\langle a: d\rangle=\{x \in S ;(\exists d \in D) x d \leq a\} .
$$

It is clear that the relation $R_{D}$ defined on $S$ by

$$
a \equiv b\left(R_{D}\right) \Leftrightarrow\{a\}_{D}=\{b\}_{D}
$$

is an equivalence relation. It is equally clear that the relation $\leq$ defined on $S / R_{D}$ by

$$
a\left|R_{D} \leq b\right| R_{D} \Leftrightarrow\{a\}_{D} \subseteq\{b\}_{D}
$$

is an ordering.

Theorem 31.1. Let $S$ be an abelian residuated semigroup such that $S^{\wedge} \neq \emptyset$. For each subsemigroup $D$ of $S^{\wedge}$ we have
(1) $a\left|R_{\mathrm{D}} \leq b\right| R_{D} \Leftrightarrow a \in\{b\}_{D}$;
(2) $R_{D}$ is compatible with multiplication;
(3) the quotient $S / R_{D}$ is a residuated semigroup with a neutral element and the canonical surjection $\mathfrak{\xi}_{D}: S \rightarrow S / R_{D}$ is a loipomorphism.

Proof. (1) Since $D \subseteq S^{\wedge}$ we have $(\forall a \in S)(\forall d \in D) a d \leq a$ and so $(\forall a \in S) a \in\{a\}_{b}$. It follows that

$$
a \mid R_{D} \leq b / R_{D} \Rightarrow a \in\{a\}_{D} \subseteq\{b\}_{D} .
$$

Conversely, if $a \in\{b\}_{D}$ then $(\exists d \in D) a d \leq b$ and so, $D$ being a subsemigroup of $S^{\wedge}$,

$$
\begin{aligned}
x \in\{a\}_{D} \Rightarrow\left(\exists d^{*} \in D\right) \quad x d^{*} \leq a & \Rightarrow\left(\exists d, d^{*} \in D\right) \quad x d d^{*} \leq a d \leq b \\
& \Rightarrow x \in\{b\}_{D}
\end{aligned}
$$

whence $\{a\}_{D} \subseteq\{b\}_{D}$ and so $a\left|R_{D} \leq b\right| R_{D}$.
(2) We observe that

$$
\begin{aligned}
a\left|R_{D} \leq b\right| R_{D} \Rightarrow a \in\{b\}_{D} & \Rightarrow(\exists d \in D) \quad a d \leq b \\
& \Rightarrow(\forall x \in S)(\exists d \in D) \quad a x d \leq b x \\
& \Rightarrow(\forall x \in S) \quad a x \in\{b x\}_{D} \\
& \Rightarrow(\forall x \in S) \quad a x / R_{D} \leq b x / R_{D} .
\end{aligned}
$$

It follows immediately from this that

$$
a \equiv b\left(R_{D}\right) \Rightarrow(\forall x \in S) \quad a x \equiv b x\left(R_{D}\right) .
$$

(3) It is clear from the proof of (2) that $S / R_{D}$ is an ordered semigroup. We show as follows that it has a neutral element. For any $d \in D$ and any $a \in S$ we have trivially $a d \leq a d$ and so $a \in\{a d\}_{D}$ which gives $a \mid R_{D}$ $\leq a d \mid R_{D}$. Now for any $d, d^{*} \in D$ and any $a \in S$ we also have $a d d^{*} \leq a d$ $\leq a$ so that $a d \in\{a\}_{D}$ and hence $a d\left|R_{D} \leq a\right| R_{D}$. It follows that

$$
(\forall a \in S)(\forall d \in D) \quad a\left|R_{D}=a d\right| R_{D}=a\left|R_{D} \cdot d\right| R_{D}
$$

and so $d / R_{D}$ is a neutral element for $S / R_{D}$. To show that $S / R_{D}$ is residuated, we observe that

$$
\begin{aligned}
a\left|R_{D} \cdot x\right| R_{D} \leq b / R_{D} \Leftrightarrow a x \in\{b\}_{D} & \Leftrightarrow(\exists d \in D) \quad a x d \leq b \\
& \Leftrightarrow(\exists d \in D) \quad x d \leq b: a \\
& \Leftrightarrow x \in\{b: a\}_{D} \\
& \Leftrightarrow x \mid R_{D} \leq(b: a) / R_{D}
\end{aligned}
$$

It follows from this that residuals exist in $S / R_{D}$ and are given by

$$
b\left|R_{D}: a\right| R_{D}=(b: a) / R_{D}
$$

This formula also shows that the canonical surjection $\mathfrak{G}_{D}$ is a loipomorphism.

Under the hypotheses of Theorem 31.1, we can give a complete description of the equivalence classes modulo $R_{D}$ and the pre-image under $\xi_{D}$ of the negative cone of $S / R_{D}$.

Theorem 31.2. Under the hypotheses of Theorem 31.1 we have:
(1) $(\forall t \in S) \quad t \mid R_{D}=\bigcup_{n, m \in D}[t m, t: n]$;
(2) $(\forall d \in D) \mathfrak{\natural}_{D}^{\leftarrow}[\leftarrow, 1]=\{d\}_{D}$.

Proof. (1) $\{x\}_{D}=\{t\}_{D} \Leftrightarrow x \in\{t\}_{D}$ and $t \in\{x\}_{D}$

$$
\begin{aligned}
& \Leftrightarrow(\exists n, m \in D) \quad x n \leq t, \quad t m \leq x \\
& \Leftrightarrow(\exists n, m \in D) \quad t m \leq x \leq t: n \\
& \Leftrightarrow(\exists n, m \in D) \quad x \in[t m, t: n] .
\end{aligned}
$$

(2) Since $d / R_{D}$ is the neutral element of $S / R_{D}$ for any $d \in D$, we see that

$$
x \in \mathfrak{\natural}_{D}[\leftarrow, 1] \Leftrightarrow x / R_{D} \leq d \mid R_{D} \Leftrightarrow x \in\{d\}_{D} .
$$

Definition. If $T$ is a semigroup with neutral element 1 we define the 1-kernel of $f: S \rightarrow T$ by $\operatorname{Ker}_{1} f=\{x \in S ; f(x)=1\}$.

In what follows we shall write $\operatorname{Ker}_{1} f$ as simply $\operatorname{Ker} f$ unless there is some danger of confusion.

Theorem 31.3. If $S$ is a residuated abelian semigroup with the property that the subset $S^{\wedge}$ is not empty and is closed under residuation then for any subsemigroup $D$ of $S^{\wedge}$ we have:
(1) Ker $\mathfrak{K}_{D}$ is a filter of $S^{\wedge}$ containing $D$;
(2) $(\forall d \in D) \quad\{d\}_{D}=S^{\wedge}$;
(3) $R_{D}=R_{\mathrm{Ker} G_{D}}$.

Proof. (1) Since

$$
x \in \operatorname{Ker} \mathfrak{q}_{D} \Leftrightarrow x / R_{D}=d / R_{D} \Leftrightarrow\{x\}_{D}=\{d\}_{D} \Leftrightarrow x \in d / R_{D}
$$

we see from Theorem 31.2(1) that

$$
\begin{equation*}
\text { Ker } \varepsilon_{D}=\bigcup_{n, m_{\in D}}[d m, d: n] . \tag{*}
\end{equation*}
$$

It is clear from the above that $D \subseteq \operatorname{Ker} \mathfrak{q}_{D}$. Now $D \subseteq S^{\wedge}$ and so, since $S^{\wedge}$ is closed under residuation, we have $d, n \in D \Rightarrow d: n \in S^{\wedge}$. Consequently Ker $\mathfrak{\natural}_{D} \subseteq S^{\wedge}$. If $x \in \operatorname{Ker} \mathfrak{\natural}_{D}$ and $y \in S$ is such that $y \geq x$ then there exist $d, m \in D$ such that $d m \leq x \leq y \leq d: d$ and so $y \in \operatorname{Ker} \mathfrak{q}_{D}$.
(2) Since $y d \leq d$ for all $y \in S^{\wedge}$ and $d \in D$, we have $S^{\wedge} \subseteq\{d\}_{D}$. Conversely, if $x \in\{d\}_{D}$ then $\left(\exists d^{*} \in D\right) x d^{*} \leq d$ so that $x \leq d: d^{*}$. But by the hypothesis $d: d^{*} \in S^{\wedge}$. Hence $\{d\}_{D} \subseteq S^{\wedge}$ and (2) follows.
(3) Since $D \subseteq$ Ker $\vdash_{D}$ we have

$$
x \in\{a\}_{D} \Rightarrow\left(\exists d \in D \subseteq \operatorname{Ker} \mathfrak{q}_{D}\right) \quad x d \leq a \Rightarrow x \in\{a\}_{\text {Ker } q_{D}} .
$$

Conversely, using (*), we have

$$
\begin{aligned}
x \in\{a\}_{\text {Ker } \mathfrak{h}_{D}} & \Rightarrow\left(\exists t \in \operatorname{Ker} \mathfrak{\natural}_{D}\right) \quad x t \leq a \\
& \Rightarrow(\exists d, m \in D) \quad x d m \leq x t \leq a \\
& \Rightarrow x \in\{a\}_{D} .
\end{aligned}
$$

This shows that $\{a\}_{D}=\{a\}_{\text {Ker }_{\boldsymbol{L}}}$ for each $a \in S$ and so $R_{D}=R_{\text {Ker } \boldsymbol{H}_{D}}$.
Let us now examine the converse situation in which we are given residuated abelian semigroups $S, T$ with $T$ having a neutral element and a loipomorphism $f: S \rightarrow T$. In order to have $\operatorname{Ker} f$ a filter of $S^{\wedge}$ it is necessary to impose some restrictions. We therefore ask the reader to recall the
terms $A$-totally closed and $A$-integrally closed as applied to a residuated semigroup. If $S$ is an abelian $A$-totally closed semigroup then clearly $S^{\wedge}=[\leftarrow, \xi]$. If $S$ is $A$-integrally closed then $\xi$ becomes the neutral element of $S$.

Theorem 31.4. Let $T$ be an abelian A-integrally closed semigroup. If $S$ is an abelian residuated semigroup and $f: S \rightarrow T$ is a loipomorphism with the property that $\operatorname{Ker} f \subseteq S^{\wedge}$, then $S$ is $A$-totally closed, $\operatorname{Ker} f$ is a filter of $S^{\wedge}$ and there is a unique bijective loipomorphism $\zeta: S / R_{\text {Ker } f} \rightarrow \operatorname{Im} f$ such that $\zeta \circ \square_{\operatorname{Ker} f}=f$.

Proof. Since $T$ is $A$-integrally closed, we have

$$
(\forall x \in S) \quad f(x: x)=f(x): f(x)=1
$$

and so it follows from the hypothesis that $(\forall x \in S) x: x \in S^{\wedge}$. But by definition we have $S^{\wedge}=\bigcap_{x \in S}[\leftarrow, x: x]$. We deduce that there is an element $\xi \in S$ which is such that $(\forall x \in S) x: x=\xi$. Thus $S$ is A-totally closed. That $\operatorname{Ker} f$ is a filter of $S^{\wedge}=[\leftarrow, \xi]$ then follows from the fact that if $x \in \operatorname{Ker} f$ and $x \leq y \leq \xi$ then $1=f(x) \leq f(y) \leq f(\xi)=1$ yields $y \in \operatorname{Ker} f$. Since $\operatorname{Ker} f$ is in particular a subsemigroup of $S^{\wedge}$ we can form the residuated quotient semigroup $S / R_{\text {Ker } f}$ as in Theorem 31.1. Since $S$ is totally closed and $t_{\text {Ker } f}$ is a loipomorphism, $S / R_{\text {Ker } f}$ is also A-totally closed. It is in fact A-integrally closed since it contains a neutral element. Now, writing $K=\operatorname{Ker} f$, we have

$$
\{y\}_{K} \subseteq\{x\}_{K} \Rightarrow(\exists k \in K) y k \leq x \Rightarrow f(y)=f(y) f(k)=f(y k) \leq f(x)
$$

It follows from this that we can define an isotone mapping $\zeta: S / R_{K} \rightarrow \operatorname{Im} f$ by the prescription $\zeta\left(x / R_{K}\right)=f(x)$. Clearly $\zeta$ is a surjective loipomorphism. To show that it is also injective, we note that

$$
\begin{aligned}
f(x)=f(y) & \Rightarrow f(x: y)=f(x): f(y)=f(x): f(x)=1 \\
& \Rightarrow x: y \in \operatorname{Ker} f=K
\end{aligned}
$$

The inequality $(x: y) y \leq x$ then shows that $y \in\{x\}_{K}$ and so $\{y\}_{K} \subseteq\{x\}_{K}$. In a similar way we can show that $x \in\{y\}_{K}$ and hence deduce that
$\{x\}_{K}=\{y\}_{K}$. Finally, $\zeta$ is clearly unique with respect to the property $\zeta \circ \mathfrak{\natural}_{K}=f$.

Remark. In the above proof we have shown in particular that the map $\zeta$ is a semigroup isomorphism. We note here that it is not in general an order isomorphism. For example, suppose that ( $G, \leq$ ) is an ordered group and let $(G, \preccurlyeq)$ be the same group ordered according to $a \preccurlyeq b$ $\Leftrightarrow a=b$. Both $(G, \leq)$ and $(G, \preccurlyeq)$ are residuated with residuals in each case given by $a: b=a b^{-1}$. Consider the identity map on $G$ as a mapping from ( $G, \preccurlyeq$ ) to ( $G, \leq$ ). It is clearly a loipomorphism whose kernel is simply $K=\{1\}$. Since we have

$$
a\left|R_{K} \leq b\right| R_{K} \Leftrightarrow a \in\{b\}_{K} \Leftrightarrow a=a 1 \preccurlyeq b \Leftrightarrow a=b,
$$

we see that $G \mid R_{K}$ exists and is a group which is isomorphic to $G$ and order isomorphic to ( $G, \preccurlyeq$ ). It is now clear that the mapping $\zeta$ is a bijective loipomorphism but is not an order isomorphism unless $\leq$ is the same as $\preccurlyeq$.

Theorem 31.5. Let $S, T, f$ be as in Theorem 31.4. If $T$ admits a maximum element $\pi$, then:
(1) $\pi$ coincides with the neutral element of $T$;
(2) $S$ has a maximal element, namely $\xi$;
(3) $\zeta$ is also an order isomorphism.

Proof. (1) For any $x \in T$ we have $x \pi \leq \pi$ and so $x \leq \pi: \pi=1$. In particular we have $\pi \leq 1$ and so $\pi=1$.
(2) Since $f$ is isotone and 1 is the maximum element, we deduce from $f(\xi)=1$ that $[\xi, \rightarrow] \subseteq \operatorname{Ker} f \subseteq S^{\wedge}=[\leftarrow, \xi]$. It follows readily from this that $\xi$ is a maximal element of $S$.
(3) If $f(x) \leq f(y)$ then $f(y: x)=f(y): f(x) \geq 1$ and so, since 1 is maximum, $y: x \in \operatorname{Ker} f$. The inequality $(y: x) x \leq y$ then shows that $x \in\{y\}_{\text {Ker } f}$ and so $x / R_{\text {Ker } f} \leq y / R_{\text {Ker } f}$. This shows that $\zeta^{-1}$ is also isotone whence $\zeta$ is an order isomorphism.

At this stage we are led to make the following definitions.

Definitions. An ordered semigroup $S$ is said to be quasi-integral if and only if $S=S^{\wedge}$; and negatively ordered if it is quasi-integral and admits a neutral element.

It is clear that a residuated quasi-integral semigroup is the same thing as an $A$-totally closed semigroup having a maximum element and that a residuated negatively ordered semigroup is the same as an $A$-integrally closed semigroup having a maximum element. These definitions allow us to combine all of the previous results in the following way.

Theorem 31.6. Let $S$ be a residuated quasi-integral abelian semigroup. Then $D$ is a filter of $S$ if and only if $D$ is the kernel of a loipomorphism of $S$ onto a residuated negatively ordered abelian semigroup $T$.

Proof. The condition is sufficient by virtue of Theorem 31.4. Conversely, suppose that $D$ is a filter of $S$. Clearly $S / R_{D}$ is a residuated negatively ordered semigroup which is a loipomorphic image of $S$. We show that $D=\operatorname{Ker} \mathfrak{q}_{D}$. By Theorem 31.3 we have $D \subseteq \operatorname{Ker} \mathfrak{q}_{D}$. To obtain the reverse inclusion, we note that since $D$ is a filter of $S$ we have ( $\forall d, x \in D$ ) $d n \leq d \Rightarrow d \leq d: n \Rightarrow d: n \in D$ and hence

$$
\text { Ker } \mathfrak{q}_{\boldsymbol{D}}=\bigcup_{n, m \in \boldsymbol{D}}[d m, d: n] \subseteq D .
$$

Theorem 31.7. Let $S$ be a residuated quasi-integral abelian semigroup. Then a residuated abelian semigroup $T$ is a negatively ordered loipomorphic image of $S$ if and only if it is of the form $S / R_{D}$, where $D$ is a subsemigroup of $S$. Moreover, there is a bijection between the set of negatively ordered loipomorphic images of $S$ and the filters of $S$.

Proof. By Theorem 31.1 and the fact that $S=S^{\wedge}, S / R_{D}$ is a negatively ordered loipomorphic image of $S$ for each subsemigroup $D$ of $S$. Conversely, suppose that $T$ is such an image. Since $T$ is integrally closed and has a maximum element, we deduce from Theorems 31.4 and 31.5 that $T$ is of the form $S / R_{\boldsymbol{D}}$, where $D=\operatorname{Ker} f$ is a subsemigroup of $S$.

As for the second part of the theorem, we note that $S$ satisfies the conditions of Theorem 31.3 and so, for each subsemigroup $D$ of $S$, there is a filter $F$ [namely, $F=$ Ker $\mathfrak{k}_{D}$ ] such that $S / R_{D}=S / R_{F}$. Now, as we saw in the proof of Theorem 31.6, for any filter $G$ of $S$ we have
$G=\operatorname{Ker} \xi_{G}$. The result therefore follows from the observation that if $F, G$ are filters of $S$ such that $R_{F}=R_{G}$, then $F=\operatorname{Ker} \mathfrak{b}_{F}=\operatorname{Ker} \mathfrak{g}_{G}=G$.

Theorem 31.8. Let $S$ be a residuated quasi-integral abelian semigroup. An equivalence relation $R$ on $S$ is compatible with both multiplication and residuation and is such that $S \mid R$ has a neutral element if and only if $R$ is of the form

$$
x \equiv y(R) \Leftrightarrow x \equiv y\left(R_{D}\right) \Leftrightarrow(x: y)(y: x) \in D
$$

where $D$ is a filter of $S$.
Proof. Let $D$ be a filter of $S$. Then the associated equivalence $R_{D}$ is given by

$$
\begin{aligned}
x \equiv y\left(R_{D}\right) & \Leftrightarrow\{x\}_{D}=\{y\}_{D} \\
& \Leftrightarrow\left(\exists d_{1}, d_{2} \in D\right) \quad x d_{1} \leq y, \quad y d_{2} \leq x \\
& \Leftrightarrow\left(\exists d_{1}, d_{2} \in D\right) \quad d_{1} \leq y: x, \quad d_{2} \leq x: y \\
& \Leftrightarrow(x: y)(y: x) \in D,
\end{aligned}
$$

and by Theorem 31.1 the equivalence $R_{D}$ is compatible with both multiplication and residuation and is such that the quotient semigroup has a neutral element.

Conversely, suppose that $R$ is such an equivalence. Then $S / R$ is a residuated negatively ordered loipomorphic image of $S$. By Theorems 31.4 and 31.5, $S / R$ is then of the form $S / R_{D}$ where $D$ is a subsemigroup of $S$. But by Theorem 31.3(3) we have $R_{D}=R_{\text {Ker }_{D}}$ where, by Theorem 31.6, Ker $G_{D}$ is a filter of $S$. We conclude that

$$
x \equiv y(R) \Leftrightarrow x \equiv y\left(R_{\text {Ker } \mathfrak{q}_{D}}\right) \Leftrightarrow(x: y)(y: x) \in \operatorname{Ker} \mathfrak{G}_{D} .
$$

Henceforth we shall commit the usual abuse of notation and write $S / D$ in place of $S / \boldsymbol{R}_{\boldsymbol{D}}$.

We shall now impose on $S$ the condition that it be a Glivenko semigroup. This has the effect of bringing to light an important example of a loipomorphism which we can use to obtain a neat characterization of the dense filter.

Theorem 31.9. Let $S$ be a Glivenko semigroup. Suppose further that $S$ is abelian, residuated and quasi-integral. Let $S^{* *}$ denote the Boolean algebra of pseudo-residuals in $S$ and let $D$ be the dense filter of $S$. Then the mapping ${ }^{(* *)}: S \rightarrow S^{* *}$ described by $x \rightarrow x^{* *}=0:(0: x)$ is a loipomorphism and $S^{* *} \simeq S / D$.

Proof. We note first that

$$
\begin{equation*}
(\forall x, y \in S) \quad(x: y)^{*}=\left(x^{* *}: y\right)^{*} . \tag{*}
\end{equation*}
$$

In fact, since $x y \leq x$ we have $x \leq x: y$ and so $(x: y)^{*} \leq x^{*}$. Also, since $y^{*}=0: y \leq x: y$ and so $(x: y)^{*} \leq y^{* *}$, we have $(x: y)^{*} \leq x^{*} \curlywedge y^{* *}$ $=\left(x^{* *} \vee y^{*}\right)^{*}=\left(x^{* *}: y\right)^{*}$. But, on the other hand, $x \leq x^{* *}$ and so $x: y \leq x^{* *}: y$ whence $\left(x^{* *}: y\right)^{*} \leq(x: y)^{*}$. This then establishes ( ${ }^{*}$ ).

Consider now the mapping (**). Clearly $S^{* *}=\operatorname{Im}\left({ }^{* *}\right)$ and ( ${ }^{* *}$ ) is a homomorphism since $(x y)^{* *}=\left(x^{* *} y^{* *}\right)^{* *}=x^{* *}$ 人 $y^{* *}$. Now using the identity ( ${ }^{*}$ ) we have $(x: y)^{* *}=\left(x^{* *}: y\right)^{* *}=\left(x^{* *} \vee y^{*}\right)^{* *}$ $=x^{* *} \curlyvee y^{* * *}=x^{* *}: y^{* *}$. It follows that $\left({ }^{* *}\right)$ is a loipomorphism. Finally,

$$
\operatorname{Ker}\left({ }^{* *}\right)=\left\{x \in S ; x^{* *}=0^{*}\right\}=D .
$$

Applying Theorems 31.4 and 31.5 , we deduce that $S^{* *} \simeq S \mid D$.
Theorem 31.10. Let $S$ be an abelian residuated quasi-integral Glivenko semigroup. The dense filter D of $S$ can be characterized as the smallest filter of $S$ for which $S / D$ is a Boolean algebra.

Proof. By Theorem 31.9, $S / D$ is indeed a Boolean algebra. Suppose then that $J$ is a filter of $S$ such that $S / J$ is a Boolean algebra. Then every element of $S / J$ must be maximum in its class modulo $A_{0 / J}$ (Theorem 30.1) so, since the canonical mapping $\xi_{J}$ is a loipomorphism,

$$
(\forall x \in S) \quad x / J=0 / J:[0 / J: x / J]=0 / J: x^{*} / J=x^{* *} / J .
$$

In particular, this yields $x^{* *}|J \leq x| J$ and so $x^{* *} \in\{x\}_{J}$ whence

$$
(\forall x \in S)(\exists j \in J) \quad x^{* *} j \leq x .
$$

Suppose now that $x \in S$ is such that $x^{* *} \in J$. Then, $J$ being a filter, we
deduce from the above that $x \in J$. Now for any $x \in D$ we have $x^{* *}=0^{*}$ and since $0^{*}$ is the maximum element it belongs to every filter $J$. We conclude from this that $x \in D \Rightarrow x \in J$ whence $D \subseteq J$ as required.

## EXERCISES

31.1. Under the hypotheses of Theorem 31.9, $S / D$ is an isotone homomorphic Boolean image of $S$. Prove that the associated base is given by the class of 0 modulo $A_{0}$.
31.2. Let $L$ be an $\cap$-semilattice which is residuated with respect to intersection. [A Brouwer semilattice: see the following section.] If, for each $a \in L$, the translation $x \rightarrow x \cap a$ is denoted by $\lambda_{a}$, show that each residual map $\lambda_{a}^{+}$is a ioipomorphism. Show also that if $S=\left\{\lambda_{x}^{+} ; a \in L\right\}$ then $(L, \cap) \simeq(S, \circ)$.
31.3. Let $A, B$ be Boolean algebras. By a Boolean homomorphism $f: A \rightarrow B$ we mean a lattice homomorphism which is such that $f\left(x^{\prime}\right)=[f(x)]^{\prime}$ for each $x \in A$. Show that every Boolean homomorphism is a loipomorphism.
31.4. If $a, b, x$ are elements of a Boolean algebra $B$, prove that

$$
a \cup x=b \cup x \Leftrightarrow\left(a \cup b^{\prime}\right) \cap\left(a^{\prime} \cup b\right) \geq x^{\prime}:
$$

(a) by a direct method;
(b) by noting that $\left[x^{\prime}, \rightarrow\right]$ is a filter which is the kernel of the loipomorphism $\lambda_{x^{\prime}}^{+}$.
31.5. Let $A, B$ be Boolean algebras and let $f: A \rightarrow B$ be a lattice homomorphism. Prove that the following are equivalent:
(1) $f$ is a loipomorphism;
(2) $f\left(\pi_{A}\right)=\pi_{B}$.
[Hint. Use Exercise 31.4.]

## 32. Brouwer semigroups; Brouwer semilattices

Definition. By a Brouwer semigroup we shall mean a residuated semigroup $S$ in which every element $x$ is quasi-integral, equiresidual and such that $S / A_{x}$ is idempotent (and hence, by Theorem 29.5, a Boolean algebra).

Theorem 32.1. All Brouwer semigroups are abelian.
Proof. Immediate from Theorem 22.2.
EXAMPLE 32.1. Every $\cap$-semilattice $L$ which is residuated with respect to $\cap$ is a Brouwer semigroup under the definition $x y=x \cap y$. In fact it is
clear that every element is quasi-integral and equiresidual; moreover, each quotient semigroup $S / A_{x}$ is idempotent.

Definition. An $\cap$-semilattice which is residuated with respect to $\cap$ will be called a Brouwer semilatice. We shall see that these are very close relatives of Brouwer semigroups.

Example 32.2. Consider the ordered abelian semigroup $S$ described by the following Cayley table and Hasse diagram:

|  | $x_{1}$ | $x_{2}$ | $x_{3}$ | 0 |
| :--- | :--- | :--- | :--- | :--- |
| $x_{1}$ | $x_{2}$ | $x_{2}$ | 0 | 0 |
| $x_{2}$ | $x_{2}$ | $x_{2}$ | 0 | 0 |
| $x_{3}$ | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 |



This ordered semigroup is residuated; the table of residuals is

|  | $x_{1}$ | $x_{2}$ | $x_{3}$ | 0 |
| :--- | :--- | :--- | :--- | :--- |
| $x_{1}$ | $x_{1}$ | $x_{1}$ | $x_{1}$ | $x_{1}$ |
| $x_{2}$ | $x_{1}$ | $x_{1}$ | $x_{1}$ | $x_{1}$ |
| $x_{3}$ | $x_{3}$ | $x_{3}$ | $x_{1}$ | $x_{1}$ |
| 0 | $x_{3}$ | $x_{3}$ | $x_{1}$ | $x_{1}$ |

Now, on the one hand, we see that $x_{1}^{2}=x_{2}^{2}=x_{2}$ and $x_{3}^{2}=0^{2}=0$, and, on the other, $(\forall y \in S) x_{1} \equiv x_{2}\left(A_{y}\right)$ and $x_{3} \equiv 0\left(A_{y}\right)$. It follows from this that $(\forall x, y \in S) x \equiv x^{2}\left(A_{y}\right)$, so that each quotient semigroup $S / A_{y}$ is idempotent. Every element being quasi-integral, $S$ is, indeed, a Brouwer semigroup.

Theorem 32.2. A residuated semigroup $S$ is a Brouwer semigroup if and only if it is abelian and such that, for each $x \in S$,
( $\alpha$ ) $B_{x}=F_{x}$;
( $\beta$ ) $S / F_{x}$ is idempotent.

Proof. Suppose first that $S$ is a Brouwer semigroup. Since each $S / A_{x}$ is idempotent, we have

$$
(\forall x, y \in S) \quad x: y=x: y^{2}=(x: y): y
$$

which we can express in the form

$$
\begin{equation*}
(\forall x, y \in S) \quad x \equiv x: y\left(B_{y}\right) . \tag{1}
\end{equation*}
$$

Now we observe that

$$
x: y \equiv z: y\left(B_{y}\right) \Rightarrow x: y^{2}=z: y^{2} \Rightarrow x: y=z: y
$$

so it follows that each class modulo $B_{y}$ contains at most one residual by $y$. Now since every element of $S$ is quasi-integral, we also have ( $\forall x, y \in S$ ) $x \leq x y: y \leq x: y$ and so, by (1) and the convexity of the classes modulo $B_{y}$, we deduce that $x y: y \equiv x: y\left(B_{x}\right)$ whence, by the immediately preceding remark,

$$
\begin{equation*}
(\forall x, y \in S) \quad x y: y=x: y \tag{2}
\end{equation*}
$$

It follows that

$$
x \equiv z\left(F_{y}\right) \Rightarrow x y: y=z y: y \Rightarrow x: y=z: y \Rightarrow x \equiv z\left(B_{y}\right),
$$

so that $(\forall y \in S) F_{y} \leq B_{y}$. But we have shown that each class modulo $B_{y}$ contains at most one residual by $y$ and we know that each class modulo $F_{y}$ contains precisely one residual by $y$. Hence we have $(\forall y \in S) F_{y}=B_{y}$. It follows from this that (2) can be written in the form ( $\forall x, y \in S$ ) $x y \equiv x\left(F_{y}\right)$ or as $(\forall x, y \in S) y^{2} \equiv y\left(F_{x}\right)$, whence each quotient semigroup $S / F_{x}$ is idempotent.

Conversely, suppose that $S$ is abelian and that properties $(\alpha)$ and ( $\beta$ ) are satisfied. By $(\beta)$ we have $(\forall x, y \in S) x y^{2}=x y$ whence, by $(\alpha)$, we obtain $x y \equiv x\left(B_{x}\right)$. Now since $x \equiv y(x: y)\left(B_{y}\right)$ the convexity of the classes modulo $B_{y}$ and the fact that each class modulo $B_{y}$ contains precisely one multiple of $y$ implies that $(\forall x, y \in S) x y=y(x: y) \leq x$. This shows that each element of $S$ is quasi-integral. It remains to show that each quotient semigroup $S / A_{x}$ is idempotent. For this purpose, we note that from the identity $x y^{2}=x y$ established above we have in particular $(\forall y \in S) y^{3}=y^{2}$. Thus $\left(x: y^{2}\right): y=x: y^{3}=x: y^{2}=(x: y): y$ and therefore $x: y^{2}$ $\equiv x: y\left(B_{y}\right)$. But $B_{y}=F_{y}$ by hypothesis and each class modulo $F_{y}$ has
precisely one residual by $y$. We thus have $(\forall x, y \in S) x: y^{2}=x: y$ and so each $S / A_{x}$ is indeed idempotent.

Corollary. If $S$ is a Brouwer semigroup then for any $x, y, z \in S$ the following properties hold:
(a) $x: x=y: y=\pi$ (the maximum element of $S$ );
(b) $y(x: y)=y x$;
(c) $(x y)^{2}=x y$;
(d) $x: y z=(x: z):(y: z)$;
(e) $x y: z \geq(x: z)(y: z)=(x y: z)^{2}$.

Proof. (a) Since every element of $S$ is quasi-integral, this follows from Theorem 29.4.
(b) By the property (2) established in the theorem we have $x y \equiv x\left(B_{y}\right)$. But the minimum element in the class of $x$ modulo $B_{y}$ is $y(x: y)$. Thus $x y \equiv y(x: y)\left(B_{y}\right)$ from which (b) follows since each class modulo $B_{y}$ contains precisely one multiple of $y$.
(c) By property $(\beta)$ of the theorem we have $(\forall x, y \in S) x y^{2}=x y$. Multiplication being commutative, there results $(x y)^{2}=x y^{2} x=x y x$ $=x^{2} y=x y$.
(d) By property (b) above, $(x: z):(y: z)=x: z(y: z)=x: z y$ $=x: y z$.
(e) Using Theorem 22.3(5) we have

$$
(x: z)(y: z) \leq(x: z) y: z \leq(x y: z): z=x y: z^{2}=x y: z .
$$

Thus, by (c) and the fact that each element is quasi-integral,

$$
(x: z)(y: z)=[(x: z)(y: z)]^{2} \leq(x y: z)^{2} \leq x y: z .
$$

But, again since each element is quasi-integral, $x y: z \leq x: z$ and $x y: z$ $\leq y: z$, so that $(x y: z)^{2} \leq(x: z)(y: z)$. It follows that

$$
(x y: z)^{2}=(x: z)(y: z) \leq x y: z .
$$

Remark. It should be noted that equality does not hold in general in (e). For example, in Example 32.2 we have $x_{3}^{2}: x_{2}=0: x_{2}=x_{3}$, whereas $\left(x_{3}: x_{2}\right)\left(x_{3}: x_{2}\right)=x_{3} x_{3}=0$. The equality does hold, however, 12 BRT
whenever $S$ is a Brouwer semilattice; for then $(x \cap y): z \leq x: z$ and $(x \cap y): z \leq y: z$ so that $(x \cap y): z \leq(x: z) \cap(y: z)$.

The essential difference between a Brouwer semigroup and a Brouwer semilattice is the idempotency of the law of composition in the latter. We now investigate other manifestations of this difference.

Theorem 32.3. For a Brouwer semigroup $S$ the following conditions are equivalent;
(1) $S$ is a Brouwer semilattice;
(2) $S^{2}=S$;
(3) $S$ has a neutral element.

Proof. That $(1) \Rightarrow(3)$ is immediate from the fact that the maximum element $\pi_{s}$ is the neutral element for intersection. To show that (3) $\Rightarrow(2)$, let $1_{S}$ be the neutral element of $S$; then since $(\forall x, y \in S) x y^{2}=x y$ we have $(\forall y \in S) y^{2}=1_{s} y^{2}=1_{s} y=y$. Finally, to show that (2) $\Rightarrow$ (1) we observe that if (2) holds then for each $z \in S$ there exist $a, b \in S$ such that $z=a b$. By virtue of property (c) of the previous corollary, we then have $z^{2}=(a b)^{2}=a b=z$ and so if $z \leq x$ and $z \leq y$ we obtain $z=z^{2} \leq x y$. It follows that $x \cap y$ exists and is none other than $x y$.

We can now give another quite natural definition of a Brouwer semigroup. Let us recap that to begin with we were interested in residuated mappings, then we studied algebraic structures in which every translation was a residuated mapping. Our next result extends the pattern of this general investigation.

Theorem 32.4. An ordered semigroup $S$ is a Brouwer semigroup if and only if it is abelian and each translation is a residuated dual closure map.

Proof. Suppose that $S$ is a Brouwer semigroup. Then each translation is residuated and

$$
\begin{equation*}
(\forall x, y \in S) \quad x y^{2}=x y \leq x \tag{*}
\end{equation*}
$$

from which it follows immediately that each translation is also a dual closure mapping. Conversely, if $S$ is abelian and each translation is a residuated dual closure map, then clearly $S$ is residuated and (*) holds.

From this it follows that each element of $S$ is quasi-integral and that

$$
(\forall x, z \in S) \quad x: z=x: z^{2}
$$

[for $z y \leq x$ if and only if $z^{2} y \leq x$ ]. Thus for each $x \in S$ the quotient semigroup $S / A_{x}$ is idempotent and so $S$ is indeed a Brouwer semigroup.

Our next goal will be to examine very closely the structure of a Brouwer semigroup and show in particular that the ordering, except for the natural ordering of the idempotents, can be removed.

Let us note first that if $S$ is an abelian semigroup with non-empty subset $I$ of idempotents then $I$ can be ordered in the following way:

$$
e \leq f \Leftrightarrow e f=e
$$

This is known as the natural order on $I$. For each $e \in I$ define

$$
S_{e}=\left\{x \in S ; x^{2}=e\right\} .
$$

Clearly $S_{e} \neq \varnothing$ since it contains $e$; and if $e, f \in I$ are such that $e \neq f$, then $S_{e} \cap S_{f}=\varnothing$. We shall say that $S$ is a semilattice of 0 -semigroups if and only if $S$ admits the partition

$$
S=\bigcup_{e \in I} S_{e} \quad \text { with } \quad(\forall e, f \in I) \quad S_{e} S_{f}=\{e f\}
$$

Note that in this case each $S_{e}$ is a subsemigroup of $S$ in which every product is equal to $e$. Thus each $S_{e}$ is a semigroup with zero element $e$ and every product equal to $e$. This explains the terminology.

If $L$ is any semilattice and $\left\{S_{e} ; e \in L\right\}$ is a disjoint collection of nonempty sets each of which contains a distinguished element $0_{e} \in S_{e}$, then $S=\bigcup_{e \in L} S_{e}$ becomes a semilattice of 0 -semigroups by defining

$$
\left(\forall x \in S_{e}\right)\left(\forall y \in S_{f}\right) \quad x y=0_{e \cap f} .
$$

Note also that if a semigroup obtained in this way admits an ordering with respect to which it is quasi-integral then $0_{e} \leq 0_{f} \Leftrightarrow 0_{e} 0_{f}=0_{e}$ (so that the ordering agrees with the natural order as far as the idempotents are concerned) and moreover $x \in S_{e} \Rightarrow 0_{e}=0_{e} x \leq x$.

Theorem 32.5. Let $S$ be an abelian semigroup. Then $S$ is a semilattice of 0 -semigroups if and only if each quotient semigroup $S / F_{x}$ is idempotent.

Proof. Let $S$ be a semilattice of 0-semigroups, say $S=\bigcup_{e \in I} S_{e}$ where $I$ is the set of idempotents. Then if $x \in S_{e}, y \in S_{f}$ we have

$$
x y^{2} \in S_{e} S_{j} S_{f}=\left\{e f^{2}\right\}=\{e f\} \text { and } x y \in S_{e} S_{f}=\{e f\}
$$

whence $x y^{2}=e f=x y$. Since this holds for all $x, y$ we have each $S / F_{x}$ idempotent.

Conversely, if each $S / F_{x}$ is idempotent then clearly $x y^{2}=x y$ for all $x, y \in S$ and so each product $x y$ is idempotent. Let $I$ denote the set of idempotents in $S$. For each $e \in I$ define $S_{e}=\left\{x \in S ; x^{2}=e\right\}$. Then

$$
x \in S_{e} \Rightarrow(\forall y \in S) \quad y x=y x^{2}=y e \Rightarrow x \equiv e\left(\bigcap_{y \in S} F_{y}\right)
$$

and conversely

$$
\begin{aligned}
x \equiv e\left(\bigcap_{y \in S} F_{y}\right) & \Rightarrow\left\{\begin{array}{l}
x \equiv e\left(F_{x}\right) \Rightarrow x x=x e \\
x \equiv e\left(F_{e}\right) \Rightarrow e x=e e
\end{array}\right. \\
& \Rightarrow x^{2}=x e=e^{2}=e .
\end{aligned}
$$

Thus $S_{e}$ is none other than the class of $e$ modulo $\bigcap_{y \in S} F_{y}$. Now if $e, f \in I$ are such that $e \equiv f\left(\bigcap_{y \in S} F_{y}\right)$, then we have in particular $e \equiv f\left(F_{e}\right)$ and $e \equiv f\left(F_{f}\right)$ so that $e=e^{2}=e f=f^{2}=f$. Thus each class modulo $\bigcap_{y \in S} F_{y}$ contains at most one idempotent. Since $x y=x^{2} y$ we have $x \equiv x^{2}\left(\bigcap_{y \in S} F_{y}\right)$ and so it follows that each class contains precisely one idempotent. We thus have the partition $S=\bigcup_{e \in I} S_{e}$. Now for any $e, f \in I$ we have, for $x \in S_{e}$ and $y \in S_{f}, x y=x y^{2}=x f=x^{2} f=e f$ and so $S_{e} S_{f}=\{e f\}$. This then shows that $S$ is a semilattice of 0 -semigroups.

Definition. We shall say that a semilattice of 0 -semigroups is Brouwerian if and only if the semilattice of idempotents is Brouwerian.

Theorem 32.6. Let $S$ be an abelian semigroup and let I be its set of idempotents. Then the following conditions are equivalent:
(1) $S$ is a Brouwer semigroup;
(2) $S$ is a Brouwer semilattice of 0 -semigroups.

Proof. Suppose that (1) holds. Then by Theorems 32.2 and 32.5 it follows that $S$ is a semilattice of 0 -semigroups. Given $e, f, g \in I$ we have, since $x \in I \Leftrightarrow x=y^{2}$ for some $y \in S$,

$$
g \cap f=g f \leq e \Leftrightarrow g \leq e: f \Leftrightarrow g \leq(e: f)^{2} \in I .
$$

It follows from this that $I$ is residuated with residuals given by

$$
e \vdots f=(e: f)^{2}
$$

Conversely, suppose that (2) holds, so that $S=\bigcup_{e \in I} S_{e}$ is a partition of $S$. For each $e \in I$ choose an arbitrary element $p_{e} \in S_{e}$, distinct from $e$ if possible. For $x, y \in S$ define the relation $\leq$ by

$$
x \leq y \Leftrightarrow \begin{cases}\text { either } & \text { (a) } x=y \\ \text { or } & \text { (b) } x \in I \text { and } x \leq y^{2} \text { in } I ; \\ \text { or } & \text { (c) } y \notin I, y=p_{y^{2}} \text { and } x^{2} \leq y^{2} \text { in } I .\end{cases}
$$

We claim that this is an ordering on $S$. It is clearly reflexive. Suppose now that $x \leq y$ and $y \leq x$. If $x \neq y$ then we have either $x \in I$ and $y \in I$ or $x \notin I$ and $y \notin I$. The first of these gives $x=y$ by the anti-symmetry of the natural order on $I$; and in the second case we have $x^{2}=y^{2}$ for the same reason, giving $x=p_{x^{2}}=p_{y^{2}}=y$. This contradiction establishes antisymmetry. Now suppose that $x \leq y$ and $y \leq z$ with $x \neq y$ and $y \neq z$. Since $x \notin I$ implies $y \notin I$, there are three possible cases. Firstly, if $x$ and $y$ both belong to $I$, then $x \leq y^{2}=y \leq z^{2}$ in $I$ and so $x \leq z$ in $S$. Secondly, if $x \in I$ and $y \notin I$ then $x \leq y^{2} \leq z^{2}$ in $I$ and so $x \leq z$ in $S$. Finally, if $x \notin I$ and $y \notin I$, then $z \notin I, z=p_{z^{2}}$ and $x^{2} \leq y^{2} \leq z^{2}$ in $I$ whence $x \leq z$ in $S$. This then establishes transitivity.

To show that multiplication is isotone, we first note that since $S_{e} S_{f}$ $=\{e f\}$ for all $e, f \in I$, we have $x y=x^{2} y^{2} \in I$ for all $x, y \in S$. Now

$$
x \leq y \Rightarrow x^{2} \leq y^{2} \text { in } I \Rightarrow z x=z^{2} x^{2} \leq z^{2} y^{2} \text { in } I \Rightarrow z x \leq z y \text { in } S .
$$

To show that $S$ is quasi-integral, we note that

$$
x y=x^{2} y^{2}=x^{2} \cap y^{2} \leq x^{2} \quad \text { in } I \Rightarrow x y \leq x \text { in } S .
$$

Let us now observe that

$$
(\forall e \in I) \quad x^{2} \leq p_{e} \Rightarrow x \leq p_{e} .
$$

In fact if $p_{e} \in I$ this follows from (b); and when $p_{e} \notin I$ it follows from (c). As a consequence, $p_{e}$ is the greatest element of $S_{e}$ with $p_{e}^{2}=e$. This being the case we now have, denoting residuation in $I$ by $\vdots$,

$$
\begin{aligned}
x y \leq z \Leftrightarrow x^{2} y^{2} \leq z^{2} & \Leftrightarrow x^{2} \leq z^{2}: y^{2} \\
& \Leftrightarrow x^{2} \leq p_{z^{2}: y^{2}} \\
& \Leftrightarrow x \leq p_{z^{2}: y^{2}}
\end{aligned}
$$

This then shows that $S$ is residuated with residuals given by

$$
z: y=p_{z^{z}: y^{2}}
$$

Using this formula we see that

$$
(\forall x, y \in S) \quad x: y=p_{x^{2}: y^{2}}=p_{x^{2}: y^{4}}=x: y^{2}
$$

and obtain finally the fact that $S$ is a Brouwer semigroup.
Theorem 32.7. Let $S$ be a Brouwer semigroup with semilattice of idempotents I. Denoting by $\square: S \rightarrow$ I the map described by $(\forall x \in S) \square(x)=x^{2}$, we have
(1) $\square$ is a loipomorphism;
(2) $J$ is a filter of $S$ if and only if $J=\square^{+}(K)$ where $K$ is a filter of $I$;
(3) if $L$ is a Brouwer semilattice then $f: S \rightarrow L$ is a loipomorphism if and only if $f=\psi \circ \square$ where $\psi: I \rightarrow L$ is a loipomorphism.

Proof. (1) Clearly $\square$ is an isotone homomorphism. Now as was shown at the beginning of the proof of Theorem 32.6 , residuation in $I$ is given by $x: y=(x: y)^{2}$. We thus have

$$
\square(x: y)=(x: y)^{2}=x: y=x: y^{2}=x^{2}: y^{2}=\square(x): \square(y),
$$

whence $\square$ is a loipomorphism.
(2) Let $J$ be a filter of $S$. Let $x, y \in \square \rightarrow(J)$; say $x=\square(a)$ and $y=\square(b)$ where $a, b \in J$. Since $a b \in J$ we have $x \cap y=\square(a) \cap \square(b)=\square(a b)$
$\in \square \rightarrow(J)$. Moreover, if $x \in \square \rightarrow(J)$, say $x=\square(z)$ where $z \in J$, and $y \in I$ is such that $y \geq x$ then since $\square \circ \square=\square$ we have $\square(x)=\square[\square(x)]$ $=\square(z)$ where $\square(z)=z^{2} \in J$ since $z \in J$. Thus

$$
x y=(x y)^{2}=\square(x y)=\square(x) \cap \square(y)=\square(x) \in J .
$$

It follows from $x y \leq y$ that $y \in J$ and so $y=y^{2}=\square(y) \in \square \rightarrow(J)$. This then shows that $\square \rightarrow(J)$ is a filter of $I$. Now let us show that $J=\square^{+}\left[\square^{\rightarrow}(J)\right]$. If $x \in \square^{+}\left[\square^{\rightarrow}(J)\right]$ then $\square(x) \in \square^{\rightarrow}(J)$, say $\square(x)$ $=\square(y)$ where $y \in J$. It follows that $x \geq x^{2}=y^{2} \in J$ and so $x \in J$. Thus $\square \square[\square \rightarrow(J)] \subseteq J$. The converse inclusion is clear.

Conversely, if $J=\square^{+}(K)$ where $K$ is a filter of $I$ then

$$
\begin{aligned}
x, y \in J \Rightarrow \square(x), \square(y) \in K & \Rightarrow \square(x y)=\square(x) \cap \square(y) \in K \\
& \Rightarrow x y \in \square \vdash(K)=J .
\end{aligned}
$$

Moreover, if $x \in J$ and $y \geq x$ then $x^{2} \leq x y=x^{2} y^{2} \leq x^{2}$ and so $\square(x y)$ $=\square(x)$. Thus $\square(x) \in K$; and $\square(x) \cap \square(y)=\square(x y)=\square(x)$ gives $\square(y) \geq \square(x)$ so $\square(y) \in K$ and consequently $y \in \square \square(K)=J$. This then shows that $J$ is a filter of $S$.
(3) If $f: S \rightarrow L$ is a loipomorphism then so also is $f \mid I: I \rightarrow L$, the restriction of $f$ to $I$; for

$$
f\left(x^{2}: y^{2}\right)=f\left[\left(x^{2}: y^{2}\right)^{2}\right]=f\left[x^{2}: y^{2}\right]=f\left(x^{2}\right): f\left(y^{2}\right) .
$$

Since $f(x)=f(x) \cap f(x)=f\left(x^{2}\right)$ we have $f=f \mid I \circ \square$.
Conversely, if $f=\psi \circ \square$ where $\psi: I \rightarrow L$ is a loipomorphism then

$$
\begin{aligned}
f(x: y) & =f\left(x^{2}: y^{2}\right)=\psi\left[\left(x^{2}: y^{2}\right)^{2}\right]=\psi\left[x^{2}: y^{2}\right]=\psi\left(x^{2}\right): \psi\left(y^{2}\right) \\
& =f(x): f(y) .
\end{aligned}
$$

This completes the proof.
Because of the two previous results, we shall henceforth restrict our attention to Brouwer semilattices. It should be noted, however, that many of the results which follow may be expressed in terms of Brouwer semigroups.

We now recall the notation $\bigcup_{t \in J} F_{t}$ introduced at the end of $\S 30$ and prove:

Theorem 32.8. If $L$ is a Brouwer semilattice then an equivalence relation $R$ on $L$ is compatible with both $\cap$ and : if and only if $R$ is of the form $R=\bigcup_{t \in J} F_{t}$ where $J$ is a filter of $L$.

Proof. By Theorem 31.6, $R$ satisfies the compatibility conditions if and only if, for some filter $J, R$ is given by

$$
x \equiv y(R) \Leftrightarrow(x: y) \cap(y: x) \in J .
$$

Now if $(x: y) \cap(y: x) \in J$, then using the property $x \cap(y: x)=x \cap y$ we have

$$
\begin{aligned}
x \cap(y: x) \cap(x: y)=x \cap y \cap(x: y) & =x \cap y \\
& =y \cap x \cap(y: x) \\
& =y \cap(x: y) \cap(y: x)
\end{aligned}
$$

and so there exists $t=(x: y) \cap(y: x) \in J$ such that $x \cap t=y \cap t$ whence $x \equiv y\left(\bigcup_{t \in J} F_{t}\right)$. Thus $R \leq \bigcup_{t \in J} F_{t}$. Conversely,

$$
\begin{aligned}
x \equiv y\left(\bigcup_{t \in J} F_{t}\right) & \Rightarrow(\exists t \in J) \quad x \cap t=y \cap t \\
& \Rightarrow(\exists t \in t) \quad x \cap t \leq y, \quad y \cap t \leq x \\
& \Rightarrow(\exists t \in J) \quad t \leq(y: x) \cap(x: y) \\
& \Rightarrow(x: y) \cap(y: x) \in J
\end{aligned}
$$

and so $\bigcup_{t \in J} F_{t} \leq R$, whence we have equality.
Definition. By a Glivenko-Brouwer semilattice we shall mean a Brouwer semilattice with a minimum element.

Suppose now that $L$ is a Brouwer semilattice and for each $a \in L$ consider the filter $[a, \rightarrow]$. This is clearly a Glivenko-Brouwer subsemilattice of $L$ relative to which we have:

Theorem 32.9. For each element a of a Brouwer semilattice $L$ define $(L: a)=\{x: a ; x \in L\}$. Then $(L: a)$ is a Brouwer semilattice and

$$
(L: a) \simeq L /[a, \rightarrow]=L / F_{a} .
$$

Proof. By Exercise 31.2, each residual map $\lambda_{a}^{+}$is a loipomorphism. Moreover,
$\operatorname{Ker} \lambda_{a}^{+}=\left\{x \in L ; x: a=\lambda_{a}^{+}(x)=\pi\right\}=\{x \in L ; a=a \cap \pi \leq x\}=[a, \rightarrow]$.
Applying Theorem 31.3 we obtain $(L: a) \simeq L /[a, \rightarrow]$. To establish the equality, we remember that by the usual abuse of notation we write $L /[a, \rightarrow]$ instead of $L / R$, where

$$
R=\bigcup_{t \in[a, \rightarrow 1} F_{t} .
$$

Now for any $x, y \in L$ we have $x \leq y \Rightarrow F_{y} \leq F_{x}$. [For

$$
\begin{aligned}
& a \equiv b\left(F_{y}\right) \Rightarrow y \cap a=y \cap b \Rightarrow x \cap a=(x \cap y) \cap a=x \cap(y \cap a) \\
&\left.=x \cap(y \cap b)=(x \cap y) \cap b=x \cap b \Rightarrow a \equiv b\left(F_{x}\right) .\right]
\end{aligned}
$$

It follows from this that $R=F_{a}$ and so $L /[a, \rightarrow]=L \mid F_{a}$.
Theorem 32.10. Let L be a Glivenko-Brouwer semilattice with dense filter $D$. Then the following conditions are equivalent:
(1) $D$ is a Glivenko-Brouwer subsemilattice of $L$;
(2) there exists $m \in D$ such that $L / F_{m}$ is a Boolean algebra.

Proof. If (1) holds then $D$ has a minimum element, $m$ say. Now as we observed above $(\forall t \in D) F_{t} \leq F_{m}$ and so $\bigcup_{t \in D} F_{t}=F_{m}$. This yields $L / D$ $=L \mid F_{m}$ and so $L / F_{m}$ is a Boolean algebra (isomorphic to $L^{* *}$ ).

Conversely, suppose that there exists $m \in D$ such that $L \mid F_{m}$ is Boolean. Using Theorem 32.9 we see that $L /[m, \rightarrow]$ is Boolean. Applying Theorem 31.8 we deduce that $D \subseteq[m, \rightarrow]$ whence there results $D=[m, \rightarrow]$ since $m \in D$. It follows that $D$ is a Glivenko-Brouwer semilattice.

Theorem 32.11. A Glivenko-Brouwer semilattice L is a Boolean algebra if and only if its only dense element is $\pi$.

Proof. We note first that $(L: \pi)=\{x: \pi ; x \in L\}=L$ and, by Theorem $32.9, L \simeq L /\{\pi\}$. Thus if $L$ is a Boolean algebra so also is $L /\{\pi\}$. But $\{\pi\}$ is a filter of $L$ so by Theorem 31.8 we have $D \subseteq\{\pi\}$ whence $D=\{\pi\}$. Conversely, if $D=\{\pi\}$ then $L|D=L| F_{n} \simeq L$ and so $L$ is Boolean.

Our aim now is to answer the following question: In a GlivenkoBrouwer semilattice, precisely which filters are such that L/J is Boolean? In order to characterize these filters, we require a few facts concerning the loipomorphism $\left(^{* *}\right): L \rightarrow L^{* *}$ given by the prescription $\left(^{* *}\right)(x)=x^{* *}$.

Theorem 32.12. Let L be a Glivenko-Brouwer semilattice. If $J$ is a filter of $L$, then $\left({ }^{* * *}\right) \rightarrow(J)$ is a filter of $L^{* *}$; and if $K$ is a filter of $L^{* * *}$, then $\left({ }^{* *}\right)^{-}(K)$ is a filter of $L$.

Proof. Let $J$ be a filter of $L$ and let $x^{* *}, y^{* *} \in\left({ }^{* *}\right) \rightarrow(J)$. Then $x, y \in J$ and so, since $x \cap y \leq x \leq x^{* *}$ and $x \cap y \leq y \leq y^{* *}$, we have $x^{* *} \cap y^{* *}$ $\geq x \cap y \in J$ so that $x^{* *} \cap y^{* *} \in J$ whence $x^{* *} \cap y^{* *}=\left(x^{* *} \cap y^{* *}\right)^{* *}$ $\in\left({ }^{* *}\right)^{\rightarrow}(J)$. Also, if $x^{* *} \in\left({ }^{* *}\right)^{\rightarrow}(J)$ and $y \in L^{* *}$ is such that $y \geq x^{* *}$ then $y \geq x \in J$ so that $y \in J$ and hence $y^{* *} \in\left({ }^{* *}\right)^{\rightarrow(J)}$. Thus $\left({ }^{* *}\right)^{\rightarrow}(J)$ is a filter of $L^{* *}$.

Now let $K$ be a filter of $L^{* *}$. Then

$$
\begin{aligned}
x, y \in\left({ }^{* * *}\right)^{\leftarrow}(K) & \Rightarrow x^{* *}, y^{* *} \in K \Rightarrow(x \cap y)^{* *}=x^{* *} \cap y^{* *} \in K \\
& \Rightarrow x y \in(* *)^{\leftarrow}(K)
\end{aligned}
$$

and

$$
y \geq x \in\left({ }^{* *}\right)^{\leftarrow}(K) \Rightarrow y^{* *} \geq x^{* *} \in K \Rightarrow y^{* *} \in K \Rightarrow y \in\left({ }^{* *}\right)^{+}(K) .
$$

Thus $\left({ }^{* *}\right)^{-}(K)$ is a filter of $L$.
Let us note that by Theorem 32.12 the loipomorphism ( ${ }^{* *}$ ) : $L \rightarrow L^{* *}$ induces a mapping $\left({ }^{* *}\right)^{\rightarrow}$ from the set of filters of $L$ to the set of filters of $L^{* *}$. This mapping is clearly a surjective residuated map with residual given by $\left({ }^{* *}\right)^{-}$. Note that since $\left({ }^{(* *)}{ }^{\rightarrow}\right.$ is surjective then $\left({ }^{* *}\right)^{+}$is injective [Theorem 2.6].

Theorem 32.13. If L is a Glivenko-Brouwer semilattice and J is an ultrafilter of $L$ then $\left(^{* *}\right)^{\rightarrow(J)}$ is an ultrafilter of $L^{* *}$; and if $K$ is an ultrafilter of $L^{* *}$ then $\left(^{* *}\right)^{-}(K)$ is an ultrafilter of $L$.

Proof. Suppose that $J$ is an ultrafilter of $L$ and let $K$ be a filter of $L^{* *}$ such that $\left({ }^{* *}\right)^{\rightarrow}(J) \subseteq K \subseteq L^{* *}$. Then we have $J \subseteq\left({ }^{* *}\right)^{-}\left[\left({ }^{* *}\right)^{\rightarrow}(J)\right]$ $\subseteq\left(^{(* *}\right)^{-}(K)$ where $\left(^{* *}\right)^{-}(K) \neq L=\left(^{* *}\right)^{+}\left(L^{* *}\right)$ since $\left(^{* *}\right)^{-}$is injective. Since (**) ${ }^{( }(K)$ is a filter of $L$, the maximality of $J$ gives $J=\left({ }^{* *}\right)^{+}$ $\left[\left({ }^{* *}\right)^{\rightarrow}(J)\right]=\left({ }^{* *}\right)^{+}(K)$. Since $\left({ }^{(* *)}\right)^{-}$is injective, we deduce that $\left({ }^{* *}\right)^{\rightarrow}(J)$ $=K$ whence it follows that $\left({ }^{* * *}\right) \rightarrow(J)$ is an ultrafilter of $L^{* *}$.

Suppose now that $K$ is an ultrafilter of $L^{* *}$ and let $H$ be a filter of $L$ such that $\left({ }^{* *}\right)^{+}(K) \subseteq H \subset L$. By Theorem 2.6 we have $\left({ }^{* *}\right)^{\rightarrow} \circ\left({ }^{* *}\right)^{\leftarrow}$ $=$ id and so $K=\left({ }^{* *}\right)^{\rightarrow}\left[\left({ }^{* *}\right)^{+}(K)\right] \subseteq\left({ }^{* *}\right)^{\rightarrow}(H) \subseteq\left({ }^{* *}\right)^{\rightarrow}(L)=L^{* * *}$. Now we cannot have $\left({ }^{* *}\right)^{\rightarrow}(H)=L^{* *}$; for, since $H$ is a filter of $L$, $\left(^{* *}\right)^{\rightarrow}(H)=H^{* *}=H \cap L^{* *}$ and so the equality $H^{* *}=L^{* *}$ would yield $L^{* *} \subseteq H$ whence $0=0^{* *} \in H$ and consequently $H=L$, a contradiction. We thus have $K \subseteq\left(^{* *}\right) \rightarrow(H) \subset L^{* *}$ and the maximality of $K$ yields $K=\left({ }^{* *}\right)^{\rightarrow}(H)$, from which we deduce that $\left(^{* *}\right)^{-}(K)=\left(^{* *}\right)^{+}$ $\left[\left({ }^{* *}\right)^{-}(H)\right] \supseteq H$. Hence we have $H=\left({ }^{* *}\right)^{\leftarrow}(K)$ and this shows that $\left.{ }^{* *}\right)^{-}(K)$ is an ultrafilter of $L$.

The following result we give without proof; it follows by a standard application of the axiom of Zorn:

Theorem 32.14. In a Glivenko-Brouwer semilattice every proper filter is contained in an ultrafilter.

We are now in a position to characterize the filters $J$ of a GlivenkoBrouwer semilattice $L$ for which $L \mid J$ is Boolean.

Theorem 32.15. Let L be a Glivenko-Brouwer semilattice with dense filter D. For a filter J of L the following conditions are equivalent:
(1) $L / J$ is a Boolean algebra;
(2) $J=\left({ }^{(* *)+[(* *) \rightarrow(J)] \text {; }}\right.$
(3) $J$ is an intersection of ultrafilters;
(4) $D \subseteq J$.

Proof. We shall show that $(1) \Rightarrow(4) \Rightarrow(2) \Rightarrow(1)$ and that $(2) \Leftrightarrow(3)$.
$(1) \Rightarrow(4)$ : this is immediate from Theorem 31.8.
(4) $\Rightarrow$ (2): Suppose that $D \subseteq J$ and consider any element

$$
x \in\left({ }^{* *}\right)^{+}\left[\left({ }^{* *}\right) \rightarrow(J)\right] .
$$

We have $x^{* *} \in\left({ }^{(* *}\right) \rightarrow(J)$ so that, for some $y \in J, x^{* *}=y^{* *}$. Since $J$ is a filter it follows that $x^{* *} \in J$. Now by the formula ( ${ }^{*}$ ) of Theorem 31.7 we have $(\forall x \in L)\left(x: x^{* *}\right)^{* *}=\left(x^{* *}: x^{* *}\right)^{* *}=\pi^{* *}=\pi$ and so $(\forall x \in L) x: x^{* *} \in D \subseteq J$. Consequently

$$
x=x^{* *} \cap x=x^{* *} \cap\left(x: x^{* *}\right) \in J .
$$

This then shows that $\left({ }^{(* *)}\right)^{-}\left[(* *)^{\rightarrow}(J)\right] \subseteq J$ whence there results equality and (2).
(2) $\Rightarrow$ (1): If (2) holds then $x^{* *} \in\left({ }^{* *}\right) \rightarrow(J) \Rightarrow x \in J$. To show that $L / J$ is Boolean, it is sufficient to show that the equivalence of type $A$ associated with $0 / J$ reduces to equality [Theorem 30.1]. For this purpose, it is enough to show that

$$
x^{* *}\left|J=y^{* *}\right| J \Rightarrow x / J=y \mid J .
$$

Now

$$
\begin{aligned}
x^{* *}\left|J=y^{* *}\right| J & \Rightarrow(\exists d \in J) \quad x^{* *} \cap d=y^{* *} \cap d \\
& \Rightarrow(\exists d \in J) \quad d \leq\left(y^{* *} \cap d\right): x^{* *} \leq y^{* *}: x^{* *}=(y: x)^{* *} \\
& \Rightarrow(\exists d \in J) \quad d^{* *} \leq(y: x)^{* *} \\
& \Rightarrow(y: x)^{* *} \in\left({ }^{* *}\right)^{*} \rightarrow(J) \\
& \Rightarrow y: x \in J .
\end{aligned}
$$

In a similar way we can show that $x^{* *}\left|J=y^{* *}\right| J \Rightarrow x: y \in J$. Using Theorem 31.6 we can therefore say that

$$
x^{* *} / J=y^{* *} / J \Rightarrow(x: y) \cap(y: x) \in J \Rightarrow x / J=y / J .
$$

(2) $\Rightarrow$ (3): It follows by Theorem 21.7* that every filter of a Boolean algebra is the intersection of all the maximal filters containing it. Suppose that in $L^{* *}$ we have $\left({ }^{* *}\right)^{\rightarrow}(J)=\bigcap_{\alpha \in A}\left({ }^{* *}\right)^{\rightarrow}\left(M_{\alpha}\right)$ where each $\left({ }^{* *}\right) \rightarrow\left(M_{\alpha}\right)$ is an ultrafilter of $L^{* *}$. If (2) holds then we have

$$
J=\left({ }^{* *}\right)^{-}\left[\left({ }^{* *}\right)^{\rightarrow}(J)\right]=\left({ }^{* *}\right)^{-}\left(\bigcap_{\alpha \in A}(* *)^{\rightarrow}\left(M_{\alpha}\right)\right)=\bigcap_{\alpha \in A}\left({ }^{* *}\right)^{-}\left[\left({ }^{* *}\right)^{-}\left(M_{\alpha}\right)\right]
$$

the right hand equality resulting from the fact that residual maps preserve intersections. Now since $\left({ }^{* *}\right) \rightarrow\left(M_{\alpha}\right)$ is an ultrafilter of $L^{* *}$ the set
$M_{\alpha}=(* *) \leftarrow\left[(* *) \rightarrow\left(M_{\alpha}\right)\right]$ is an ultrafilter of $L$. We thus have $J=\bigcap_{\alpha \in A} M_{\alpha}$; i.e. $J$ is an intersection of ultrafilters.
(3) $\Rightarrow$ (2): If $J$ is an intersection of ultrafilters, say $J=\bigcap_{\alpha \in A} M_{\alpha}$, then for each $\alpha \in A$ we have $J \subseteq M_{\alpha}$ and so

$$
\left({ }^{* *}\right)^{-}\left[\left({ }^{* *}\right) \rightarrow(J)\right] \subseteq\left({ }^{* *}\right)-\left[\left({ }^{(* *}\right) \rightarrow\left(M_{\alpha}\right)\right]=M_{\alpha}
$$

(the equality resulting from the fact that every ultrafilter is maximal). It follows that $\left({ }^{* *}\right)^{-}\left[\left({ }^{* *}\right) \rightarrow(J)\right] \subseteq \bigcap_{\alpha \in A} M_{\alpha}=J$ whence we have equality and (2).

Definition. The two-element Boolean algebra has no filters other than itself and the set consisting of the greatest element. For this reason we call it the simple Boolean algebra.

Theorem 32.16. Let J be a filter of the Glivenko-Brouwer semilattice $L$. The following conditions are then equivalent:
(1) $J$ is an ultrafilter of $L$;
(2) $L \mid J$ is the simple Boolean algebra.

Proof. We begin by noting that for any proper filter $J$ of a Boolean algebra $B$ the following assertions are equivalent [consider the dual of Theorem 21.5]:
(a) $J$ is an ultrafilter;
(b) either $x \in J$ or $x^{*} \in J$ (but not both).

This being the case, suppose that $J$ is an ultrafilter of $L$. By Theorem 32.15 we have $J=\left({ }^{* *}\right)^{-}\left[\left({ }^{* *)}\right)^{\rightarrow(J)]}\right.$ and so $J$ satisfies the property

$$
y^{* *} \in\left({ }^{* *}\right) \rightarrow(J) \Rightarrow y \in J .
$$

If now $x \in L \backslash J$ we deduce that $x^{* *} \notin\left({ }^{* *}\right) \rightarrow(J)$ so that, by (b),

$$
x^{*}=x^{* * *} \in(* *) \rightarrow(J)=J \cap L^{* *} \subseteq J .
$$

Thus, since

$$
\begin{aligned}
x / J=0 / J & \Leftrightarrow(\exists t \in J) \quad x \cap t=0 \cap t=0 \\
& \Leftrightarrow(\exists t \in J) \quad t \leq 0: x=x^{*} \\
& \Leftrightarrow x^{*} \in J,
\end{aligned}
$$

we see that $L / J$ is simple.

Conversely, suppose that $L / J$ is simple. Let $K$ be a filter of $L$ with $J \subset K$ and let $x \in K \backslash J$. Since $L / J$ is simple we have $\xi_{J}(x)=0 / J$ and so
whence $x^{*} \in \operatorname{Ker} \mathfrak{y}_{J}=J$. Consequently, $0=x \cap(0: x)=x \cap x^{*} \in K$ and it follows that $K$ is not proper. This shows that $J$ is an ultrafilter.

Corollary. The dense filter of a Glivenko-Brouwer semilattice L is an ultrafilter of $L$ if and only if $L^{* *}$ is simple.

As we have seen, the important features of a Glivenko-Brouwer semilattice are (1) the Boolean algebra $L^{* *}$ of pseudo-residuals and (2) the dense filter $D$. Our next, and final, goal is to determine all GlivenkoBrouwer semilattices which have a given Boolean algebra as algebra of pseudo-residuals and a given Brouwer semilattice as dense filter.

Definition. If $B$ is a Boolean algebra and $D$ is a Brouwer semilattice, we shall say that a mapping $f: B \times D \rightarrow D$ is admissible if and only if:
(1) for each $a \in B$ the mapping $f_{a}: D \rightarrow D$ described by $f_{a}(d)=f(a, d)$ is a loipomorphism with $f_{a} \geq \operatorname{id}_{D}$;
(2) $f_{\pi_{B}}=\operatorname{id}_{D}$ and $(\forall d \in D) f_{0_{B}}(d)=\pi_{D}$;
(3) $(\forall a, b \in B) \quad f_{a \cap b}=f_{a} \circ f_{b}$.

Theorem 32.17. Let B be a Boolean algebra, L a Brouwer semilattice and $f: B \times L \rightarrow L$ an admissible map. Then the relation $R_{f}$ defined on $B \times L$ by

$$
(\alpha, x) \equiv(\beta, y)\left(R_{f}\right) \Leftrightarrow\left(\alpha=\beta \text { and } f_{\alpha}(x)=f_{\alpha}(y)\right)
$$

is an equivalence relation which is compatible with intersection. $R_{f}$ is not in general compatible with residuation but the semilattice $(B \times L) / R_{f}$ is a Brouwer semilattice in which

$$
(\alpha, x) / R_{f} \vdots(\beta, y) / R_{f}=\left(\alpha \cup \beta^{\prime}, f_{\beta}(x: y)\right) / R_{f}
$$

Moreover, $(B \times L) / R_{f}$ is a Glivenko-Brouwer semilattice with algebra of pseudo-residuals isomorphic to $B$ and dense filter isomorphic to L. Furthermore, if $S$ is any Glivenko-Brouwer semilattice with dense filter $D$ then the
mapping $g: S^{* *} \times D \rightarrow D$ defined by $g(\alpha, x)=x: \alpha$ is admissible and

$$
S \simeq\left(S^{* *} \times D\right) / R_{g} .
$$

Proof. It is clear that $B \times L$ is a Brouwer semilattice and that $R_{f}$ is an equivalence relation. Since each $f_{\alpha}$ is in particular an $\cap$-homomorphism it follows readily that $R_{f}$ is compatible with intersection. Thus $(B \times L) / R_{f}$ forms an $\cap$-semilattice in which

$$
(\alpha, x) / R_{f} \wedge(\beta, y) \mid R_{f}=(\alpha \cap \beta, x \cap y) / R_{f} .
$$

Now from this we have $(\alpha, x) \mid R_{f}$ 人 $(\beta, y)\left|R_{f} \leq(\gamma, z)\right| R_{f}$ if and only if $(\alpha \cap \beta \cap \gamma, x \cap y \cap z) / R_{f}=(\alpha \cap \beta, x \cap y) / R_{f}$ which in turn holds if and only if $a \cap \beta \cap \gamma=\alpha \cap \beta$ and $f_{\alpha \cap \beta}(x \cap y \cap z)=f_{\alpha \cap \beta}(x \cap y)$. Now the first of these holds if and only if $\alpha \cap \beta \leq \gamma$, i.e. if and only if $\beta \leq \gamma$ $\cup \alpha^{\prime}$. On the other hand, the second holds if and only if $f_{a \cap \beta}(x \cap y)$ $\leq f_{\alpha \cap \beta}(z)$ since each $f_{\alpha}$ is an $\cap$-homomorphism. Since each $f_{\alpha} \geq \mathrm{id}_{L}$, this is in turn equivalent to

$$
y \leq f_{\alpha_{\Omega} \beta}(y) \leq f_{\alpha \sim \beta}(z): f_{\alpha \cap \beta}(x)=f_{\alpha_{\cap} \beta}(z: x)=f_{\beta}\left[f_{\alpha}(z: x)\right] .
$$

Since $f_{\beta} \circ f_{\beta}=f_{\beta \cap \beta}=f_{\beta} \geq \operatorname{id}_{L}$ this is equivalent to $f_{\beta}(y) \leq f_{\beta}\left[f_{\alpha}(z: x)\right]$. Having observed this, we now note that

$$
\begin{aligned}
(\beta, y) \mid R_{f} & \leq\left(\gamma \cup \alpha^{\prime}, f_{\alpha}(z: x)\right) \mid R_{f} \\
\Leftrightarrow(\beta, y) \mid R_{f} & =\left(\beta \cap\left(\gamma \cup \alpha^{\prime}\right), y \cap f_{\alpha}(z: x)\right) \mid R_{f} \\
\Leftrightarrow \beta & \leq \gamma \cup \alpha^{\prime}, f_{\beta}(y)=f_{\beta}(y) \cap f_{\beta}\left[f_{\alpha}(z: x)\right] \\
\Leftrightarrow \beta & \leq \gamma \cup \alpha^{\prime}, f_{\beta}(y) \leq f_{\beta}\left[f_{\alpha}(z: x)\right] .
\end{aligned}
$$

It therefore follows that $(\gamma, z)\left|R_{f} \vdots(\alpha, x)\right| R_{f}$ exists and is given by $\left(\gamma \cup \alpha^{\prime}, f_{\alpha}(z: x)\right) \mid R_{f}$.

To show that $(B \times L) / R_{f}$ is a Glivenko-Brouwer semilattice it suffices to show that it has a minimum element. It is readily seen that such an element is $\left(0_{B}, \pi_{L}\right) / R_{f}$. [Note that for each $x \in L$ we have $\left(0_{B}, \pi_{L}\right)$ $\equiv\left(0_{B}, x\right)\left(R_{f}\right)$.] We also see that the greatest element of $(B \times L) / R_{f}$ is $\left(\pi_{B}, \pi_{L}\right) / R_{f}$.

Now in $(B \times L) / R_{f}$ we have

$$
\left[(\beta, y) / R_{f}\right]^{*}=\left(0_{B}, \pi_{L}\right) / R_{f} \vdots(\beta, y) / R_{f}=\left(\beta^{\prime}, f_{\beta}\left(\pi_{L}\right)\right) / R_{f}=\left(\beta^{\prime}, \pi_{L}\right) / R_{f}
$$

and so $\left[(\beta, y) / R_{f}\right] * *=\left(\beta, \pi_{L}\right) / R_{f}$. Thus $(\beta, y) / R_{f}$ is dense if and only if $\beta=\pi_{B}$; and $(\beta, y) / R_{f}$ is a pseudo-residual if and only if $(\beta, y) / R_{f}$ $=\left(\beta, \pi_{L}\right) / R_{f}$. Since $f_{\pi_{B}}$ is the identity map on $L$ it is clear that the dense filter of $(B \times L) / R_{f}$ is isomorphic with $L$. It is also clear that $\left[(B \times L) / R_{f}\right]^{* *}$ is isomorphic with $B$.

Let us now consider the situation where $S$ is a Glivenko-Brouwer semilattice. Define $g: S^{* *} \times D \rightarrow D$ by setting $g(\alpha, x)=x: \alpha$ (note that this is indeed an element of $D$ since $x \in D$. Writing $g_{\alpha}(x)=g(\alpha, x)=x: x$, it is readily seen that each $g_{\alpha} \geq \mathrm{id}_{D}$ with $g_{\pi}=\operatorname{id}_{D}$ and $g_{0}(x)=\pi_{D}$ for all $x$. Moreover, $g_{\alpha} \circ g_{\beta}=g_{\alpha \cap \beta}$ and each $g_{\alpha}$ is a loipomorphism since $(x \cap y): \alpha=(x: \alpha) \cap(y: \alpha)$ and $(x: y): \alpha=x: y \alpha=x:(y: \alpha) \alpha=(x: \alpha):$ $(y: \alpha)$. This then shows that the mapping $g$ is admissible.

It remains to show that $S \simeq\left(S^{* *} \times D\right) / R_{g}$. For this purpose we wish to define a mapping $\zeta:\left(S^{* *} \times D\right) \mid R_{g} \rightarrow S$. Now we note that

$$
(\alpha, x) \equiv(\beta, y)\left(R_{g}\right) \Rightarrow \alpha \cap x=\beta \cap y .
$$

In fact if $(\alpha, x) \equiv(\beta, y)\left(R_{g}\right)$, then $\alpha=\beta$ and $g_{\alpha}(x)=g_{\alpha}(y)$; i.e. $x: \alpha$ $=y: \alpha$ which is the same as $x \equiv y\left(B_{\alpha}\right)$. But $B_{\alpha}=F_{\alpha}$ and so $x \equiv y\left(F_{\alpha}\right)$ whence $\alpha \cap x=\alpha \cap y=\beta \cap y$. We can therefore define our mapping by setting

$$
\zeta\left((\alpha, x) / R_{g}\right)=\alpha \cap x .
$$

That $\zeta$ is surjective follows from the fact that each $y \in S$ can be written in the form $y=y^{* *} \cap y=y^{* *} \cap\left(y: y^{* *}\right)$, where $y^{* *} \in S^{* *}$ and $y: y^{* *}$ $\in D$. It is clear that $\zeta$ is an $\cap$-homomorphism. Let us now show that it is a loipomorphism. On the one hand we have

$$
\begin{aligned}
\zeta\left((\alpha, x) / R_{g}:(\beta, y) / R_{g}\right) & =\zeta\left(\left(\alpha \vee \beta^{*},(x: y): \beta\right) / R_{g}\right) \\
& =\left(\alpha \vee \beta^{*}\right) \cap[(x: y): \beta]
\end{aligned}
$$

and, on the other,

$$
\begin{aligned}
\zeta\left((\alpha, x) / R_{g}\right): \zeta\left((\beta, y) / R_{g}\right) & =(\alpha \cap x):(\beta \cap y) \\
& =[\alpha:(\beta \cap y)] \cap[x:(\beta \cap y)] \\
& =\left[\alpha \vee(\beta \cap y)^{*}\right] \cap[(x: y): \beta] .
\end{aligned}
$$

Now since $y \in D$ we have $(\beta \cap y)^{* *}=\left(\beta \cap y^{* *}\right)^{* *}=\beta^{* *}$ and so $(\beta \cap y)^{*}=\beta^{*}$. It follows that

$$
\zeta\left((\alpha, x) / R_{g}:(\beta, y) / R_{g}\right)=\zeta\left((\alpha, x) / R_{g}\right): \zeta\left((\beta, y) / R_{g}\right)
$$

and so $\zeta$ is a loipomorphism. Now $(\alpha, x) \mid R_{g} \in \operatorname{Ker} \zeta$ if and only if $\alpha \cap x$ $=\pi_{s}$ which holds if and only if $\alpha=\pi_{s}=x$. Thus $\operatorname{Ker} \zeta=\left\{\left(\pi_{S}, \pi_{s}\right) / R_{g}\right\}$ from which it follows immediately that $S \simeq\left(S^{* *} \times D\right) / R_{g}$.

## EXERCISES

32.1. Let $S$ be a Brouwer semigroup. Call a non-empty subset $L$ of $S$ a Brouwer subsemilattice of $S$ if it forms an $n$-semilattice under the ordering on $S$ and is residuated with respect to $\cap$ with residuals relative to $\cap$ the same as the corresponding residuals with respect to multiplication.

Given any element $t$ of a Brouwer semigroup $S$ show that the set $R(t)$ of residuals of $t$ forms a Brouwer subsemilattice of $S$. Show also that for each $t \in S$ the set ( $S: t$ ) $=\{x: t ; x \in S\}$ is a Brouwer subsemilattice of $S$.
32.2. Prove that in a Brouwer semigroup $F_{x}=F_{x^{2}}$ and that $F_{x}=F_{y}$ if and only if $x^{2}=y^{2}$.
32.3. If $S$ is a Glivenko-Brouwer semigroup with dense filter $D$, prove that $S$ is a semilattice if and only if

$$
(\forall y \in S)\left(\exists x \in S^{* *}\right)(\exists d \in D) \quad y=x^{* *} d .
$$

32.4. Prove that the following algebraic structures are identical:
(a) a Glivenko-Brouwer semigroup;
(b) a residuated inverse semigroup with 0 .
32.5. Prove that the following algebraic structures are identical:
(a) a Brouwer semilattice;
(b) a residuated naturally ordered idempotent semigroup;
(c) a residuated negatively ordered idempotent semigroup.
32.6. Define a Brouwer algebra to be a Brouwer $n$-semilattice which is also a u-semilattice. Prove that every Brouwer algebra is distributive. [Hint: useExercise 22.6.]
32.7. Let $L$ be a Glivenko-Brouwer algebra. Prove that the following statements are equivalent:
(1) $L$ is a Boolean algebra;
(2) $(\forall a, b \in L) \quad a \cup(b: a)=\pi$;
(3) $(\forall a, b \in L) \quad b:(b: a)=a \cup b$;
(4) $(\forall a, b \in L) \quad a:(b: a)=a$.
32.8. Let $F$ be a bounded totally ordered set. Show that for any ordered set $E$ the set of isotone mappings from $E$ to $F$ forms a Glivenko-Brouwer algebra. Show that the dense filter of this algebra consists of those mappings $f$ for which $\left\{x \in E ; f(x)=0_{F}\right\}=0$ and that the Boolean algebra of pseudo-residuals consists of those maps $h$ for which $h(x)$ is either $0_{F}$ or $\boldsymbol{\pi}_{F}$.
32.9. Show that a Brouwer semilattice $L$ is weakly distributive in the sense that if $y \cup z$ exists then, for each $x \in L,(x \cap y) \cup(x \cap z)$ exists and equals $x \cap(y \cup z)$. Call an element $x \in L$ complemented if, for some $y \in L, x \cap y=0$ and $x \cup y$ exists and equals $\pi$. Show that if $x \in L$ is complemented then it admits a unique complement, namely $x^{*}=0: x$. Deduce that the set of complemented elements forms a subalgebra of $L^{* *}$.
32.10. Let $L$ be a Brouwer semilattice. Show that the set $F(L)$ of filters of $L$ forms a Glivenko-Brouwer algebra in which residuals are given by

$$
K: J=\{x \in L ;[x, \rightarrow] \cap J \subseteq K\}
$$

Deduce that $J \in F(L)$ is complemented if and only if $J=[x, \rightarrow]$ where $x$ is a complemented element of $L$.
32.11. Let $L$ be a complete lattice. Show that $L$ is a Glivenko-Brouwer algebra if and only if it satisfies the infinite distributive law (ID). Deduce that the open sets of any topological space $T$ form a Glivenko-Brouwer algebra $A$. Show that the residuals in this algebra are given by $F: E=\operatorname{Int}\left(F \cup E^{\prime}\right)$ where Int denotes interior and ' denotes complements in $\mathbf{P}(T)$. Deduce that the Boolean algebra $A^{* *}$ of pseudo-residuals consists of those open sets which are regular (where an open set is said to be regular if and only if it coincides with the interior of its closure) and that the dense filter $D$ consists of those open sets which are dense in the topological sense.
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property, link 49
pseudo-complemented lattice 65
pseudo-residual 321
pseudo-residuated semigroup 321
q-groupoid 228
quantifier 81
quasi-integral 316
quasi-integral semigroup 337
quasi-residual 253
quasi-residuated 9
quasi-residuated semigroup 253
Querré semigroup 251
normal Querré semigroup 252
quotient
quotient lattice 81
quotient semigroup 247
range-closed 118
dually totally range-closed 123
strongly range-closed 123
totally range-closed 123
reflexive 1
reflexive subset 247
regular 41
completely regular 185
left/right regular 137
regular closure 46
regular equivalence relation 41
regular open set 202
regular ring 136
regular semigroup 254
strongly lower/upper regular 58/48
strongly regular 59
weakly regular 118
relation
complete congruence relation 62
congruence relation 60
continuous relation 116
converse relation 3
relation (cont.)
equivalence relation 1
regular equivalence relation 41
relatively atomic lattice 71
relatively complemented lattice 63
representation theorem, Stone 207
residual 11
left/right residual 211
residuated 11
residuated closure mapping 190
residuated groupoid 211
residuated semigroup 214
reticulated groupoid 240
Riesz ${ }^{\text { }}$
Riesz index 130
Riesz tower 130
right
right annihilator 94
right $A$-nomal 272
right $A$-nomaloid 271
right ideal 104
right $K$-annihilator 104
right quasi-integral 316
right regular 137
right residual 211
ring
Baer ring 94
Baer *-ring 185
Boolean ring 95
complete Baer ring 103
involution ring 185
regular ring 136
$r$-semigroup 288
Sasaki projection 172
section complemented lattice 63
section semicomplemented lattice 63
self dual 7
semigroup
$A$-integrally closed semigroup 287
$A$-nomal semigroup 273
$A$-nomally closed semigroup 285
$A$-totally closed semigroup 286
Baer semigroup 104
Baer *-semigroup 184
$B$-nomally closed semigroup 307
Brouwer semigroup 340
complete Baer semigroup 117
decreasing Baer semigroup 146
Dubreil-Jacotin semigroup 261
F-integrally closed semigroup 299
$F$-nomal semigroup 291
$F$-nomally closed semigroup 298
$F^{*}$-nomal semigroup 298
Foulis semigroup 184
F-totally closed semigroup 299
Glivenko semigroup 321
inverse semigroup 254
involution Baer semigroup 165
involution semigroup 161
left regular Baer semigroup 137
left/right $F$-nomal semigroup 291
negatively ordered semigroup 337
normal Querré semigroup 252
0 -semigroup 345
ordered semigroup 15
pseudo-residuated semigroup 321
quasi-integral semigroup 337
Querré semigroup 257
regular semigroup 254
residuated semigroup 214
right regular Baer semigroup 137
semigroup congruence 152
semigroup ideal 104
Stone semigroup 327
strong Dubreil-Jacotin semigroup 264
strongly regular Baer semigroup 137
semilattice 21
Brouwer semilattice 341
Glivenko semilattice 326
Glivenko-Brouwer semilattice 350
semilattice filter 40
semilattice ideal 40
semilattice of 0-semigroups 345
semilinear transformation 115
continuous semilinear transformation 120
semireticulated 239
set
clopen set 202
ordered set 1
regular open set 202
totally ordered set 2
totally unordered set 2
simple 355
space
Boolean space 202
Hilbert space 168
pre-Hilbert space 169
standard Boolean image 319
standard ideal 93
Stone
Stone lattice 89
Stone representation theorem 207
Stone semigroup 327
strong base 312
strong Dubreil-Jacotin semigroup 264
strongly
strongly lower regular 58
strongly neat on left/right 248
strongly range-closed 123
strongly regular 59
strongly regular Baer semigroup 137
strongly upper regular 48
sublattice 31
complete sublattice 31
subsemigroup
principal subsemigroup 253
$r$-subsemigroup 288
subsemilattice 31
subset
closure subset 30
principal $D$-transportable subset 280
super-residuated 246
symmetric 1
A-symmetric 271
F-symmetric 299
symmetric closure mapping 193
terminal clasp 42
theorem
Foulis-Holland theorem 176
Stone representation theorem 207

Thorne congruence 154
totally closed
A-totally closed on the left 289
A-totally closed semigroup 286
B-totally closed semigroup 307
$F$-totally closed semigroup 299
totally disconnected 202
totally ordered set 2
totally range-closed 123
totally unordered set 2
tower, Riesz (and dual) 130
transformation
continuous semilinear transformation 120
semilinear transformation 115
transitive product 44
transitive relation 1
transportable
D-transportable 279
principal $D$-transportable subset 280
triple, distributive (and dual) 75
type 245
ultrafilter 69
union 21
uniquely complemented lattice 66
unitary 280
upper
least upper bound 22
strongly upper regular 48
upper bound 22
weakly
weakly distributive 360
weakly increasing 192
weakly regular 118
zig-zag equivalence 229

## other titles in the series in pure AND APPLIED MATHEMATICS

Vol. 1. Wallace-An introduction to Algebraic Topology
Vol. 2. Pedoe-Circles
Vol. 3. Spain-Analytical Conics
Vol. 4. Mikhlin-Integral Equations
Vol. 5. Eggleston-Problems in Euclidean Space: Application of Convexity
Vol. 6. Wallace-Homology Theory on Algebraic Varieties
Vol. 7. Noble-Methods Based on the Wiener-Hopf Technique for the Solution of Partial Differential Equations
Vol. 8. Mikusinski-Operational Calculus
Vol. 9. Heine-Group Theory in Quantum Mechanics
Vol. 10. Bland-The Theory of Linear Viscoelasticity
Vol. 11. Kurth-Axiomatics of Classical Statistical Mechanics
Vol. 12. Fuchs-Abelian Groups
Vol. 13. Kuratowski-Introduction to Set Theory and Topology
Vol. 14. Spain-AnalyticalQuadrics
Vol. 15. Hartman and Mikusinski-Theory of Lebesgue Measure and Integration
Vol. 16. Kulczycki-Non-Euclidean Geometry
Vol. 17. Kuratowski-Introduction to Calculus
Vol. 18. Geronimus-Polynomials Orthogonal on a Circle and Interval
Vol. 19. ElsGolc-Calculus of Variations
Vol. 20. Alexits-Convergence Problems of Orthogonal Series
Vol. 21. Fuchs and Levin-Functions of a Complex Variable, Volume II
Vol. 22. Goodstein-Fundamental Concepts of Mathematics
Vol. 23. Keene-Abstracts Sets and Finite Ordinals
Vol. 24. Ditkin and Prudnikov-Operational Calculus in Two Variables and its Applications
Vol. 25. Vekua-Generalized Analytic Functions
Vol. 26. Fass and Amir-Moéz-Elements of Linear Spaces
Vol. 27. Gradshtein-Direct and Converse Theorems
Vol. 28. Fuchs-Partially Ordered Algebraic Systems
Vol. 29. Postnikov—Foundations of Galois Theory
Vol. 30. Bermant-A Course of Mathematical Analysis, Part II
Vol. 31. Lukasiewicz-Elements of Mathematical Logic
Vol. 32. Vulikh—Introduction to Functional Analysis for Scientists and Technologists
Vol. 33. Pedoe-An Introduction to Projective Geometry
Vol. 34. Timan-Theory of Approximation of Functions of a Real Variable
Vol. 35. Csíszár--Foundations of General Topology

Vol. 36. Bronshtein and Semendyayev-A Guide-Book to Mathematics for Technologists and Engineers
Vol. 37. Mostowski and Stark-Introduction to Higher Algebra
Vol. 38. Goddard-Mathematical Techniques of Operational Research
Vol. 39. Tikhonov and Samarskii-Equations of Mathematical Physics
Vol. 40. McLeod—Introduction to Fluid Dynamics
Vol. 41. Moisil-The Algebraic Theory of Switching Circuits
Vol. 42. Otто-Nomography
Vol. 43. Rankin-An Introduction to Mathematical Analysis
Vol. 44. Bermant-A Course of Mathematical Analysis, Part I
Vol. 45. Krasnosel'skii-Topological Methods in the Theory of Nonlinear Integral Equations
Vol. 46. Kantorovich and Akhilov-Functional Analysis in Normed Spaces
Vol. 47. Jones-The Theory of Electromagnetism
Vol. 48. Fejes Tóth-Regular Figures
Vol. 49. Yano-Differential Geometry on Complex and Almost Complex Spaces
Vol. 50. Mikhlin-Variational Methods in Mathematical Physics
Vol. 51. Fuchs and Shabat-Functions of a Complex Variable and Some of their Applications, Volume I
Vol. 52. Budak, Samarskii and Tikhonov-A collection of Problems on Mathematical Physics
Vol. 53. Giles-Mathematical Foundations of Thermodynamics
Vol. 54. Saul'yev-Integration of Equations of Parabolic Type by the Method of Nets
Vol. 55. Pontryagin et al.-The Mathematical Theory of Optimal Process
Vol. 56. Sobolev—Partial Differential Equations of Mathematical Physics
Vol. 57. Smirnov-A Course of Higher Mathematics, Volume I
Vol. 58. Smirnov--A Course of Higher Mathematics, Volume II
Vol. 59. Smirnov-A Course of Higher Mathematics, Volume III, Part 1
Vol. 60. Smirnov-A Course of Higher Mathematics, Volume III, Part 2
Vol. 61. Smirnov-A Course of Higher Mathematics, Volume IV
Vol. 62. Smirnov-A Course of Higher Mathematics, Volume V
Vol. 63. Naimark-Linear Representations of the Lorentz Group
Vol. 64. Berman-A Collection of Problems on a Course of Mathematical Analysis
Vol. 65. Meshcherskil-A Collection of Problems of Mechanics
Vol. 66. Arscott—Periodic Differential Equations
Vol. 67. Sansone and Conti-Non-linear Differential Equations
Vol. 68. Volkovyskii, Lunts and Aramanovich-A Collection of Problems on Complex Analysis
Vol. 69. Lyusternik and Yanpol'ski-Mathematical Analysis-Functions, Limits, Series, Continued Fractions
Vol. 70. Kurosh-Lectures in General Algebra
Vol. 71. Baston-Some Properties of Polyhedra in Euclidean Space
Vol. 72. Fikhtengol'ts-The Fundamentals of Mathematical Analysis, Volume 1
Vol. 73. Fikhtengol'ts-The Fundamentals of Mathematical Analysis, Volume 2
Vol. 74. Preisendorfer-Radiative Transfer on Discrete Spaces
Vol. 75. Faddeyev and Sominskii-Elementary Algebra

Vol. 76. Lyusternik, Chervonenkis and Yanpol'skil-Handbook for Computing Elementary Functions
Vol. 77. Shilov-Mathematical Analysis--A Special Course
Vol. 78. Ditkin and Prudnikov-Integral Transforms and Operational Calculus
Vol. 79. PoLozhil-The Method of Summary Representation for Numerical Solution of Problems of Mathematical Physics
Vol. 80. Mishina and Proskuryakov-Higher Algebra-Linear Algebra, Polynomials, General Algebra
Vol. 81. Aramanovich et al.-Mathematical Analysis-Differentiation and Integration
Vol. 82. Redel-The Theory of Finitely Generated Commutative Semigroups
Vol. 83. Mikhlin-Multidimensional Singular Integrals and Integral Equations
Vol. 84. Lebedev, Skal'skaya and Ufiyand-Problems in Mathematical Physics
Vol. 85. Gakhov-Boundary Value Problems
Vol. 86. Phillips-Some Topics in Complex Analysis
Vol. 87. Shreider-The Monte Carlo Method
Vol. 88. Pogorzelski-Integral Equations and their Applications, Vol. I, Parts 1, 2 and 3
Vol. 89. Sveshnikov-Applied Methods of the Theory of Random Functions
Vol. 90. Guter, Kudryavtsev and Levitan-Elements of the Theory of Functions
Vol. 91. Redei-Algebra, Vol.I
Vol. 92. Gel'fond and Linnix-Elementary Methods in the Analytic Theory of Numbers
Vol. 93. Gurevich-The Theory of Jets in an Ideal Fluid
Vol. 94. Lancaster-Lambda-matrices and Vibrating Systems
Vol. 95. Dinculeanu-Vector Measures
Vol. 96. Slupecki and Borkowski-Elements of Mathematical Logic and Set Theory
Vol. 97. Redel--Foundations of Euclidean and Non-Euclidean Geometries according to F.Klein

Vol. 98. MacRobert-Spherical Harmonics
Vol. 99. Kuipers-Timman-Handbook of Mathematics
Vol. 100. Saloman-Theory of Automata
Vol. 101. Kuratowski-Introduction to Set Theory and Topology

