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Chernoff

Let Xi
,
Xz

.
... Xn be independent Poisson

trials with Pr[xi= 0] = 1 p : & Pr[Xi= 1] =

p:

Let X = E
,

X : with u = # [x]

① For
any

& >0

9-2x
,
(+d)r)

= (i- rs)
② For 0 <dc1

Pr[IX - x) > 5r] =

z e

- 04/s

Application& Balls into Bins

n balls are thrown v . a . r
.

into n bins

Xi = # of balls in bin :

M

Xi = 2 xij
j
=

3

xij = G if ball
; lands in bin

i

olw
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E[Xij] = Pr[xij = 1] = 1
n

=> #[xi] = 1

By Cherroff bound ①

Pr(xix( +d)) = 4 )

pr[xix 6) = --
- exp(0 - 1 - 51ogo)

&= c .(log n / loglogn)

ar[xi > 0 (ign)] = ear(logn)

L a

Applicatio & Contossing
(Section 4 . 2 . 2 of MU Book)

Proof of Chernoff bounds

(Sections 4 . 1 & 4 . 2
. 1)
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Hoeffding Bound

[Section 4 .5)

#cation : Simple Random walk

x = Ex
: where Xi= Ii = 1 E up . /z

up.2

b = 1 ja = -1 ; r = 0

Pr[(a) e] = zexp( )
=

pr[(x) -n] = 2 exp(- 1nn)

=
2

T

This can be interpreted as Gambler's Ruin
where the Gambler has no options .
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When the gambler can interact/make
choices based on past actions S we get
dependencies whic Hoeffding bound
cannot handle

.

We can model this as a Martingale
See Section 13 . 1 of MU Book

Azuma-Hoeffding Bound

Finally, we discussed :

Sections 13 . 5
. 1
,
13 . 5

.
3

https://goodnotes.com/

