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7 NOTATION AND TOOLS



Partial differential equations are not only extremely impor-
tant in applications of mathematics in physical, geometric
and probabilistic phenomena, but they also are of theoretic
interest.

INntfroduction

These notes are meant to be an elementary introduction to partial differential
equations (PDEs) for undergraduate students in mathematics, the natural sciences
and engineering. They assume only advanced multidimensional differential
calculus including partial derivatives, integrals and the Gauss-Green formulas.
The sections denoted by * consist of additional material, which is essential in
understanding the rest of the material, but can omitted or glanced through quickly
in the first reading.

A partial differential equation is an equation involving an unknown function
of two ore more variables and its partial derivatives. Although PDEs are general-
izations of ordinary differential equations (ODEs), for most PDE problems it is not
possible to write down explicit formulas for solutions that are common in the ODE
theory. This means that there is greater emphasis on qualitative features. There
is no general method to solve PDEs, however, some methods have turned out to
be more useful than other. We study special cases, in which explicit solutions
and representation formulas are available, and focus on features that are present
in more general situations. Qualitative aspects are also important in numerical
solutions of PDE. Without existence, uniqueness and stability results numerical
methods may give inaccurate or completely wrong solutions.

Let x € Q, where Q is an open subset of R” and ¢ € R. In these notes we study

(1) Laplace’s equation

nog2y
Au=f, u=ux), Auzzﬁ,
j=10%;

(2) the heat equation
0
6—1:—Au =f, u=ulx,t),
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(3) and the wave equation

82
a—t;t—Auzf u =ul(x,t).

Here we have set all physical constants equal to one. Physically, solutions of
Laplace’s equation correspond to steady states or equilibria for time evolutions in
heat distribution or wave motion, with f corresponding to external driving forces
such as heat sources or wave generators. A solution u = u(x) to Laplace’s equation
gives, for example, the temperature at the point x € Q2 and a solution u = u(x,t)
to the heat equation gives the temperature at the point x € O at the moment
of time ¢. A solution u = u(x,t) to the wave equation gives the displacement of
a body at the point x € Q at the moment of time ¢. We shall later discuss the
physical interpretation of these PDEs in more detail. If f =0 (the function, which
is identically zero), the PDE is called homogeneous, otherwise it is said to be
inhomogeneous. All homogeneous versions of the PDEs above are linear, which
means that any linear combination of solutions is a solution. More precisely, if ©1
and ug are solutions, then au +bug, a, b €R, is a solution of the corresponding
equation as well.

By solving a PDE we mean that we find all functions u satisfying the PDE
in a class of functions, which possibly satisfy certain auxiliary conditions. A
PDE typically has many solutions, but there may be only one solution satisfying
specific boundary or initial value conditions. These conditions are motivated by
the physics and describe the physical state at a given moment or/and on the
boundary of the domain. For Laplace’s equation we can describe, for example,
the temperature on the boundary 0Q). For the heat equation we can, in addition,
describe the initial temperature and for the wave equation the initial velocity at a
given moment of time. By finding a solution to a PDE we mean that we obtain
explicit representation formulas for solutions or deduce general properties that
hold true for all solutions. A PDE problem is well posed, if

(1) (existence) the problem has a solution,
(2) (uniqueness) there exists only one solution and

(3) (stability) the solution depends continuously on the data given in the
problem.

These are all desirable features when we talk about solving a PDE. The last
condition is particularly important in physical problems, since we would like that
our (unique) solution changes little when the conditions specifying the problem
change little.

There is at least one more important aspect in solving PDE. We have not yet
specified what does it mean that a function actually is a solution to a PDE. We
shall consider classical solutions, which means that all partial derivatives which

appear in the PDE exist and are continuous. In this case, we can verify by a
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direct computation that a function solves the PDE. However, the PDE can be so
strong that it forces the solution to be smoother than assumed in the beginning. A
PDE may also have physically relevant weak solutions with less regularity than
classical solutions, consider for example a saw tooth wave. These questions are
studied in regularity theory for PDEs.

The PDEs above are examples of the three most common types of linear
equations: Laplace’s equation is elliptic, the heat equation is parabolic and the
wave equation is hyperbolic, although general classification is somewhat useless
since it does not give any method to solve the PDEs. There are many other
PDE that arise from physical problems. Let us consider, for example, Maxwell’s
equations. Let Q c R3 be an open set and Q x R be the corresponding space-time

cylinder. Maxwell’s equations are

avE="2,
€0
divB =0,
1
curlE = —%,
ot OE
curlB = HO(J+€OE),

where E is the electric field and B is the magnetic field (which both are maps form
Q xR — R?) corresponding to a charge density p and a current density J (which
are functions from Q xR — R and Q xR — R3 correspondingly). Here €y and p are
positive physical constants called the permittivity and permeability of free space,
respectively. Recall that the divergence of a vector field E = (E1,Eq9,E3) is

3 9E;

divE=V-E =
i:zl 6.’)6,‘

and the curl of E is

0Es OE9 OE1 OEj3 OE- E)El)
|E=VxE=|—-—2 —=_-——= —"2__—""|
eur 8 (axg 6.963 ’ 6363 6.’)61 ’ 6x1 axz

In order to understand Maxwell’s equations physically, it is instructive to consider
an integral version of the PDE. By integrating the first two Maxwell’s equations
over a subdomain D < Q) and using the Gauss-Green theorem we have

f E-vdSzfdivdezf L
oD D D €0

f B-vdSzfdidesz,
aD D

where v is the unit outer normal of dD. Let S be a surface in Q with boundary

and

given by an oriented curve C. For the last two equations the Stokes theorem gives

fE~dS:fcurlE-vdS:—fa—B-vdS
c S s Ot



CHAPTER 1. INTRODUCTION 4

and

OE
fB-dS:f curlE-vdxzuof (J+60—)-vdS.
c S s ot
Observe that these equations hold for every subdomain D and surface S in Q. It

is also possible to go back to the differential version of Maxwell’s equations by
using the fact that if £, g € C(R?) and, for example,

f fx)dx = f g(x)dx
D D
for every D c R3, then f(x) = g(x) for every x € R3.

If there are no charges or currents in Maxwell’s equations, we have

divE =0,
divB =0,
) curlE = —aa—f,
curlB = c_ZE, c= ! .
ot VHoEo

Since (exercise)
curl(curl E) = V(divE) — div(VE),

where the divergence is taken componentwise, that is, div(VE) = (divVE1,divVEg,divVE3),
for every E : Q — R? with E € C2(R3) we have

—AE = —divVE = V(divE) -div(VE)
=0

0B
= curl 1E) = —curl | —
curl(curl E) cur ( o )

a 0 oE
= —— lB [ 72_
g B =g, (C a4 )
and thus

AE = — .
at2

That is, each component of E = (E1,E9.E3) satisfies the wave equation with the
speed of waves c¢. Similarly, B satisfies the same wave equation. These are the
electromagnetic waves.

Another special case of Maxwell’s equations is electrostatistics. In this case
there is no current and the field is independent of the time ¢. Then we have
curl £ = 0, which implies that E is a gradient of a function (in a simply connected

domain Q). Thus E = -VV, where V is called the electrostatic potential. Then
divE = —-div(VV)=-AV

so that
Aav=-2
€0
That is, V is a solution to inhomogeneous Laplace’s equation, called Poisson’s
equation. Note that V is defined only up to an additive constant, which does not

affect the negative gradient E.



Fourier series is a series representation of a function de-
fined on a bounded interval on the real axis as trigonometric
polynomials. The function does not have to be smooth, but
the convergence of a Fourier series is a delicate issue. How-
ever, the Fourier series gives the best square approximation
of the function and it has many other elegant and useful
properties. It also converges pointwise, if the function is
smooth enough. Solutions to several problems in partial
differential equations, including the Laplace operator, the
heat operator and the wave operator, can be obtained using
Fourier series and convolutions.

Fourier series and PDEs

Historically the study of the motion of a vibrating string fixed at its end points,
and later the heat flow in a one-dimensional rod, lead to the development of the
Fourier series and Fourier analysis. These physical phenomena are modeled by
PDEs and, as we shall see, these problems can be solved using the Fourier series.

Fourier claimed that for an arbitrary function

Suf® =Y F(e =Y F()(cos(jt)+isin(j) — f(t) as n— oo,

j:—n j:*n

where 1 g
=5 | rweitar, jez

27 J—x
In other words, any function defined on a bounded interval on the real axis, in
this case [, 7], can be represented as a Fourier series

o ~ ..
f@t)= Z F(Ge .
Jj=—00

This is somewhat analogous to Taylor series in the sense that it gives a method to

express a given function as an infinite sum of the elementary functions
ej(t)=et, jez.

One of the advantages of the Fourier series is that it applies to functions that
are not necessarily smooth, for example, functions f € L2([-x,7]). As we shall
see, the convergence of the Fourier series is a delicate issue and it depends on in
which sense the limit is taken. Fourier analytic methods play an important role
in solving linear PDEs and they have many applications in several branches of
mathematics. A useful property of the functions e () from the PDE point of view
is that each basis vector is an eigenfunction of the derivative operator in the sense
that
e’j(t) =ijej(t), jeZ.

5
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We shall start by taking a more careful look at the Fourier series. The Fourier
series apply only for periodic functions. This is not a serious restriction, as we

shall see.

2.1 Periodic functions®

We are mainly interested in real valued functions, but complex numbers are useful
not only in Fourier analysis but also in PDEs. We say that a function f :R— C is

2m-periodic if for every ¢ € R we have
f&+2m)=f(®). (2.1)
More generally, a function f : R — C is called T-periodic , T € R, T' # 0, if
ft+T)=f(t) (2.2)

for every ¢ € R. Observe, that the period T is not unique. If f is T-periodic, then
it is also nT-periodic for every n =1,2,.... The smallest positive value of T (if it
exists) for which (2.2) holds is called the fundamental period. We shall consider
functions f on [-7, 7] with f(—r)=f (), and assume that they are 27-periodic by
extending f periodically to the whole R. In order to study a 27-periodic function f
it is enough to do so on any interval of length 2. For this course we mainly work
with the basic interval [, 7], but we could choose any other interval of length 27
as well.

THE MORAL: Everyfunction f :[a,b] — C defined on an interval with finite
endpoints can be extended to a periodic function to the whole R. Thus it is not too

restrictive to consider periodic functions.

Remark 2.1. There is a natural connection between 2n-periodic functions on R
and functions on the unit circle. A point on the unit circle is of the form e, where
6 is a real number that is unique up to integer multiples of 27. If F' is a function

on the unit circle, then we may define for each real number 6
f(0)=F("),

and observe that with this definition, the function f is 27-periodic. Thus 27-
periodic functions on R and functions on any interval of length 27 that take on
the same value at its end points are the same mathematical objects.

Examples 2.2:
(1) The function f:R — C, f(¢) = e¥/t, j € Z, is 2n-periodic, since

F(t+2m) = 20 = i3t o275 = £(p)
=1
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Figure 2.1: A graph of a periodic function.

for every t, since by Euler’s formula
e = cos(2nj) +isin(@nj)=1, jeZ.

However, 27 is not the fundamental period of f. In the same way as above
we can show that f is %-periodic for j # 0. The fundamental period of f is

%J—’Tforjyfo.

(2) Let L > 0. The functions

Tt Tt
f:lR—»[R,f(t):sin(J%) and g:R—»R,g(t):cos(%), ji=12,...,

are QJ—L -periodic.

If f and g are T-periodic functions with a common period 7', then their product
fg and linear combination af + bg, a,b € C, are also T-periodic. To prove the
latter statement, let F(¢) =af(¢)+ bg(¢). Then

Fit+T)=af(t+T)+bgt+T)=aft)+bg(t)=F(2).

The former statement is left as an exercise.

Lemma 2.3. Let f :R — C be a T-periodic function for some 7" > 0. Then for every

T a+T
f F(t)dt = f F@)dt.
0 a

a € R we have
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THE MORAL: Theintegrals of a 27-periodic function over intervals of length

27 coincide. In other words, the integral is independent of the interval.

Proof. If a is of the form kT for some integer k&, then

a+T (k+1)T
f f(t)dt = f f(t)dt.
a kT

By changing variables s =t — kT we have

a+T T T
f f(t)dtzf f(s+kT)ds:f f(s)ds
a 0 0

since f is T-periodic and f(s)=f(s+T)=---=f(s+kT) for every seR, k€ Z.

Now if a is not of the form £T there exists a unique % such that
ET<a<((k+1T.

This is because the intervals [kT,(k + 1)T') partition the real line. Thus

a+T (k+1)T a a+T
f f(t)dt:f f(t)dt—f f(t)dt+f Ft)dt (2.3)
a kT kT (R+1)T

where observe that a+T > kT+T = (k+1)T. By the case a = kT already considered

(k+1)T T
f fydt= f f@)de.
kT 0

For the last term in (2.3) we change variables s =¢—T and get

we have

a+T a a
f f(t)dt:f f(s+T)ds:f f(s)ds
( kT kT

k+1)T

by the periodicity of f. This shows that the last two terms in (2.3) cancel each
other. This proves the claim. a

2.2 The L? space on [-n,n]”

To be able to consider functions that are not necessarily smooth, we develop the
theory of L? spaces. The most important spaces are L' and L2, which are needed

in the definition and properties of Fourier series.

Definition 2.4. Let 1 < p <oco. A function f :[-7,7] — C belongs to LP([-m,]), if

1omo
e f IF@)Pdt]” <oo.
-7

The number | flz»(-z,x) is called the L”-norm of f.
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THE MORAL: Instead of of the absolute value of the function, a power of the
absolute value of the function is required to be integrable. Geometrically this
means that the area of the graph of |f|P is finite. If p = 2, when we talk about
square integrable functions. In particular, functions belonging to L?([—7,7]) do
not have to be continuous or smooth. The only requirement is that the integral
above makes sense and is finite.

Remark 2.5. Note that

m
N llLrnny <co= | If@®IPdt<oo.
=7

The factor % and the power % are not more than normalising parameters. For
example, if f :[-7,7] = R, f(¢) =1, then

Ifleeq-nzny=1 and laflrrq-rap=lal, a€R.

This shows that the definition is compatible with constant functions and scalings.

Examples 2.6:
(1) Claim: C([-n,7]) < L*([~7,7)).

Reason.

f " \F®Rdt < 2n( max I <co.

The reverse inclusion is not true. For example, f :[-7m,7] — R,

0, te[-n,0),
m:{
1, tel[0,n],

is not continuous, but f € L2([-n,7]). Thus L2([—7,n]) is not a subset of
C([—m,n]).
(2) Let f:[-n,7] — R,

Then

m T 1 T 1
| (t)|2dt:f —dt:2f —dt=2
[ﬂf —ﬂ\/m 0 \/m

Thus f € L2([—7x, 7)) and

T
2V/|t| =47 < 0.
0

1
4\/m\2 _1
”f“LZ([—n,n]):(—zﬂ ) =V2n 1,
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3) Let f:[-7m, 7] — R,

0, t=0.

fﬂ |f(t)|2dt=f”|—1ldt=oo.

Thus f ¢ L2([-n,7]). Observe, that f € L1([-n,7]) so that, in general,
LY([-n, 7)) is not contained in L2([—7, 7).

1
f(x):{_tl, t#O’

Then

THE MORAL: Bothfunctions in (2) and (3) have a singularity at ¢ = 0. Whether
the function belongs to L2([—m,7]) depends on how fast the function blows up near
t=0.

Next we consider vector space properties. Indeed, L2([-7,7]) is a complex

vector space with the natural addition and multiplication operations
(f+2)t)=ft)+gt) and (af)t)=af(t), acC.

Note that vectors (or elements) in L2([—7,7]) are functions. We define an inner
product of f,g € L2([-n,7]) by

| R A—
<f,g>=—f f)gt)de
21 J-n

1 T . ﬂ -
=§( Re(f(g@)dt+i | Im(f()g@)dt|.

Here z =x—iy € C is the complex conjugate of z=x+iy € C, where x,y € Rand i is

the imaginary unit.

THE MORAL: An inner product gives a notion of an angle between vectors
and orthogonality is the same way as for the standard Euclidean inner product
we have (x,y) = |x||y|cos @, where « is the angle between x and y. There are many
ways to define inner products depending on the applications. We shall focus on
the standard inner product in L2([—, 1), but several results hold true for other

inner products as well.

Example 2.7. Let e : [-m,n] — C, e;(t) = et = cos(jt) + i sin(jt), j € Z (Euler’s
formula). Then e; € C([-m,7]) and consequently e; € L2([-n,7]) with

1 [" o 2 1 7 3
; .
lellz2q—r 1) = %f_nwu dt =(§f_n1dt) =1, j=1,2,...
=1

The inner product of two such functions is
1 [ . — 1 rr .., .
(ejiery=——| e"teiktdt= —f elte ikt gy
2n J_n 21 J_n

b/
ifﬂ elU=ht g =

1 ei(j—k)t
= — =0
27 J_n _22mi(j—Fk)
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TN

Figure 2.2: Polar coordinates.

provided j # k. On the other hand if j = £ we have eijtﬁ =1e%2 = 1 so that

{(ej,e;) = 1. This shows that the set {e};cz is an orthonormal set in L2([-7, 7))

07 j#k’
(ej,er) =
1, j=k.

and we summarize this as

Sometimes this is denoted as {ej,e) = 8, where §;;, is Kronecker’s delta.
Remark 2.8. The inner product in L2([—7, 7]) satisfies the following properties:

R A— 1 [
W fofr=—| FOFDt=— f FORdE>0.

2 -7 27 -
(2) (f,f)=0if and only if f = 0 in L%([-7,7]), that is, | £l 2¢_y 1) =0

VA

17 1 = 17— S
@) (f.g)= - f FOEBdt = — f Fogdi=—— | Fogwde=1gp.
27 - 21 - 2n -
@) (af,g)=alf.g), acC,
(B) (f+g,h)=(f,h)+{g,h).

Properties (1)—(5) in Remark 2.8 can be taken as the definition of an abstract
inner product (x, ), x, y € H on a complex vector space H. If x,y € H and (x,y) =0,
we say that x and y are orthogonal. Observe that this definition is symmetric: If
x,y are orthogonal then y,x are orthogonal. Let | - || be the norm induced by an
inner product of H, that is,

1
lxll = <x,x)2, xe€H.
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Moreover, for every x,y € H with (x,y) =0 (x,y are orthogonal) we have
e+ y1% = ll® + 1y 1%

This is the Pythagorean theorem, see (2.5) (exercise).

THE MORAL: Anorm is alength of a vector.

Examples 2.9:
1) (x,y)= ;?zlxjyj, x=(x1,...,%,), ¥y =(¥1,...,yn) is an inner product in the

- 2
= x“

2) (z,w) = Z;L:lzjwj, z =(z1,...,2p), w = (w1,...,wy,) is an inner product

in the complex vector space C". Here w is the complex conjugate of w.

real vector space R". Moreover

DOl

llxll = (x, )

is the Euclidean norm in R”.

Moreover

l n _ n
lzll = (z,2)? =J Y 2% =$ 2 lzj1?
is a norm in C™.

The L2-norm is induced by the standard L2-inner product, since
1
2

1 = ) 3 1 . 1
Il eqoman = (%\[in lF @l dt) = (% 7nf(t)f(t)dt) ={f,N2.

Here we used the fact that 2z = |z|2, z € C.
Remark 2.10. The norm | -|| L2(—7,7]) satisfies the following properties:

(D) £ g2 = 0 for every f € L2([—m,7]).

(2) Ifll2(—nnp =0 if and only if f =0 in L%([—n,n]).
WARNING: This does not imply that f(¢) =0 for every t € [-7,7]. In
fact, it implies that f(¢) = 0 for almost every ¢ € [, 7] with respect to the
one-dimensional (Lebesgue) measure.
AGREEMENT: f=ginL%(-n,x])if and only if

1
2

1 b/
If = gllL2-nn) = (%f_ If@)-g@®2dt| =0.

3) llaflpz . =lallflL2q_zm) for every a € C and f € LA(-n,7)).
(4) The triangle inequality

If +g”L2([—n,n]) < ”f”L2([—n,n]) + ”g”LZ([—n,n])

holds for every f, g € L2([—,7]), see Remark 2.14 below.
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Properties (1)—(5) in Remark 2.10 can be taken as the definition of an abstract

norm | - || in a vector space.

We shall prove the following Cauchy-Schwarz inequality with the general

properties of an inner product.

Lemma 2.11 (Cauchy-Schwartz inequality). Let H be an inner product space.

For every x,y € H, we have
1 1
{2, y)| < (2,20 2(y, ) 2.

Proof. Denote by || - || the norm defined by the inner product of H, that is, ||x| =
{x,x) 3 ,x€ H. If y=0 it is clear that the Cauchy-Schwarz holds with equality. So
let us assume that y # 0. We set

(x,
z=x———y.
5>
Then .9
X,y
<Z,y>=<x,y>—< y7y>:0
5>
Thus vectors z and y are orthogonal. Observe, that gz; y is the projection of x to
y. Since
(x, )
x=—
5>
we can use the Pythagorean theorem to obtain
(x,9)* (x,9)* (x,9)*
Il = 2=y 1+ zl% = S22 + 2] > =22
&, Lyl Lyl
This proves the claim. a

Remarks 2.12:
(1) The Cauchy-Schwarz inequality in L2([—m,7]) reads

Kf,8) < ||f||L2([_ﬂ,”])||g||L2([_n,ﬂ])-

This implies
1 1
n 2 2 T 2 2
s(f 10 dt) (f 8@l dt)

1Fglpiq—rnan < M lL2q-nm8NL2q—m2)-

f F(gDdt

and

These special cases of Holder’s inequality are very useful inequalities for
integrals.

(2) By replacing f(¢) with |f(¢)| and choosing g(¢) = 1, we may conclude that
L%([-n,7]) ¢ LY([-n,7]). We saw in Example 2.6 (3) that the converse

inclusion does not hold, in general.
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Lemma 2.13. If H is a space with inner product then x| = (x,x)%, x€H,isa
norm in H.

THE MORAL: In particular, this means that a norm induced by an inner
product satisfies the triangle inequality.

Proof. All other properties of a norm are easily verified except maybe for the

triangle inequality. To prove this, we observe that

lac+ ylI% = (e + v, + ) = (@, x) + (3, %) + (&, 9) + (¥, )
=X, x) +{y,y) +{x, ) +{x,¥)
=llxI? + 1% + 2Re(x, ).

Now the Cauchy-Schwarz inequality implies
2| Re(x, y)| < 21¢x, ) < 2lxlyl,
from which we conclude that

e+ yI% < lloell® + Iy IZ + 2yl = Clall + 1y D2 O

Remark 2.14. The triangle inequality in L2([-7,7]) reads

If +8lr2q-nnn S W L2q—nnn + 18122 -7 1)

This implies

1 b
(f If(t)+g(t)|2dt)2<(f FORd

1 1
2 n 2
+ U Ig(t)lzdt) .

2.3 The Fourier series®

We begin with the definition of the Fourier series.

Definition 2.15 (Fourier series). Let f € LY([-7,7]). The nth partial sum of a

Fourier series is

Suf =Y f(et, n=0,1,2,...,

Jj=-n

where

-~ . ]_ T —17t .

fG=(fepy=—| fe'dt, jez,

2w J_n

is the jth Fourier coefficient of . Here e; :R— C, e (¢) = et je Z. The Fourier
series of f is the limit of the partial sums S, f as n — oo, provided the limit exists
in some reasonable sense. In this case we may write

f®)=lim S,f(0)=lim Y f(pe’ = 3 F(e’.

j=n je=oo
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THE MORAL: Thisis a series approximation of a function. The point is that
this approximation also applies to functions which do not have to be smooth as
in the case of Taylor series, for example. At least in the definition, it is enough
to assume that f € LY([-n,7]). As we shall see, the space L2([-n,7]) is needed to
understand the Fourier coefficients and the convergence of the Fourier series.

Remarks 2.16:
(1) In the convergence of the Fourier series we always consider symmetric

partial sums, where the indices run from —n to n.

(2) By the Cauchy-Schwarz inequality, see Lemma 2.11, we have

|/?(J')| =Kf,epl< ||f||L2([ —m,7]) Ile]||L2([ —ml) = ||f||L2( [-7,7]) < OO, JEZ.
T
This means that the Fourier coefficients are well defined and finite also if
f € L2([-n,n)).
(3) Since e}, j € Z, is 2n-periodic, the partial sum S, f(¢), n=0,1,2,..., of a
Fourier series is 27-periodic. Consequently the pointwise limit

f(®)= lim S, £()

is 27-periodic, whenever it exists.
THE MORAL: Ifthe Fourier series converges pointwise, the sum is
27n-periodic. In this sense we can only approximate 27-periodic functions

by the Fourier series.

Example 2.17. Let f :[-m,n] — R, f(¢) = ¢. Then f € L1([—x,n]), since

b4 0 P
f If(t)|dt=f —tdt+f tdt=—
. . o

The Fourier coefficients f(j), j # 0, can be calculated by integration by parts as

0 t2
— +
2

-7

™2
¢ 2

— =71 <O0oQ.
02

ya te—l]t 1 b4 e—ljt

b . 1
fG)= —f te Vidt=— dt
-7

2

_p —LJ 21 ) s —ij

1 (ne_ij” —neij”) 1 f” e_iftdt_cos((j+1)n)
Con 27 )

i i Sy, ij
=0
On the other hand,
1 4
0)=— dt=
f(0)= o ¢
Thus
v 0’ .] = 07
()= { cos(({;_rl)n), j#0
and

i COS((] + 1)m) ot _ cos((—.j.+ 1)”)e—ijt —9 i cos((j.+ D) s

Spf@®) = i7 in(j2).
is1 j=1
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Figure 2.3: The Fourier series approximation of the saw tooth function.

Remark 2.18. We make two observations related to the previous example.

(1) The function f, extended as 27-periodic function to R, is not continuous at

(2)

the points ¢ = +kmx, k € Z. At a point of discontinuity, for example at ¢ = 7,
we have 1
Safm=0= 5 Jim F0+Jimf (1),

The sum of the Fourier series at a point of a jump discontinuity is the
average of the limits from the both sides. This ia a general property of the
Fourier series. Moreover, there is Gibb’s phenomenon

lim ( max])Sn(t)) ~1,179.

n—oo te[-m,m

This means that the absolute error made in the approximation is about
18% independent of the degree of the approximation. In particular, the
error does not go to zero as n — oco. This is an unexpected phenomenon.
We have |F(j)| < 2 for j # 0 while f(0) = 0. It follows that F(j) — 0 as
|j| = oo. This kind of decay property of the Fourier coefficients holds for
every function f € LY([-n,7]) or f € L2([-7,7]), see Remark 2.26 (2).

Example 2.19. Let f :[-n,n] - R,

_]_’
1,

te[-m,0),

f(t)={

tel0,mn].
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It is clear that the function f € L1([-7,7]) so that we can calculate the Fourier
coefficients }?(j), Jj#0, as

n e—ijt

0 i

0 s
e 1jt

+

N 1 0 . n . 1
)= — (— f et dr s f e_”tdt) L[
27 - 0 27

- . 1
=—— (eo —eV —(e7HUT — eo)) = ——(1-cos(jm)—cos(jm)+1)
2mij

. i)

0, jeven,

= L - cos(jm) = “(cosim -1 =1{
mij mj —2i jodd.

For j =0 we have

=N 1 0 T
f(0)=—(—f ldt+f ldt):O.
21 - 0

Figure 2.4: The Fourier series approximation of the sign function.
Note that at the points of jump discontinuity we have
1(.. .
S,f(0)=0==|lim f(#)+1limf(@#)|.
2 \t—0- t—0

We collect some easy properties of the Fourier coefficients in the following
proposition.

Lemma 2.20. Let f,g € LY([-7,7]) and a,b € C.

(1) (Linearity) af + bg(j) = af(j)+ bg()), je Z.
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A 1 (7
(2) (Boundedness) |f(j)| < % lFOIdt = 1f gy -, n1) J € Z-

-7

~ 1 T
3) f(0)=— f@de.
27 J_x

(4) (Conjugation) ?( J)= m, where [ is the complex conjugate of f.
(5) (Reflection) F(—2)(j) = f(~j), j€ Z.

(6) (Shift) (£ +s)(j) = esF(j), j € Z, for a fixed s.

(7) (Modulation) e®t f(£)(j) = F(j — k), j € Z, for a fixed k € Z.

Proof. Property (i) is an immediate consequence of linearity of the integral.
~ 1 ” .. 1 7 .. 1 7
Fon=ge || rweiitad < o [Mirwetae= o [ poar
27 |J-n 27 J-g 27 J-n

2on- L [" ot g, 1 [T
@)= f_”f(t)el di=o- | rwa.

A change of variables u =t + s gives

n+s

FE+s)() = 1 Ft+s)e Widt= 1 fwe @9 gy,
27 J-_x 2

T J-m+s

Now using Lemma 2.3, and the fact that the function f(u)e “~% is 2z-periodic,

we have
1 T+s . .01 ﬂ .. RPN
— f(u)efu(ufs)duze”s— fwe ™V du =e"*f£(j).
27 J-n+s 27 J-n
Other claims are left as exercises. O

2.4 The best square approximation®

It is very instructive to consider Fourier series in terms of projections.

Lemma 2.21. The projection of the vector f € L2([—x,7]) to a subspace spanned
by {e;}" is

j=-n

Suf@®)= Y (frepej®= 3 F(et, n=0,1,2,...,

J=—n J=—n

where 1
fh=(frepp==—| fetde.
271 J—n

THE MORAL: Letx=(xq,...,x,) € R". The projection of x to the subspace
spanned by the first £ standard basis vectors e, j=1,...,k, is Z?Zl(xj,ej)ej. The
previous lemma tells that the same holds true in L2([—7, 7]).
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Proof
F~Sufren)=(f —j_in Feser)
=(f.ex) - Z FU)ejer)
fet
=f)-F(k)=0, k=-n,...,n,
implies
(f-Suf, i aje;)= i a;(f —Snf,ej) =0, (2.4)
fet fet

for every aj€C, j = —n,...,n. Since any vector belonging to the subspace spanned
by {e j};.‘z_n is a linear combination Z;‘}n aje;, this means that f — S, f is orthog-
onal to the subspace spanned by {e j};-l:_n. a

g

Figure 2.5: The least square approximation.

In particular, this implies that f =S, f+(f —S,f), where S,,f and f - S, f are
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orthogonal. From this we have

01 Z gy = 1 = Snf +Snf 1o mp
={(f =Snf)+Snf,(f =Snf)+Snf)

=Af =Snf,f =SafY+{f =Snf,Snf)
— (2.5)

+ (Snf,f_snf>+<snfasnf>
—_—
=0
=1 =Snf 172 gy IS 12y

This is the Pythagorean theorem in L2([—, 7]).

Since {e};ez is an orthonormal set in L2([-n,7]), we obtain
2

Z f(j)ej

Jj=-n

=< Y fej, Y f(k)ek>
L~z =R k=-n

=Y Y FifkR)ej e =Y IFOIZ

Jj=—nk=-n j=-n
It follows that

2 _F_ 2 2
"f||L2([—7I,]T]) - ”f Snf”LZ([—ﬂ,ﬂ]) + ”S”f“LZ([—n,n])

noo_ (2.6)
= =Snf1F2qpy* 2 IFODI
Jj=-n
THE MORAL: Notethat f=S,f+(f—-S.f), where S, f is the Fourier series
approximation of f and f —S,f is the error made in the approximation. The
partial sums S, f approximate f with the mean square error ||f =Sy fll12(_z 7))

TERMINOLOGY:
n

2 oajej= ) ajelt =3 aje’y =} a2,

Jj=-n Jj=-n j=-n Jj=-n
where z = e, a € C, is called a trigonometric polynomial of degree n.

Example 2.22. Trigonometric polynomials are different for the standard polyno-
mials. For example,
olJt 4 p-ijt olft _ p-ilt

cos(jt)= ———— and sin(jt):T,
i

WA
9 J ’

are trigonometric polynomials.
Theorem 2.23 (Theorem of best square approximation). If f € L2([-x,7]),
then

n
”f_‘S'nf”LZ([—ﬂ,n])s f- Z aje;

j==n

L2([-m,7])
foreverya;€C, j=-n,...,n.
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THE MORAL: The partial sum S,f of a Fourier series gives the best L2-
approximation for the function f € L2([- 7, 7]) among all trigonometric polynomials

of degree n.

Proof. Clearly

f- Z ajej= (f— Z f(j)ej)+ Z (F(H)-a)e;,

Jj=-n Jj=-n Jj=-n
where
n R n Y
(f= Y. Fej, Y. (FG)-aje;) =0,
j=-n j=-n
since Y. (f(j)—aj)ej belongs to the subspace spanned by {ej};?z_n, see (2.4).

j=-n

The Pythagorean theorem implies

Hf_ Z aje;j =|lf - Z f(e; + Z (F(N-ajle;
j=-n L2([-m,7]) j=-n L2(-nn) M= L2(-m,7])
>0
no 2
=\f- > fe; . O
j=-n L2([-7,7])

Remark 2.24. Equality occurs in the previous theorem if and only if we have
equalities throughout in the proof of the theorem. This implies that the equality
occurs if and only if

n
2 ajej=Suf

Jj=-n

=0,

L%([-n,7])

thatis, Spf =¥, aje; in L*([~7,7]).

Let f € L%([-n,7]). By (2.6) we have

n n
11 2y = 1 = Suf 1oyt 2 IFDE= X IFOP, n=12,...

j=-n j=-n

%
It follows that
A 2 _ 1: LR 2 2
X IFOIP = lim j:Z_nlf(J)I <Py @2.7)

J=-00

This is called Bessel’s inequality. Equality occurs in (2.7) if and only if
nh—>I£lo “f - Snf ||L2([—7'[,7'[]) - 0’

in which case we have Parseval’s identity

(e8]

1 oy = 2 PO 2.8)

Jj=—oc0
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THE MORAL: Parseval’sidentity is the Pythagorean theorem with infinitely
many coefficients in the sense that the Fourier coefficients give the coordinates of

a function in L2([-7,7]).

Parseval’s identity is equivalent with the convergence of the partial sums of
the Fourier series in the L2-sense, which is the content of the following result.

Theorem 2.25. Let f € L2([—n,7]). Then
’1121;10 If _Snf||L2([_n,n]) =0.

THE MORAL: The partial sums S,/ approximate f € L2([—n,7]) so that the
mean square error ||/ — S, fll 2y ) goes to zero. This means that the Fourier
series always converges in L2([—7,7]). In other words, every function in L2([—7, 7])

can be represented as a Fourier series.

WARNING: The partial sums of the Fourier series of a L2-function are only
claimed to converge in the L2-norm. This mode of convergence is rather weak. In
particular, it does not follow in general that f(¢) = lim,_., S, f(¢) pointwise for

every t € [-m, 7], see Example 2.17.

Proof. Let f € L?([-7,7]) and € > 0. By density of the trigonometric polynomials
in L2([-m,7]), there exists a trigonometric polynomial g of some degree m such
that |/ — gllz2(—x,x)) <&, but the proof of this density result is out of the scope of
this course. Combining this with the best approximation Theorem 2.23, for n = m

we have

If _Snf”LQ([fn,n]) <lIf _g”L2([fn,n]) <E.

Here we use the fact that since g is a trigonometric polynomial of degree m and
n = m, we may consider g as a trigonometric polynomial of order n with the

interpretation that some of the coefficients are zero which proves the claim. O

Remarks 2.26:
(1) Theorem 2.25 implies that {e j};‘;_oo is an orthonormal basis for the space
L%([-n,7]) in the sense that

=0
L2([-n,7])

Z f(j)ej_f

j=-n

lim
n—oo

for every f € L2([-n,x]). This means that

n (0]
f=lim Y fej= Y Flie;
n Ooj=—n =60
in L2([—n,n]). In this sense every function in L2([- 7, 7]) can be represented
as a Fourier series. Since there are infinitely many vectors in the basis,

the space L2([-7,7]) is infinite dimensional.
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THE MORAL: The Fourier coefficients f( J), j € Z, are the coordi-
nates of the function f € L2([—x,7]) with respect to the orthonormal basis
{ej}j‘;_oo in a similar way as x = Y.7_, (x,e;)e; = Z;‘:l
the coordinate representation of x € R” with respect to the standard basis

xiej = (x1,...,%p) is

lej¥i_;-
(2) Claim: If f € L%([—n,7x]), then F(j) — 0 as |j| — oo.

Reason. By Parseval’s identity (2.8)

()
Y 1D = 113 oy < OO

Jj=—o0

This implies that the series above converges. Thus | f ( j)I2 — 0 and /? (-0

as |j| — oo. [ ]

This claim holds also for f € LY([—,7]), but this is out of the scope of this

course.

Parseval’s identity (2.8) implies a uniqueness result for the Fourier series.

Corollary 2.27 (Uniqueness). Let f,g € L2([—r,7]) such that }?(j) = g(j) for all
J€Z. Then f = g in L2([-n, 7]).

THE MORAL: All Fourier coefficients of two functions coincide if and only if
the functions are same. Hence a function is uniquely determined by its Fourier

coefficients.

Proof. By Parseval’s identity (2.8) we have

If = elo = 2 [F-2DP= Y IF()-8()I°=0.
J

=——0c0 j=—o0
This implies that f = g in L2([—x,7]). a

Remarks 2.28:

(1) 7(j)=0 for every j € Z if and only if f = 0 in L2([—7, 7]).

(2) Since the definition of the Fourier series required integration, for example,
two functions which differ only at finitely many points have the same
Fourier series. This shows that the equality does not hold pointwise
without additional assumptions.

3) If f,g € C([—m,m]), then we can conclude that f(x) = g(x) for every x €
[—7,7].
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2.5 The Fourier series on a general inter-
val*

Theory for Fourier series can be developed for functions defined on other intervals
than [-m, 7] in the same way as above. Let f :[a,b] — C be a function and assume
that f € L?([a, b]). Then the nth partial sum of a Fourier series of f on [a, b] is

SufW=Y (frepe;= Y. Fdets, n=012,...,

Jj=-n Jj=-n
where the Fourier coefficients are
o 1 b —omijt )
fG=——1| f@®e== dt, jezZ.
b —a a
This follows from a change of variables. For example, if f is defined on [, 7],
then g(x) = f(2nx — 7) defined on [0, 1] and a change of variables shows that jth

Fourier coefficient of f equals jth Fourier coefficient of g.

THE MORAL: Theinterval [-7,7] does not play any special role in the Fourier
theory, but we shall mainly consider this case.

2.6 The real form of the Fourier series”

Now we describe a different way of writing the Fourier series of a function.

Theorem 2.29. Let f € L1([-7,7)). The nth partial sum of a Fourier series can

be written as

Snf(t) = 0‘2—0 +Y (a;cos(jt) + b, sin(jt)),

n
j=1
where
1 T
aj=— f(®)cos(jt)dt, j=0,1,2,...
nTJ-n

and 1
bj=— f@)sin(j)dt, j=1,2,....
TJ-n

This is called the real form of the Fourier series of f. The coefficients a; are called
the Fourier cosine coefficients of f and b are called the Fourier sine coefficients
of f. The corresponding series are called the Fourier cosine and sine series of f
correspondingly.

Conversely, any trigonometric series of the form

% + ) (ajcos(jt) + bjsin(jt)) (2.9)
=1
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can be written in the complex form
n ..
Y cjett, (2.10)
Jj=-n

where
aj—ibj

j=1,2,....n

.—J ao ;.
cj=4%, j=0,

eytibe i1 9. n.
THE MORAL: If fis real valued, then the Fourier cosine and sine series
consist of real numbers. However, the use of the complex form is preferable since
it contains the same information as the cosine and sine coefficients in one complex
Fourier coefficient. Moreover, properties of the Fourier coefficients take an elegant
and easy-to-remember form in the complex notation. The real form is only for

those who are afraid of complex numbers.

Proof Since ei/! = cos(jt) + i sin(j¢) we have

Suf@®)=FO0)+ Y F(cos(j)+i Y F(j)sin(jp).
J#0 J#0
For the first sum we have

n

Y F()cos(jt) = Z f(j)cos(jt) + Z F(j)cos(jit)

J#0 J=1 Jj=-1

=Y F()eos(it) + Y. F(=j)cos(~jt)

j=1 j=1

= 2: FG) + F(=)cos(jit)

=

and for the second sum

sz(J)sm(nt)—zZ f(j)sin(jt)+1 _Z f(j)sin(jt)

J#0 Jj=1 j=-1
=i} F()sin(j)+i Y F(=j)sin(~jt)
j=1 j=1
= Y i(f() - F(=j)sinGi).
j=1

By the identities

eit 4 it it —gmit
———— =cost and o =sint, (2.11)
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we have

N 1 /-
ao=2f(0)= p f®dt,

~ —~ 1 .. ..
a;j=f(+f(=)= > Ft)e Y+ et dt

= i f(@®)2cos(jt)dt = l f()cos(jt)dt,
27 - TJ-n

b =iF ()~ Fi = | fexe™~eiiyar

i

" F(£)(=2i)sin( jt)dt:% " F@sinGdt.

21
Now consider the real trigonometric series as in (2.9). Using (2.11) again we
have
ay & . ..
— + Z(aj cos(jt) + b, sin(jt))
2 j=1
n ijt 4 p=ijt 1 ijt _ ,—ijt
= a—O + Z aj € € + Z b] ¢ e
2 4 2 i 2i
n 1 L. —n 1 ..
- a2_o +2 5= ibj)et + ) Sla-i+ ib_je'’’. 0
j=1 J=-1
Remarks 2.30:

o))

(2)

A function f is even, if f(—t) = f(¢) for every ¢ and odd if f(—t) = —f(¢) for
every t. For a 2n-periodic odd function all Fourier cosine coefficents a,
j=1,2,...,1in (2.9) are zero. Similarly, for a 27-periodic even function all

Fourier sine coefficents b;, j =1,2,..., in (2.9) are zero.

In applications we are interested in representing a function f(¢) defined
on the bounded interval 0 < ¢ < L by a Fourier series. There are several

ways to extend f as a periodic function to R. The even periodic extension

of f is defined by
(t), O0<t<L,
f@t)= {f

f(-t), —-L<t<0,
and f(¢) = f(t +2L) otherwise. Similarly, the odd periodic extension of f is

defined by
(t), O0<t<L,
o= {f

—f(-t), -L<t<0,
and f(¢) = f(t + 2L) otherwise. We do not worry about the definition of ex-
tensions at the points 0,+L,+2L,..., since that does not affect the Fourier
coefficients. The cosine coefficients of the odd periodic extension are zero
and the sine coefficients of the even periodic extension are zero. Thus we

obtain two Fourier expansions

f@) = % + Z ajcos(jt),
j=1
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with .
2 gt
i= = — 1=0,1,2,...
a] L\[() f(t)COS( L )dt’ J 0’ <y

and

(e o]

f(&)=)_ bjsin(jt),

j=1

with

2 (L it
bf:Zfo f(t)sin(‘%)dt, i=1,2,....

Note carefully, that both cosine and sine series represent the same function.

Thus a function can be represented only by its sine or cosine series.

2.7 The Fourier series and differentiation™®

The smoothness of the functions affects to the decay of the Fourier coefficients. In
general, the smoother the function, the faster the decay of the Fourier coefficients.

Lemma 2.31. Assume that f € C1(R) is a 27n-periodic function. Then
i =ijfG, jez.

THE MORAL: The Fourier series can be differentiated termwise and differen-

tiation becomes multiplication on the Fourier side,

f&=Y fhe'=fw=Y ijf(e"".
j=—o0 Jj=—00

This is a very useful property in the PDE theory.

Proof. An integration by parts gives

~ 1 T ..

FliH=— 1 f@weWidt
_ i( "
DY

1 i, - m »

=5 fme ™ W — f(-m)eV" +ij | F(t)e Yide
N—— -7
=f(m)

.o .. 17 T ..

(27””—6””)+1f f(t)ef”tdt
27 J_x
=0

=ijf (). O

FR)e Wt - " F@(=i je*ift)dt)

_f@
T on

Remark 2.32. The lemma above implies

D s,
ij

f()=
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and consequently

1 1
\f! (J)l 11 |f ®|dt < — maX If(t)l—>0

FOI==7 ||2 i te

<00

as |j| — oo. This means that f(j) — 0 with speed Ul‘ as |j| — co. We can iterate this
procedure if f has higher order derivatives and obtain a faster decay.

THE MORAL:AByRemark 2.26 (2), we see that for every function f € L2([, 7])
(or f € L([n,n])) we have f(j) — 0 as |j| — oco. In other words, the Fourier
coefficients of an L? function always converge to zero, but there is no estimate for
the speed of convergence. If the function is smoother, then the Fourier coefficients

converge to zero faster with an estimate for the speed.

2.8 The Dirichlet kernel®

Next we introduce the Dirichlet kernel, which turns out to be a very important
object related to the convergence of Fourier series. Let f : R — C be a continuous

2m-periodic function. The partial sums of the Fourier series of f can be written as

no_ . n 1 b4 .
Suf®=Y F(et=3 (% f(s)e_”sds) ot

Jj=-n Jj=-n
=— Z f(s)e”(t s)ds— — f(s)( Z et s)) ds.
J_—n ]_—n
Now we define the Dirichlet kernel as
n ..
D,®)= ) Y, n=0,1,2,....
Jj=-n
With this definition we have the formula
1 /1
S,ft)= o f(s)D,(t—s)ds, tel-m,n]l, n=0,1,2,.... (2.12)
=7

THE MORAL: Thisis an integral representation of the partial sum of the
Fourier series. In fact, (2.12) is a convolution of f with the Dirichlet kernel as we

shall see soon.

Before discussing further this formula let us take a closer look at the Dirichlet

kernel.
Lemma 2.33.
. 1
noo... sin(lnt+3)¢
D,ft)=) e'= ((—1“’)) t#0, n=0,1,2,....
j=—n sin (gt)
Furthermore, the Dirichlet kernel is a 27-periodic function that satisfies

D,(0)=2n+1 and D,(m)=(-1)", n=0,1,2,....
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THE MORAL: The Dirichlet kernel (2.12) can be computed explicitely.

Proof Recall the following formula for a geometric series.
Claim: Ifa e C\ {1} and n=0,1,2,..., then

an+1

n . -n _
S = Z ajzaT.

j==n a

Reason. Clearly

S=a+a "4+ val+14+a+ - +a" 1 +a"
:_as:_a—n+1_a—n+2_'“_l_a_aZ_“._an_an+1'
By summing these up termwise we obtain
y g P
B a—n__an+1
(1-a)S=a"-a"*'!'=>8=
1-a
as required. -

Setting a = e’ in the previous formula we get for ¢ # 0 that

—int _ ,iln+ Dt oif (e—int _ ei(n+1)t)

D)= Y (eity =° — =

j=n 1-et e i3 (1 - eit)
e~ it _,iln+5)t  _9igin (n+ %)t) sin((n + %)t)
- e it —ei% B —2isin () B sin (%)

In the equality before the last we have used the latter one of the trigonometric
identities in (2.11).

For ¢ = 0 the value D, (0) can be calculated directly since

n
D,(0)= ) 1=2n+1.

Jj=-n
This can be recovered by the general formula as well by taking the limit as ¢t — 0.
On the other hand, for ¢ = 7 we have

sin((n + %)n)

D, (m)= =sin (Jm + g) = cos(n) = (-1)"

sin(3)
as claimed. O
The calculation of the integral of the Dirichlet kernel will turn out to be

important in some of the applications we shall discuss.
Lemma 2.34.
1 b/
— | Dp,()dt=1, n=0,1,2,....
21 J-x

THE MORAL: The total mass of the Dirichlet kernel is one.

Proof. A direct calculation gives

1 (" S B 1 ("
— | D,dt=) — e”tdtz—f eVdt=1.
27[ -7 j:—n 27'[ -7 27[ -7 D
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Figure 2.6: The graph of the Dirichlet kernel for N = 10.

2.9 Convolutions”

The notion of convolution plays a fundamental role in Fourier analysis and PDEs.
Let f,g € C(R) be 27-periodic. The convolution of f and g on [—7,7] is the function
f * g defined as

1 /7 1 (7
(f+g)t)= —f f(t—s)g(s)ds=— | [f(s)gt—s)ds, tel-m,nl
21 - 2n -7

The second equality follows by a change of variables and the fact that f and g are
2m-periodic. Indeed, setting u = ¢t — s in the defining integral we have

t—m

f(t—s)g(s)ds =— fwgt—u)du = fw)gt—-u)du

t+m
by Lemma 2.3. To apply this lemma we used the fact that for a fixed ¢ the function
F(u) = f(u)g(t —u) is 2n-periodic, if f, g are 27-periodic. Indeed

F(u+27) = f(u+2m)g((t —u)—21) = f(w)g(t —u) = F(w).
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Furthermore, the function f * g is itself 27-periodic, provided that f, g are 27-

periodic, since
1 b4
(f *g)t+2m) = o f(t+2m)—3s)g(s)ds

1 /4
=— f(t—s)+2m)g(s)ds = (f = g)¢).
27 — I N — et
=f(t-s)

If g =1, then f * g is constant and equal to % ffn f(s)ds. Observe, that this is the
integral average of f over [-m,7].

THE MORAL: Convolutions can be considered as weighted averages of the

functions.

Next we shall show that the convolution of f and g is well defined also if
f.ge LY (-n,xl) or L2(—n,n)). If f,g € L ([-n,7]), then

1 VA
— f(t—s)g(s)ds

1 T
_1 dt
If *glLi—mm) o f_,, 21 ) n
L [m(1 (" d d
<52 L5 [, re-oat]scas
1 (1 ("
1 (_ f |f<t)|dt)|g(s>lds
27 Sz \21 )5

=1l mmp I8 L1 (=, m1) < 0O

For f,g € L?([-n,x]), by the Cauchy-Schwarz inequality, we have

1 b/
I(f * g)@B)] = '— f(t—s)g(s)ds
21 J_n

1 b3
< —f £t —9)llg(s) ds
27 -

1 1
1 " 2(1 7 2
<[5 [ra-sras) (5 [ gwitas)
27 J—n 2 J_n
= “f”LZ([—n,n]) IIglle([_,,,n]) <oo, tel[-m,ml].

Thus we obtain

sup |(f * @)D < flLeq-n 8l L2qrn -

te[—m,m]

We gather the previous observations and other properties of the convolution

in the following lemma.
Lemma 2.35. Let f,g,h :R — C be 27-periodic functions.

(1) The function f * g is 27-periodic.
(2) If f,g € L'([—n,n]) then f * g is well defined and

£ *g”Ll([_”,n]) < ||f||L1([_ﬂ,ﬂ])||g||L1([_ﬂ,”])-
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(8) If f,g € L?([—n,n]) then f * g is well defined and bounded with

sup |(f * @O < I fllL2q—z a8 L2 -7,20)-

te[—m,m]
(4) fxg=gx*f.
(5) f*(g+h)=(fxg) *h.
6) fx(g+h)=f+g+f*h.
(7 a(f xg)=(af)xg=[*(ag),acC.
®) (F*2)) =F(NEG), jeZ.

Proof: :

J— 1 n ..
Fxo))==— | (fFxg)t)e "'dt
27 J-n
1 (7(1 [~ .
- _ _ —1jt
ol (271 - f(s)g(t s)ds) e Ydt
1 4 —ijs 1 4 —ij(t-s)
=5 f(s)e ™V o gt—s)e W9 dt| ds
n (1 [ . -
=or | f(S)e_”s(gf_ g(t)e_”tdt) ds=f(NEW).

In the third equality we changed the order of integration and on the fourth equality
we used the fact that the integrand is 27-periodic and Lemma 2.3.

Other claims are left as exercises. d
Remark 2.36. The Dirichlet formula (2.12) can be written as a convolution

Snf®)= %jjf(s)Dn(t—s)ds =D, *f)t), tel-mnl, n=0,1,2,....
Thus S, f is a certain average of f with the weight D,,.

THE MORAL: Many useful quantities in Fourier analysis and PDEs can be

written as convolutions.

2.10 A local result for the convergence
of Fourier series™

We now turn to the issue of pointwise convergence of Fourier series under addi-

tional assumptions on the function.

Theorem 2.37 (Local convergence of Fourier series). Let f € C([-m,71]) be

a 2n-periodic function which is differentiable at some point ¢¢ € [-7,7]. Then

’2111{.108”/‘(150) = f(to).



CHAPTER 2. FOURIER SERIES AND PDES 33

THE MORAL: The Fourier series of a smooth function converges pointwise

everywhere.

Proof. We define the function

o010 i t20 and |t|<7,
F(t)=
—f'(t0), if t=0.

Since f is differentiable at ¢¢p and continuous everywhere we conclude that F' €
C([-m,n]) and thus F is bounded on [-7,7]. We have

Suf(to)—f(to) =Dy, * f)to)— f(to)
1" n
— Dn(t)f(to—t)dt—(—f Dn(t)dt)f(to)

27 J-x -
=1
n

1
=— | (fo—-8)—F@o)Dy(t)dt
27 J—n

1 /2
=— tF(t)D,(¢)dt
27 J—x

by the definition of F. Remembering the formula for the Dirichlet kernel and

using standard trigonometric identities we have

D (8) = tsm((n +3)¢)

sin()

sin(nt)cos ()  cos(nt)sin (%)
sin() n(D)

sin(nt)cos ()

=t————— +tcos(nt), t#0.

sin ()

Thus

T

1
Suf(to)— f(to) = - f
27T

— sin(nt)cos(z)F(t)alt+i F(t)tcos(nt)dt.
—n sin(§) 2 21 J-n

Now the function
_ tcos(t/2)

T sin(#/2)

is continuous on [-7,7] and thus in L2([—7,7]). Thus

w(t) F(@)

1 n
‘— w(®)sin(nt)dt| < |P(n)| -0 as n—oo
27 J-_x

by the Riemann-Lebesgue lemma. Similarly for the second term we see that
the function ¢(¢) = tF(t) is continuous and thus ¢ € L2([-7,7]). Again by the
Riemann-Lebesgue lemma we conclude

‘% ﬂqﬁ(t)cos(nt)dt <|p(n) -0 as n—oo.

The last two estimates complete the proof. d
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Remarks 2.38:

o))

(2)

3

It is enough to assume that f is Lipschitz continuous, that is,
If®-f)<L|t—s| forall ¢ sel[-m,mx].

In this case
sup IS, f(®)—f@®)|—0 as n—oo.

te[-m,m]

This means that S, f — f uniformly in [-7,7] as n — co.

The theorem shows that convergence of the Fourier series at a given
point depends only on the behaviour of the function in an arbitrarily
small neighbourhood of the point. This is somewhat unexpected, since the
Fourier coefficients are defined as integrals over the whole interval [-7, 7].
If f is twice continuously differentiable, denoted f € C%(R), then the Fourier
series converges absolutely and uniformly to /. This can be seen by Remark
2.32. There are even stronger results. It can be shown, for example, that
the Fourier series of f converges uniformly, assuming only that / € C1(R),
that is, f is continuously differentiable.

Remark 2.39. We list here some further results related to the pointwise conver-

gence of the Fourier series.

(1

(2)

3

2.11

Kolmogorov showed in 1926 that there exists an integrable function f €
LY([-n,7]) whose Fourier series diverges at every point.

There is a continuous function on [—-7,7] such that the Fourier series
diverges on a countable, dense set of points in [—7,7]. A dense subset of an
interval [-m,7] is a set which contains sequences that approximate every
point in [-7,7]. For example, the rational numbers in [-7, 7] form a dense
subset of [—, 7].

Furthermore, Carleson in 1966 proved the (very deep) theorem that the
Fourier series of every function in L2([—7,7]) converge pointwise to the
function almost everywhere. This holds, in particular, for continuous

functions on [—n,7].

The Laplace equation in the unit disc

We shall consider the Laplace equation, which models heat distribution when the

system has reached thermal equilibrium and the temperature does not change

in time. The Laplace equation occurs also in other branches of mathematical

physics. For example, in considering electrostatic fields, the electric potential in a

dielectric medium containing no electric charges satisfies the Laplace equation.

Similarly, the potential of a particle in free space acted only by the gravitational
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forces satisfies the same equation. Morover, the real and imaginary parts of a
complex analytic function are solutions to the Laplace equation.
We begin with considering the two-dimensional case. Let

Q={(x,y) eR?: (x%+y2)% < 1}

be the unit disc in R? and assume that g € C(Q) is a continuous function on the
boundary
2.0.2, .2\4
0Q ={(x,y) e R”: (x* + y“)2 = 1}.
The problem is to find u € C2(Q) N C(Q) such that

2 8%u

0%u
Au(x,y) = —(x,y)+ —(x,y) =0, (x,y)€Q,
V= a2 OV T 52 Y Y (2.13)

ulx,y)=glx,y), (x,y)edQ.

This is called the Dirichlet problem for the Laplace equation in the unit disc.

Figure 2.7: The Dirichlet problem in the unit disc.

THE MORAL: Fora given boundary function g we want to find a solution of
the Laplace equation Au =0 inside the domain Q such that it attains boundary
values g on the boundary dQ. Physically this means that the temperature on
the boundary 9Q of the disc is given by g and that the system has reached
thermal equilibrium. In this model the temperature distribution in Q is given by
a solution of the Dirichlet problem for the Laplace equation Au = 0. This is a time

independent problem, where all physical constants are set to be one.
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We will solve this Dirichlet problem using Fourier series together with a
technique called separation of variables. This means that we look for solutions of
the form

u(x,y) = Ax)B(y),

where the dependencies on x and y are separated. The problem is now reduced to
finding the functions A(x) and B(x). The directions of the coordinate axes play a
special role in this approach and this would work, for example, for the Dirichlet
problem in a rectangular domain.

For the unit disc we switch to polar coordinates. More precisely, any point in
the plane can be uniquely determined by its distance from the origin r and the
angle 0 that the line segment from the origin to the point forms with the x-axis,
that is,

(x,y)=(rcos0,rsinf), (x,y)(—:[RZ, 0sr<oo, -m<f<m,

2

where r2 = x? + y2 and tan6 = % In polar coordinates, we have

Q={(r,0):0sr<1,-n<l<na} and 0Q={1,0):—n<6<m}.

Note that the unit disc becomes a rectangular set in polar coordinates and this is

compatible with separation of variables.

Figure 2.8: Transition to polar coordinates.

The next goal os to express the Laplace equation in polar coordinates as well.

This is done in the following lemma.
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Lemma 2.40. The two-dimensional Laplace operator in polar coordinates is

62u+16u+182u
ar2 ror r200?%’

Proof. Remember that x =rcosf and y = rsinfl. We use the chain rule to express

Au = O<r<oo, —-m<O<m.

the r and 6 derivatives in terms of the x and y derivatives. This gives

Ou Oudx 6u6_y_ ou

+ 66u+ in6
—=——+——=cos0— +sinf—,
Oor OxOr O0dyor Ox dy

92 0 0 0 a a a
c'i_rL; = cosBa—x cos9£ +sin6£) +sin65 (cos@a—z +sin9£
92 92 92
:cos20—u +2sinfcosf u +sin26—u.
Ox2 x0y dy?
Similarly
ou Jdu dx N Ou 0y S_neau N coseau
— =——+4+ ——=—-rsinf—+r —
00 0x 80 Jdy a0 Ox ay’
92 d 30 3
691; —T'COSHG——TSIHg%—rSIHH%a—'F C 9@%

9 2 2
= —ra—l: —rsinf (—rsin@a—xl; + rcosHaxay)

62 2
+rcos0(—rsint9 s +rcost9—u)
0x0y dy?

0 62 82 2
=—r6—u +r? (sinze—u—2sin000s6 d +cos20—u).
r

0x2 0x0y dy?
Thus
0%u 10u 10%u 0%u d%u
o2 "Tar 12062 0x2  0y2
as desired. a

We return to the Dirichlet problem (2.13) in the unit disc. By switching to

polar coordinates we obtain

8%y 10u 1 8%u
—+-—+=-—=0, O0<r<l1, -n<f<m,
or2 " ror 2002 4 TSEST (2.14)
u(1,0)=g0), -m<O<n,
for u = u(r,0).

THE MORAL: Thisis the polar form of the Dirichlet problem (2.13) in the unit
disc. Observe that the domain becomes rectangular in polar coordinates. Solution

of (2.14) will give a solution of (2.13) in polar coordinates.
We shall derive a solution to (2.14) in four steps.

Step 1 (Separation of variables): We look for a product solution of the form

u(r,0)=A0)B(r)
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for this problem. Here A(0) is a function of 6 alone and B(r) is a function of r

alone. By inserting this into the PDE in (2.14) and multiplying by r2, we obtain

r’B"(r)+rB'(r) _ A"(6)

2 " li " _
r“A@)B"(r)+rA@)B(r)+B(r)A"(0) =0 < B0 =TA0)

Observe that the variables have been separated in the sense that the left-hand
side depends only on r and the right-hand side only on 6. This can happen only if
both sides are equal to a constant, say equal to A. This is called the separation
constant.
Reason. Denote
r2B"(r)+rB'(r) A"(0)

Br)  A®
for every r and 6 in the appropriate intervals. Then

Mr,0) =

oA oA
E(r,e) =0 and %(rﬁ) =0

and thus A(r,0) is a constant function. Another way to see this is to observe that
the term including B does not depend on 0 and the term including A does not

depend on r. Thus we may conclude that A is independent of both variables. n

Thus
r’B"(n+rB'() . A"O)
B(r) A0

for every r and 6. Consequently, we may rewrite the separated equations as two

ordinary differential equations (ODEs)

{A”(G) +1A0) =0,
(2.15)

r2B"(r)+rB'(r)— AB(r) = 0.

THE MORAL: The PDE has been reduced to a system two ODEs.

As we shall see, not all values of the separation constant A give nontrivial
solutions to these ODEs. However, these are simple second order ODEs with
constant coefficients and we can solve them explicitely.

Step 2 (Solution to the separated equations): Now we take into account
the boundary data

u(1,0) =A0)B(1) = g(0).

Since g is defined on the circle it can be identified with a 27-periodic function and
thus A has to be 27-periodic as well.
The question is that for which values of A we have nontrivial solutions to the
ODE
A"0)+AA0) =0 -A"(0)=1A(0).
In other words, we are interested in eigenvalues 1 and eigenfunctions A of the

62

302 Weare mainly interested in real valued solutions,

second derivative operator —
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but sometimes it is useful to consider complex valued solutions as well. In
principle, then the eigenvalues can be complex numbers. However, we begin with
showing that all eigenvalues 1 of the problem above are real.

Let A € C be an eigenvalue and A the corresponding complex valued
eigenfunction. Then —A” = 1A and by taking the complex conjugate of this

equation we obtain ~A"=74. By the chain rule, we have
~A"A+AA" = (-A"A+AA'Y.

We integrate to get

T
(—A"A+AA)

it/ 3

b4 _ — r — —
(—A"A+AAYdO= | (—AA+AAYdO=
- -

= —A(MA@) +AA (1) = (A (~1)A(=7) + A(=1)A (=10)).

Since A is periodic, we have A(n) = A(-n) and A'(x) = A'(-x), from which we

conclude that the right-hand side of the previous display is zero. Thus

-7

_ T _ T __ 7T — P
()] |A|2d9=(}L—/1)[ AAdO=| (ALAA-ALA)dO
-7 -

” — —n
=| (FA"A+AA )d6=0.
-7
Since A is not identically zero, we have ffn AI2d0 > 0. Thus A—A = 0, which
implies that A is a real number.
We divide the analysis into three cases depending on the value of the separa-

tion constant.
Then A = —p? for some i > 0 and the first ODE above becomes A” —u2A =

0. This is a second order linear ODE with the general solution
A@0)=c1e! +cge M.

In this case the only possible 2r-periodic solution is u = 0 which corresponds to
c1 =c2 =0. Thus the case 1 <0 gives only trivial solutions.
The equation for A reduces to A” = 0 with the general solution

A@0)= 019 +cC2.

In order for this function to be 27-periodic ,we must have ¢; =0 and thus A(0) = cg
is constant. For A =0, the ODE for B becomes rB” + B’ = 0. The general solution
of this equation is B(r) = dj + d2Inr and thus we get

u(r,0) = A(0)B(r) = ca(d1 +dzInr).

This solution becomes unbounded as r — 0 which is contrary to any physical

intuition that the temperatures should remain bounded (and also not compatible
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with the hypothesis that our solution should be continuous and bounded in the
interior of the disc). Thus A = 0 gives nonphysical solutions, which are excluded.
Then A = p?, u#0, so the ODE for A becomes A” +u?A = 0. The general

complex solution of this equation is
A0) = c1e? + cge™iH0,

(We could consider the real solutions A(6) = c1 sin(uf)+ co cos(uf), but the complex
notation in more convenient for the Fourier series.) For this solution to be 27-
periodic we need p = VA to be an integer. Thus we have A = p? = j2, j € Z\ {0}
as the case j = 0 has already been considered. These are the eigenvalues and
eigenfunctions for our problem.
Now the ODE for B is
r?B" +rB' - j2B=0.

It can be shown that the general solution of this equation, called the Euler
equation, is
B(r)=dirl +dor™, j=1,2,....

Again, since p > 0, the term with r~/ blows up as r — 0 which contradicts the
continuity of u as well as the physical intuition. Thus we only include the solution
B(r)=d1r’/. Thus A >0 gives solutions of the form

u(r,0)=A@)B(r)=rVe jez.

Observe that these functions are special solutions of the Laplace equation in polar
coordinates with boundary values u(1,0) = e'/? je Z.

Step 3 (Fourier series solution of the entire problem): To solve the origi-
nal Dirichlet problem we try to express a general solution as a linear combination
of the special solutions in such a way that the boundary condition is satisfied.
Since the Laplace operator is a linear, any linear combination of solutions is again
a solution. We conclude that the general solution should be given in the form

(&) . ..
u(r,0) = Z ajrlfleug, 0<sr<l1, -m<0O<m. (2.16)
Jj=-00
This representation should be compatible with the boundary data g when r = 1.

This means that ©
w1,0)= 3 aje’’=g@).

Jj=—00
We are already familiar with this question for the Fourier series. The question
is that can we determine coefficients a; so that the series representation above
holds? If g € L2([-x, m)), then by Thoerem 2.25 we see that this is possible, at least
if the equality above is interpreted in L?-sense. If g € C1(R), then the discussion
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in Section 2.10 shows that the series above converges even uniformly on [-7, 7]
and the coefficients a; will be the Fourier coefficients of g, that is,

a;j=83), jezZ.

THE MORAL: The solution of the Dirichlet problem for the Laplace equation

in the unit disc is given by the Fourier series of the boundary function.

There are several nontrivial points related to the formula above that remain
to be discussed:

(1) Does the series in (2.16) converge?

(2) Is the function given by (2.16) really a solution to the PDE?

(3) Does the solution given by (2.16) attain the correct boundary values?
(4) Are there other solutions than given by (2.16)?

A direct computation suggests that the obtained series is a solution to the Laplace
equation and by substituting r» = 1 we see that the solution has the desired
boundary values. On a formal level this is correct, but a special attention has to
be paid to switch the order of the limit and the infinite series. We return to this
question in Section 2.14. Uniqueness will be discussed in Chapter 4.

Step 4 (Explicit representation formula): By subsituting the definition of
the Fourier coefficients of g in (2.16) we obtain

ulr,0)= > (%f g(t)e_ijtdt)rlj‘eijg

Jj=—00 -7

—tim S (L7 sipreit gy il yido
= lim Z ge Vidt|rVle

nﬂooj:_n 27w J_n
ﬂmiﬂm)iMMHdL
n—o0 271 J_5 =

The finite sum inside the integral is bounded by

o0
< Y rM<oo, 0s<r<i,
s

n . ..
Z rIJ\etJ(G—t)

j==n

and thus the sequence of the finite partial sums is uniformly bounded by a constant.
By switching the order of the limit and the integral, we have

n

1 b/ P
_ : |7l ,ij(0—2)
u(r,0) = oy f_ng(t)(’}LIIolO Z ri/le )dt

Jj=-n
L[ ( Si 1/l i@ n)
=— g(t) rite VT dt.
21 J-n oo
This can be justified by the dominated convergence theorem, which is out of the

scope of this course. We define the Poisson kernel for the disc to be the 27-periodic
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function -~
P(@®)=P(r,0)= Y rileV (2.17)

Jj=—00
By using convolutions from Section 2.9 this means that the solution to the Dirichlet
problem can be written as

A

(PO - t)dt.

1
w(r,0) = (g * Pr)(O) = —— f
21

THE MORAL: This suggests that the solution of the Dirichlet problem for the
Laplace equation in the unit disc is a convolution of the boundary data with the

Poisson kernel. This is an integral representation of the solution.

From this we see that the solution is well defined whenever the convolution of
g and P, is well defined. The functions u that satisfy the Laplace equation in an
open domain Q are called harmonic in Q. Let us look at properties of the Poisson
kernel in more detail.
Lemma 2.41.
1-r2

P.(0)=P(r,0)= ——,
r(6)=P(r,0) 1-2rcosf +r2

0<sr<1, -nm<f<m.

Proof.

n n n
Y rlei® =14y piel0 4y plemi0
j=-n Jj=1 Jj=1

n n
=1+ Z(relB)J + Z(re_le)J
J=1 Jj=1
(reiH)n+1_rei9 (re—ie)n+1_re—i9

=1+

—1+ret? re-id —1
Letting n — oo, and remembering that r < 1, the right-hand side of the display
above tends to

_rei9 re_ie —reig—re_i9+2r2 7‘2—7‘COS9
1+ — + — =1+ - — =1+2— -
reif—1 1-—re-if (rei? —1)(1—re=i9) rell —r2—1+re-i0
rcosd — r2 1-r2
=1+2 = )
r2+1-2rcosf 1-2rcosf+r2
which is the desired formula. a

Remark 2.42. 1t is obvious that the Poisson kernel is a non-negative function in

the disc, since
1-r2

P(r,0)= — >0.
sin“ 6 + (cos O — r)2

Furthermore 1 o
o p r (0) d 0=1
27

=7
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for every r € (0,1). The integral of P,(0) can be calculated by integrating (2.17)

term by term (exercise). Observe, that

— 72

P(r,0)=——
=15 2

0<sr<l1,

and consequently lim,_ 1 P(r,0) = co. However, lim,_1 P(r,0) =0, when -1 <6 < 7,
0 # 0. This issue will be discussed further in Section 2.14.

THE MORAL: The total mass of the Poisson kernel is one implies that the
solution of the Dirichlet problem for the Laplace equation in the unit disc is an

average of the boundary function g with the weight P,.

We summarize the findings in the following theorem.

Theorem 2.43 (Solution of the Dirichlet problem on the disc). The solution
of the Dirichlet problem (2.13) in polar coordinates is

oo . ..
u(r,0)=)_ ajrlfle”g, O0sr<l, -m<f<m,
A
where
1 i .
ang(J)Z—f g@e Vdo, jez.
21 J-x

Moreover, the solution can be written as a convolution with the Poisson kernel as
1 n
u(r,0)=(g* P)O) = — f g(OP,(6 - Ddt,
21 J-n

where
1-r2

1-2rcos@ +r2’
The boundary values are obtained in the sense

P,.(0)=P(r,0) = Osr<l, -m<f<m.

lini(g *P)0)=g0), -nm<6O<m.
r—

THE MORAL: Notethat we do not obtain the boundary function by inserting
r =1 in the convolution formula above, since P1(0) =0, —n < 0 < 7. Instead, we
shall consider the limit above. This issue will be discussed further in Section 2.14.

We close this section by considering two explicit examples.

Example 2.44. Consider the steady-state temperature distribution in the unit
disc, if the upper half of the circle is kept at 100°C and the lower half is kept at
0°C. Then

0, —-m<0<0,

u(1,9)=f(0)={
100, 0<@<um.
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Observe that f is not continuous, but f € L2([—7,7]). The Fourier coefficients of f

are

. 1(0 .. m g
fGh = —( Oe‘lﬂdt+f 100e_”tdt)
2n \J-n 0
_ 100%™ 100 ijn_ 0,
27 |g —ij omij

0 100 0, Jjeven,
— =L (eos(jm -1 = (1 —cos(jmy =1{ .~
2mij 2mij 100i = 5 odd,

wy

when j #0. For j =0 we have

R 1 0 b4
70)= —— (—f Odt+f 100dt) -
27 - 0

Thus after some simplifications (exercise)

u(r,0) = i F(rileto
Jj=—o00

100 &1
=50+ —Z Z(1-cos(jn))r’/sin(jO), O0<r<1l, -m<6<m.
T

j=
By setting r = 0, we see that the temperature at the center of the disc is 50°C,
which is the average temperature on the boundary of the disc. On the boundary of

the disc with r = 1 we have

200 x

2] 1 sin((2j+1)0), —-n<6<m,

which is the Fourier series of f.

Example 2.45. Consider Au = 6—2 0 in the rectangle QO =[0,a] x[0,b5] with

the boundary conditions

u(x,00=0, O0O<x<a,
u(x,b)=0, 0<x<a,
u(0,y)=0, 0<y<b,
ula,y)=g@), 0<y<b,

where f is a continuously differentiable function on [0,5]. We look for solutions of
the form u(x,?) = A(x)B(y). Inserting this into Au =0 gives

0= Au(x,y) = A"(x)B(x) + A(x)B"(x) = A((x)) B((yy)) -
for every x and y. This implies
" "
A(x)_A:_B (y) R

Ax) B(y)’
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for every x and y.
/1=—,u2,p>0, and

B"(y) - u®B(y) = 0 = B(y) = ¢1 sinh(uy) + ¢z cosh(iy).

The boundary condition B(0) = B(b) = 0 implies ¢1 = c2 =0 and thus B(y) =0.

B'(y)=0<B(y)=c1y+ca.
Again B(0) = B(b) =0 implies ¢1 = ¢2 =0 and thus B(y) =0.

[A>0]1=p2, u>0, and we have

{A”(x) —?2Ax)=0 {A(x) = ¢1 sinh(ux) + cg cosh(ux)
=

B"(y)+u?B(y)=0 B(y) = d1sin(uy) + dg cos(iy)

Now A(0)=0= c9 =0 and B(0) =0 = dg = 0. Moreover, B(b) =0 implies d1 =0
or sin(ub) = 0. Clearly

sin(,ub)zOzu:%T, j=12,...,
and d; =0 = B(y) =0. Thus

A(x)=c1sinh jﬂ
B(y)=d; s1nJ”y

and

u(x,y) = A(x)B(y)—aJsthxsi JHTy, j=12,...,

are nontrivial special solutions. We look for the solution of the general problem in

the form -~ ) )
X 7

u(x,y) = Z ajsith— sinJ—y.

The boundary condition

o . .
gy =u@,y)=) a; sinh 22 gin 22
by the Fourier sine series representation gives
a]smh bf g(y)sdey, j=12,...,
and consequently
aj=—— sn—d, 1,2,....
’ bsmh’”af g(y)si b Yo J=

Observe, that the boundary function g(y) is extended as an odd 2b-periodic func-
tion to R by setting g(y) = —g(-y),-b <y <0 and g(y) = g(y +2b), see Remark
2.30. Thus the Fourier cosine coefficients are zero. This gives a representation

formula for solution of the problem.
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2.12 The heat equation in one-dimension

Let us now consider the time dependent heat diffusion in the one-dimensional
case. Suppose we have a ring of radius one centered at the origin. Suppose further
that the ring is perfectly insulated so that no heat leaves it. At time ¢ =0 the
initial temperature distribution on the ring is given by the function g :[-m,7] — R.
We can assume the function g to be 27-periodic since it is defined on the unit

circle.

Figure 2.9: Heat distribution in a ring.

The diffusion of heat on the circle is modeled by the heat equation

du  50%u
= _a?Z = =0,
ot 962
where a? is a positive constant known as the thermal diffusivity, which depends

only on the material from which the ring is made. Again we set a = 1. We are
looking for a solution u = u(6,t) where 6 describes the position on the ring and
t >0 is time. The initial condition is u(0,0) = g(6). Thus we have the periodic
initial value problem

2

0“u
Z20,=0, -n<O<m t>0
ggz D=0 Tm<f<m 120, 2.18)

u(®,0)=g®), -w<0<n.

du
a(@,t)—
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Figure 2.10: The space-time domain for the heat distribution in a ring.

Step 1 (Separation of variables): We use separation of variables again and
look for special solutions of the form

u(0,t) = AB)B(2).
By inserting this into the heat equation we get
B'(t) A"(6)
B(t)  A®)’

The variables are separated in the sense that the two sides of the equation above

depend on different variables and, as in Section 2.11, both have to be constant,
which is denoted by A. Thus

AB)B'(#)-A"(0)B(t) = 0 >

A"(0) = 1A(0),
B'(t) = AB(2).

Step 2 (Solution to the separated equations): The initial condition
u(0,0) = A(6)B(0) = g(0)

is a 27-periodic function. We do a similar case study on the possible values of A,
as we did in the case of the Laplace equation.

Then A = u?, >0, and thus we have A”(6) - u>A(6) = 0. This ODE has
the general solution

0 —ub
A@@)=c1eM’ +coe™M,
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which is periodic only if ¢; = cg = 0. This gives the trivial solution u = 0 and thus
we exclude this alternative.

A =0|Then A”(0) = 0, which implies A(0) = ¢10 + co. Here the only possibility
that is compatible with the periodicity of A is the solution A(6) = cg is constant.
In this case we also get that B(¢) = c3 so that this gives only the constant solution.

Then A = —u2, >0 and the ODE for A() is A”(0) + 12A(0) = 0. The

general complex solution of this ODE is
A0) = c1et? 4 cge™ M0

for some constants c; and cg. Again for A to be periodic we need p to be an integer
which gives thus, considering all cases above, that the only admissible values for
A are of the form A = —j2, j € Z. For these values we have B'(¢) + j2B(t) = 0, which
has the general solution

B()= ce I,

Thus we have special solutions, called the normal modes, of the form
2 ..
u@,t)=ete?  jez.

By the construction, these functions are solutions of the one-dimensional heat
equation for every j € Z.

Step 3 (Fourier series solution of the entire problem): Since the heat
equation is linear, any linear combination of the special solutions above will give

again a solution. Motivated by the superposition principle, we define

e} o ..
u(0,t) = Z aje_Jzte”H, -n<0<m, t>0.
J==o0

The next step is to determine coefficients a ;. By the initial condition u(6,0) = g(9),
we have

oo ..

Y e’ =g6)

Jj=—00

which identifies the coefficients a; as the Fourier coefficients g(;) of the initial
data g. Thus

o) 9 ..
u@®,0)="Y g(e te'l.
Jj=—00
This infinite series converges absolutely, since the Fourier coefficients g(j) are
bounded if g € L'([-x,7]) (see Lemma 2.20 (2)) and the term e/t decays ex-

tremely fast as ¢ > 0 and j is large. Thus

S s ne=72t0ii0] < N (3¢ )0t N
Z |g(J)e e | < Z 18()le < "g”Ll([—n,n]) Z e .

5o jFeo = oo
—_——

<oo

The last series converges, which shows that the series defining the solution to the

heat equation converges absolutely.
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Step 4 (Explicit representation formula): Next goal is to derive an integral
representation for the solution similar to the convolution with the Poisson kernel
for the Dirichlet problem for the Laplace equation in the unit disc. Using the
definition of the Fourier coefficients we obtain

o) 2 ..
w@,0)= Y g(e tel!

Jj=-oo

s S i 4 —ijs -2t ij6o
=lim ) 3 g(s)e Wids|e ™ te

j=—n -

1 T n 0, .
= lim 2_ g(s) Z e’ telj(efs) ds.
T .

n—oo
-7 j=-n

We have the uniform estimate

oo 2
<) e’i<co

j==o0

n ) ii(0
Z e~/ telj( -s)
j=n

Here it is crucial that ¢ > 0, so these estimates do not generalize to negative times.
By switching the order of the limit and the integral, we obtain

0.0=— [ g lim | 3 e teii0-| g
u,—%ﬁﬂgsnir{:o Ze e s

j=n

1 ng(s)( i e_j2teij(9_3)) ds.
27 J-n =00

By defining the heat kernel for the circle as
H©O= Y e/’ _g<o<m t>0,
Jj=—00

we see that the solution of the heat equation on the circle is given by the convolu-
tion

y

1
u(e,t)=(g*Ht)(9)=% g(&)H (O -s)ds, -nm<O<m, t>0.
-7

THE MORAL: The solution of the initial value problem for the heat equation
on the circle is a convolution of the initial temperature distribution with the heat

kernel.

Theorem 2.46 (Solution to the heat equation on the unit circle). The solu-

tion of the (periodic) initial value problem (2.18) is

1 7
u@Jﬁdg*HM&ﬂzé—j'g@ﬂh@—wd& _n<O<m, >0,
T J-n

where Hy(0)=Y52_ ¢~*teii9 The initial values are obtained in the sense that

%irr&u(@,t) =gl -nm<O<m.
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Remark 2.47. Another way to derive the solution to a PDE problem is start with
the Fourier series expansion, insert it in the PDE and try to determine the
coefficients. This approach works for the Laplace equation, the heat equation and
the wave equation, but we shall discuss only the initial value problem (2.18) in
detail. For a fixed ¢ > 0, consider the Fourier series of the function 6 — u(0,¢). This
gives
o8} ..
u@®,0=Y c;(t)e?,
Jj=—0
where the Fourier coefficients are
1 .
cit)=—| u(s,t)e”°ds, jeZ.

21 J-x
Observe that the Fourier coefficients depend on ¢. We claim that the PDE for u
implies that the Fourier coefficients satisfy an ODE as a function of ¢. To see this,
we switch the order of integral and derivative to have

ou(1 (7 . 1 (" 0u y
gy - _ - .
c;(t)= E(%f_” u(s,t)e ”Sds) =) E(s,t)e Ysds, jeZ.

Then we use the PDE and Lemma 2.31 twice to obtain

1 (" du . .
Pegy— _— e —ijs
cj(t) “ox ). 5 (s,t)e ds
1 7 d%u p
=— —(s,t)e”d
27 J_p Bs? (s, 0)e §
1 (" 0u y
— i Zs.De s d
U2n . 3s (s,t)e s

1 = )
:(ij)2—f u(s,t)e V*ds
2r J-x

=—j%cjt), jez.

THE MORAL: The PDE becomes an ODE on the Fourier side.

The general solution of c;.(t)+j20(t) =0isc;(t) = aje_jzt, where a; is a constant.
By the Fourier series representation

(e 0] o0
.. A2 ..
u@,t)=)» cj(t)e”e: Y aje”’ tli0  _p<O<m, t>0.
j:—oo j:*oo

By the initial condition u(6,0) = g(6), we have

x )
u®,00= Y a;e’?=g®)
Jj=—00
which identifies the coefficients a; as the Fourier coefficients g(;) of the initial
data g. Thus

oo .2 ..
u@,t)=Y (eI e,

Jj==oo
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THE MORAL: Inthe this approach we inserted the Fourier series represen-
tation of the function in the PDE and determined the Fourier coefficients by the
initial condition. In the beginning of this section we derived the same formula
for the solution by separation of variables and this lead to the Fourier series.
Although the result is same, the main difference is that in the original argument
we did not have to assume in the beginning that the solution is given by the

Fourier series. However, theory of Fourier series is needed in both approaches.

Let us consider another problem for the one-dimensional heat equation. We
study the temperature distribution in a thin uniform bar of given length L >0
with insulated lateral surface and no internal sources of heat, subject to certain
boundary and initial conditions. To describe the problem, let u(x,%),0<x <L, ¢ >0,
be the temperature at the point x at time ¢. Assume that the initial temperature
distribution of the bar is u(x,0) = g(x) and assume, that the ends of the bar are
held at constant temperature 0°C, for example. This is related to the previously
considered problem of the heat distribution on a circle, since we can cut the circle

and unfold it so that it becomes a bar.

Figure 2.11: The heat distribution in a bar.

The following theorem gives a solution of the heat distribution in the bar of
length L > 0. We shall prove this in the exercises using the method of separation

of variables.
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Theorem 2.48 (Solution of the heat equation on a bar). The solution of

au 262u
U _2%% 0, 0<x<L, t>0,
ot ¢ ox2 x

u(0,t)=u(L,t)=0, ¢=0,
u(x,0)=g(x), O0<x<L.

is
o .
-AZ¢ . WX
u(x,t)zZaje J Sln]—L )
J=1

where .
. . .
a,:zfo g(x)sin]%dx and ;sza%, i=1,2,....

Figure 2.12: The space-time domain for the heat distribution in a bar.

The method of separation of variables can also be used to solve heat conduction
problems with other boundary conditions than those given above.

Example 2.49. Consider a bar of lenght 7 is in boiling water. After reaching the
temperature 100°C throughout, the bar is taken out and immersed in a medium
with constant freezing temperature 0°C. The the bar are kept insulated and we
assume that a? = 1. Then the temperature distribution is

[es) 9
ulx,t)=) aje”’ fsin(jx),
A
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where
2 (7 200
aj= —f 100sin(jx)dx = — (1 —cos(jm)).
T Jo J7

After some simplifications (exercise)

400 & e—(2j+ 1)2¢

ulx,t) = TE{) W sin((2j + 1)x).

Here we used the fact that 1 —cos(j7) =0 if j is even and 2 if j is odd.

2.13 The wave equation in one-dimension

In this section we study the motion of an elastic string of length L > 0 fixed at its
end points and allowed to vibrate freely. The elastic string may be thought of as
a violin string, for example. Suppose that the string is set in motion so that it
vibrates in a vertical plane and let u(x,#) denote the vertical displacement of the
string at the point x € [0,L] at time ¢ = 0. This is modeled by the wave equation

%u  ,0%u _

oz Vo0

We are looking for a solution u = u(x,t), where x € [0,L] describes the position on

the string and ¢ > 0 is time.

Figure 2.13: A vibrating string.



CHAPTER 2. FOURIER SERIES AND PDES 54

The initial displacement profile and the velocity of the string at time ¢ =0 are

given as the initial conditions
u(x,0)=g(x) and Z—l:(x,O) =h(x), O0<x<L.
Since the end points of the string are fixed, we have the boundary conditions
u(0,t)=u(L,t)=0 forevery ¢t=0.

The problem is to determine the solution of the wave equation that also satisfies
the the initial conditions and boundary conditions above. This can be considered
as a boundary value problem in the strip 0 <x <L, ¢ > 0, in the x¢-plane. With
this interpretation, the boundary condition is imposed on the sides of the strip

and the two initial conditions are imposed on the base of the strip. Thus we have

the problem
62u Qazu
W_a WZO’ O<x<L, t>0>
0.)=ul.,t)=0, t=0
<u( ) =u(L,t)=0, : (2.19)

u(x,0)=g(x), 0<x<L
8
a—lz(x,O) —h(x), 0<x<L.

M(O)jCJ:O UH_UY\(:O‘ u/L)é):O

(_"T___——

—l u(x,o):g

UIJCIX,OJ:_ Jq

>
X

Figure 2.14: The one-dimensional space-time domain.

Step 1 (Separation of variables): We look for special solutions of the form

u(x,t) = A(x)B(t),
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where A(x) is a function of x alone and B(¢) is a function of ¢ alone. Plugging this

into the wave equation, we get

B/l(t) A/!(x)

Moy A2 400 — —
A(x)B"(t)-a”A"(x)B(t) =0 ZBO - AW

Again we note that the two sides of the identity above depend on different variables
and thus both have to be constant and equal to A. This leads to the ODEs

A(x) = AA(x),
B'(t) = a?AB(2).

We could consider the complex solution of these ODE, as we did in the cases of the
Laplace and the heat equations. However, let us show here how to do the analysis
using the real Fourier series.

Step 2 (Solution to the separated equations): We do a similar case study
on the possible values of A, as we did in the case of the Laplace and the heat
equations.

Then A = u?, >0, and thus we have A” — y?A = 0. This ODE has the
general real solution

A(x) = c1 cosh(ux) + co sinh(ux).

We show that the only way to satisfy the boundary conditions is to takec; = co =0.
Indeed, A(0) =0 implies 0 = c¢1 cosh(0) + c2 sinh(0) = ¢; so that A(x) = co sinh(ux).
The condition A(L) = 0 implies cg sinh(uL) = 0. However, uL # 0 and so sinh(uL) #
0. Thus c2 = 0 and this gives the trivial solution u = 0. We exclude this alternative.

Then A”(x) = 0, which implies A(x) = c1x + co. Here the only way to
satisfy the boundary condition is to take ¢; = co2 = 0, which again leads to the
trivial solution u = 0.

Then A = —u? for some p > 0 and the ODE for A is A” + y?A = 0. The
general real solution of this ODE is

A(x) = c1 cos(ux) + cg sin(ux)

for some constants c; and cg. Since A(0) =0, we have ¢; =0 and A(x) = cg sin(ux).
Since A(L) = 0, we have cgsin(uL) = 0, from which we conclude that uL = jn,
7j=0,£1,+2,... (or cg =0, which again gives the trivial solution u(x,¢) = 0). This
gives ‘
J7T .
== =1,2,...
l't L ) .] ) b

and .
A(x)zcsin(J%), i=12,...

for any constant ¢ that may depend on j. Note that for negative values of j we

obtain the same solutions except for a change of sign. Since the general solution
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will be represented as a linear combination of the special solutions, the solutions
with negative j can be discarded without loss.
We have

12
A:—;ﬂ:—(%), i=12,....

With this, the ODE fOI’ B becomes
B” t)+ ( J ) B t)=

The general solution of this equation is

t it
B(t)=blcos(aJLn )+b2sin(%), i=12,...

for any constants b; and b9 that may depend on j. Thus the product solution is
. - -
u(x, ) = A(x)B(f) = sin (J%) (aj cos (%) +b;sin (%)) =12,

Observe, that we have absorbed the constant in front of sine to the constants a ;
and b;.

Step 3 (Fourier series solution of the entire problem): Since the wave
equation is linear, any linear combination of these solutions will give again a
solution. We thus define

. . - -
u(x,t) = J;sin(‘];i—x) (aj cos (%) +b;sin (%))

By the initial condition u(x,0) = g(x), we have
u(x,0) = ZaJ s1n(JZ ) g(x).

which identifies the coefficient a; as the Fourier sine coefficient of the initial
data f on [0,L]. Observe, that the boundary function g(x) is extended as an odd
2L-periodic function to R by setting g(x) = —g(-x),—L <x <0 and g(x) = g(x + 2L),
see 2.30. Thus the Fourier cosine coefficients are zero. This gives

a;= L_[ g(x)sm( )dx j=12,...

On the other hand, by differentiating the series termwise we have

Ju na & ] .. [(ajmt ajmt
E(x,t)_fz ( )(_-]ajSHI( L +Jjbj OS( L ))’

from which we obtain

(x 0)= —Z_]b s1n(ﬂ£ ) h(x).
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Consequently, 7% jb; must be the Fourier sine coefficient of 4 on [0,L]. The
boundary function A(x) is extended as an odd 2L-periodic function to R and thus

the Fourier cosine coefficients are zero. This gives
7 2 L i
f“jbj - Zfo h(x)sin(JTx) dx, j=1,2,...

or equivalently

L

, .
b= —— h(x)sin(ﬂ)dx, i=12,...
naj Jo L

We have now determined all the unknown coefficients in the series representation
of the solution u. We summarize our findings in here.

Theorem 2.50 (Solution of the one-dimensional wave equation). The solu-
tion of the problem (2.19) is

oo ; it Tt
u(x,t):j;sin(%)(ajcos(%)+bjsin(%)),
where L
9 .
aj=zfo g(x)sin(%)dx, J=12,...,
and I
9 .
bj=—o h(x)sin(Jﬂ) dx, j=12,...
ajn Jo L

As in the case of the Laplace equation and the heat equation considered earlier,
this is only a formal solution of the problem. To show that the obtained formula
actually represents the solution of the problem requires further investigations
(exercise).

Remark 2.51. The solution of the vibrating string problem is an infinite sum of
the normal modes

. - -
uj(x,t)=sin(J%)(ajcos(%)+bjsin(ajllﬂ )), j=1,2,....

When the string vibrates according to u;, we say that it is in the jth normal

mode of vibration. The first normal mode is called the fundamental mode and
the other modes are overtones. The quantities ajn/L, j =1,2,..., are the natural
frequencies of the normal mode, which gives the number of oscillations in 27 units
of time. The factor sin(jmx/L) is the displacement pattern of the string when it
vibrates at the given frequency. When the string vibrates in its normal mode,
some points of the string are fixed at all times. These are the solutions of the
equation sin(jrx/L) = 0. If we do not count the ends of the string, there are n —1
equidistant points that do not vibrate in the nth normal mode.
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Figure 2.15: Normal modes of a string.

Example 2.52. The ends of a string of length L =1 are fixed at x =0 and x = 1.

Assume that a = 1. The string is set to vibrate from rest with a initial triangular

profile
3x 1
g(JC)_—{l_O’ O<x<g,

3(1-x) 1
S50% Fsxs<l

Since h(x) =0, we have b; = 0. Using the formula for the solution and integrating
by parts, we have

L
aj= 2[0 g(x)sin(jmx)dx

1/3 3 1
:—f xsin(jnx)dx+—f (1-x)sin(jrx)dx
5Jo 10 Jus3
cos() 3sin(¥) cos(¥) gsin(d) 9 sin(d)
~ Bjm 5 272 5jm 10 ;272 10m2 ;2

Thus )
9 & sin(%)
ulx,t)= — -
1072 J:Zl J2

sin(jmx)cos(jmt).
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2.14  Approximations of the identity
iNn[—m,7]"

There is a common theme in the expressions for the partial sums of the Fourier
series of a function, the solution to the Dirichlet problem for the Laplace equation
in the disc and the solution to the 27-periodic initial value problem for the heat
equation. Indeed, by (2.12), Theorem 2.43 and Theorem 2.46, we have

Snf(e):(f*Dn)(e)Z Z fA(j)eijg’ f: Z f‘\(j)eijﬁ,

Jj=-n J=—00

P.f(0)=(f * P,)0O) = i FGoHyrlei®  o<r<1,

Jj=—00
Hf@)=(f«H)O)= 5. F(e e, 0.
Jj=—00

The first formula encodes the most basic and natural question in Fourier series:
Can we recover a function f from the partial sums of its Fourier series? We have
seen that this is not always possible. The pointwise limit

lim S,f = lim (D, *f)
n—oo n—oo

may fail to exist even if f is continuous. However, by Theorem 2.37 this limit
exists, if f is continuously differentiable. Moreover, for a continuous function f,

we are interested in existence of the pointwise limits
lirr%(P,.*f)zf and %in&(Ht*f):f.
r— =

These are related to the question in which sense the boundary or initial values are
obtained in the corresponding PDE problems. It turns out that the Poisson kernel

and the heat kernel are just special cases of a general theory of good kernels.

Definition 2.53. A family of kernels {K.}.~¢ which are 27-periodic functions is
said to be a family of good kernels, if it satisfies the following properties.
(1) For every € >0 we have

1

T
K. (x)dx=1.
27 J_n

(2) There exists a positive constant M such that

1 T
— |[Kc(x)|dx< M
27 J—n

for every € > 0.

(3) For every d >0 we have

lim |[Ke(x)|dx =0.

e—~0Js<|x|<n
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THE MORAL: Parameter € > 0 gives the scale at which we take samples of
functions. Condition (1) means that the total mass of the kernel is one at all
scales and condition (3) means that the mass concentrates near the origin at small
scales.

Remarks 2.54:

(1) For nonnegative kernels K, = 0, property (2) is a consequence of (1) with
M=1.

(2) Property (3) is the most crucial and describes the fact that, as € — 0, the
mass of the kernel K, concentrates more and more near the origin.

(3) It can be shown that the Poisson kernel P;_, and the heat kernel H; are
both good kernels (exercise). It is now natural to ask whether D, is a
good kernel, since if this were true, we would be able to conclude that the
Fourier series of a continuous function converges pointwise. Unfortunately
this is not the case. Indeed, the Dirichlet kernel is a sign changing function
and it does not satisfy condition (2) above.

Figure 2.16: A family of good kernels.

The following theorem explains why good kernels are very useful. Because
of this result, the family {K.}.~¢ is sometimes referred to as an approximation
of the identity. Note that the theorem below immediately provides the proof for
Theorem 2.43 and Theorem 2.46 for the Poisson and the heat kernel, respectively.
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Theorem 2.55. Let {K.}.~0 be a family of good kernels and f :[-7,7] — C be a

bounded 27-periodic function. Then
lilr(l)(f * Ke)x) = f(x)

whenever [ is continuous at x. If f is continuous on the whole interval [-7, 7],
then the above limit is uniform.

THE MORAL: Thefact that the boundary and initial values are obtained is
based on a general properties of the convolution with approximations of identity.
On the other hand, this can be used to approximate a given function with smoother
functions. Several fundamental solutions of PDEs give rise to an approximation
of identity.

Proof. Let n>0. Since f continuous at x there exists § > 0 such that

lfx—y)—fx)<n

whenever |y| < §. Then by property (1) of a good kernel we can write
1 /2
(f * Ke)x)— f(x) = o (flx—y)— fDKe(y)dy.
-7

Thus

1
I(Ks*f)(x)—f(x)lsﬁ 5|Kg(y)||f(x—y)—f(x)|dy

lyl<

1
- f K. lIf - 3)— F@)]dy.
2 6<|ylsm

T 1
S—zzr IKe(y)ldy+— sup [f(@)l IKe(y)ldy.
-

T te[-m,n] o<l|ylsm

Now letting € — 0 the second term tends to zero by property (3) of the good kernels.
Since 1 > 0 was arbitrary, this completes the proof of the first part of the theorem.
For the second part note that if f is continuous on [—, 7] and 27-periodic, then
it is uniformly continuous. Thus the § > 0 in the argument above can be chosen

independently of x, which shows that the convergence is uniform in this case. O

Example 2.56. Let
1 x
Ke(x)= ~1{_pn (—) 0<e<1,
€ €

where

1, if x€la,b],
1 p1(x) =
0, otherwise,

is the indicator function (or the characteristic function) of the set [a, b].
Observe that

1 " 1
— | K (x)dx=— —dx=1, £>0.
27 J_n 27 J_en €
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m|-

m

Figure 2.17: A good kernel related to the integral average.

Thus for all € > 0 the function K, has the same total mass one, but as € — 0 this
mass is concentrated more and more around the origin. Now for any f € L1([—7,x])
we have

1 T
(f*K)x)=— | flx—0K(t)dt
2r J-x

1 e
=— flx—t)dt
2me J-ne
1 X+mE
- f F@)dt.
27 Jx—ne

Thus the value (f * K. )(x) is equal to the average of f on a symmetric interval of
length 27e around the point x. In this sense we can think of the convolution as an
averaging process. Observe that, if f is continuous at x, then

X+TE
lim(f * K.)() = lim —— f F&)dt = F ).
e—0 =0 27€ Jx—ne

This means that the pointwise value of a continuous function is the limit of the
integral averages.

2.15 Summary

The main steps in the application of the Fourier series to PDE problems are the
following.
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(1) The task is to find the solution u of an initial or boundary value problem
in a rectangular domain.

(2) Separate variables and insert the product solution to the PDE.

(3) This reduces the problem to two ODE.

(4) The two ODE are solved explicitly to find nontrivial special solutions.

(5) The general solution of a problem is a linear combination of nontrivial
special solutions.

(6) The initial or boundary conditions are used to represent the coefficients
using Fourier series.

(7) It is a matter of taste whether one wants to work with the real or the
complex form of the Fourier series.

(8) The solution of the original problem is represented as a convolution of
the data with a kernel function, which is a fundamental solution of the
corresponding problem.

(9) This gives an integral representation of the solution to the original problem
and the initial or boundary values are attained by using approximations
of the unity.



Fourier transform gives a method to solve PDEs in the
higher dimensional case. It has many properties analogous
to the Fourier series, but the functions do not need to be
periodic. Convolution plays a central role in the theory.

Fourier tfransform and PDEs

The theory of the Fourier series applies to periodic functions in the one-dimensional
case. In this chapter, we develop an analogous theory for functions defined on the
whole n-dimensional Euclidean space R, which are not assumed to be periodic.
The Fourier series of a periodic function associates the Fourier coefficients to
that function and, under certain assumptions, a function can be represented as a
Fourier series. In this section we shall see that, under certain assumptions, a func-
tion can be represented by its Fourier transform, which is a function associated to
the original function.

3.1 The LP-space on R**

We consider functions defined in the n-dimensional Euclidean space R*, n =1,2,....
We discuss briefly some aspects of the integration of such functions. A function
f :R"® — C is integrable, if

/ |f(x)|dx < co.
Rn

Here the n-dimensional integral is computed as an iterated integral

f f(x)dxzf---ff(xl,...,xn)dxl---dxn.
R" R JR

We begin with listing some basic properties of the integral.

(1) For f:R®™ — C and A cR", we have

‘fAf(x)dx

< fA f)]dx.

(2) If AcBcR", then
flf(x)ldxsflf(x)ldx.
A B

64
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3) If|fl1<|gl and A cR", then

f F0)ldx < f g(@)ldx.
A A

WARNING: Itisessential in (2) and (3) that we consider the absolute values
of the functions. The corresponding claims do not hold for real valued functions

that are allowed to change signs.

We recall the the definition of the LP(R") spaces. For 1 < p < oo, the space
LP(R") consists of functions f :R" — C such that

1
IF lr@ny = (fR If ()P dx) " <oo.

For p = oo we set
I/ | Loy = sup |f ()]
xeR™

It can be shown that LP(R"), 1 < p < oo, is a complete normed space (Banach
space) with the norm defined above, but this is out of the scope of this course.
Examples 3.1:

(1) Let f:R* - R, f(x) =1. Then |flLe®nr) =1 < oo, so that f € L®°(R").

However, ||fllLr®n) = 00, so that f ¢ L (R") whenever 1< p <oo.

(2) Let f:R—R,
1, |x|<1,
f(x)={ .

W’ |x| >1.
Then
fo's) 1 +OO_
flf(x)ldxz/ 1dx+2f —zdx=2+2 — =4<o0.
R lxl<1 1 X 10X
Thus f € LL(R).
3) Let f:R—R, f(x)= 17
Claim: f € L*°(R).
Reason. For any x €e R we have 1+ |x| =1 and
= <1
[f ()l T10a] ,
so that || fllLeo@) = supyeg [f (x)] < 1. n
Claim: f ¢ L'(R).
Reason. For x =1 we have
1 1
= —.
1+|x] 2x

Thus

des [Tt axs [ L4
> =>| —dx=o0.
fu@'ﬂx)' ¥ fl T+ ™ fl 2 4T .
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Claim: f € L2(R).

Reason.

1
2 _
flmlf(x)l dx= f[m A

1 1
= —dx+f ——dx
f\xlsl (1+1x])? >1 (1+]x])2

1
s[ 1dx+f —2dx
lx|<1 |x|>1 X
m_
=242 —=2+2=4<00. ™
1 X

THE MORAL: L?R) is not contained in L*(R). Note carefully, that this
is different from the case with an interval of finite length when we have
LA(-n, 7)) « LY([—m,7]).

(4) Let f:R—R,

1 .
-, if O<x<l1,
fla)=4 V¥
0, otherwise.

Then f ¢ L>®(R), because f is unbounded near x = 0.
Claim: f e L1(R).

Reason.
11
F(@)ldx = f L dv<oo.
ffo x b V& x <00 .
Claim: f ¢ L*(R).
Reason.
11
[ir@idz=[ Sdv=oco
R 0o X ]

THE MORAL: L(R)is not contained in LZ(R).

Remark 3.2. There are essentially two reasons why a function may fail to belong
to L1(R). The first reason is the decay of the function near infinity. For example,
the function 1/(1+|x|)? decays fast enough at infinity so that it belongs to L1 (R).
On the other hand, the function 1/(1 + |x|) does not decay fast enough so that it
would belong to L1(R). A second reason is that the function may blow up at a
given point. Typical example is the function that equals 1/|x| when |x| <1 and 0
otherwise. It blows up near x = 0 too fast in order to belong to L(R). On the other
hand, the function which agrees with 1/y/]x] when |x| < 1 and is 0 otherwise, also
bows up near x = 0. However, 1/y/]x] is integrable on |x| < 1 and thus it belongs
to L1(R). The borderline case for L(R), both at infinity and close to a point is
the function 1/|x|. This function does not decay fast enough at infinity in order to
belong to L(R). At the same time it blows up too fast near x = 0 in order to belong
to L1(R).
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3.2 The Fourier transform*

Let f : R" — C be a complex valued integrable function, that is f € L'(R?). The
Fourier transform f :R" — C of f is defined as

7o) = jﬂ; f@e i d,

where x-& =x1&1 +--- +x, ¢, is the standard inner product in R”.

THE MORAL: The Fourier transform is a replacement of the Fourier coeffi-
cients for a function defined on the whole space.

Remark 3.3. There are several alternative definitions for the Fourier transform

in the literature, for example,
f Flx)e™** dx, f Flx)e 28 dy  and (Zn)_%f Flx)e ™ dx.
R? R? R?

There is an analogous theory for these definitions and, as we shall see, the factor

27 appears somewhere in each of these choices.

We gather many useful properties of the Fourier transform in the following
proposition. Note that there are many similar properties for the Fourier coeffi-

cients of a function in LY([-7,7]), compare to Lemma 2.20.
Lemma 3.4. Let f,g € LY(R").

(1) (Linearity) af + bg(¢) =af(&)+bg(), a,b e C.

(2) (Boundedness) For every ¢ € R* we have
F©I< [ 17N = 1oy

This implies || fllzeomn) < If I 1@n)-
3) f(0)= fR fdx.
(4) (Continuity) If f € L1(R™), then f is continuous.
(5) (Dilation) Let f,(x) = & £ (Z), a > 0. Then £,(&) = f(ad).
(6) (Translation) For y € R” we have m(f) = eV Ef(E).
(7) (Modulation) For n € R* we have em)(cf) =f- ).

Proof. Follows from linearity of integral.

@IF@1=|[ foe=ds< [ |ree | dx= [ il

Follows immediately by inserting ¢ = 0 in the definition of the Fourier
transform.

Claim: ¢, — ¢ implies £(¢) — F(¢) as k — oo.
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Reason. Since the complex exponential function is continuous, we have
lim f(x)e %k = f(x)e 7.
k—o0
This implies that
lim 7(&) = lim f Flx)e 5k dx
k—o0 k—oo Jrn
= lim f(x)e ™k dx
R” k—o00

= fR f@e dx = f().

The fact that we can switch the order of the integral and the limit follows from
the Lebesgue dominated convergence theorem, since |f (x)e ™Sk | = | fx)| e LY(R")

for every £k =1,2,.... [ ]

(5)

— 1 . 1 . ~
Fa©)= [ o (3)er=an= [ —roeioriardy = fas)
Rr Q a Rr Q

Here we made a change of variables y = 7, which implies that dx =a" dy.
By a change of variable z = x + y, we have

8O =FEr©= [ fix+ye™dx
:f f(z)e_i(z_y)"fdz=f fz)e 2+ e gy
R R

=elVe jl;n F(@)e 4 dz = eV F(&).

em)(f)=f eix'"f(x)e_ix{dx:f Fla)et* i gy
Rn Rn

= f fx)e =D gy = f(& —n). O
Rn

3.3 The Fourier fransform and differentio-
fion*

The following proposition shows how the Fourier transform interacts with deriva-
tives. This turns out to be extremely useful as in many cases the Fourier transform
transforms a PDE to an ODE.
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Theorem 3.5. Let f € C1(R") and assume that ngj e LYRM), j=1,2,...,n. We
also assume that limy|—c f(x) = 0. Then
%(5): i&;f©), j=12,...,n.

THE MORAL: Differentiation is multiplication on the Fourier side. This is
the main reason why the Fourier transform is useful in the PDE theory. The
smoothness of f is reflected to the decay of /? (&) as |¢] — oo. Indeed, if f is very
smooth and several integrations by parts are allowed, then the theorem above
shows that powers of |¢| multiplied by f are bounded functions, because the
Fourier transform on the left-hand side is bounded.

Proof. Since limy|—o f(x) =0, an integration by parts gives

E ) _ i —ix-¢
72 0= fR e

0 L
- jl;anfl (jl;{ %fj(x)e médxj) dap...dxj-1dxji1 ... dxy

a
= f lim
Rr-1 |a@a—00 x

a ..
_‘[R . (‘[Rf(x)a(e ix gr)dgcj) dxi... dxj_ldxj+1 ...dxy
" J

f(x)e—ix'f) dxy...dxj_1dxji1 ... dxy,
a

= _fw FO)(=i&j)e™ ™ dx = i&; fR fe ¢ dx = i&; F(&). m|

Remarks 3.6:
(1) In particular, the previous theorem applies to a compactly supported
smooth function f € C3°(R™). Recall, that a function is compactly supported,

if it is zero outside a compact (closed and bounded) set.

(2) A vector of the form a =(ay,...,a,), where each component «; is a non-
negative integer, is called a multi-index of order |@| = a1+ -+ a,. For a

multi-index a, we define

dlaly
D% (x)= ——— ()
Oxyt...0xy
Let A =(A4,...,A,) €C" and denote 1% = /1‘1“ /l;'f" The function e : R" —
C,

e/l(x) — ex~/1 — ex1/11+---+xnﬂtn

’

belongs to C*°(R") and
D“e A= )L“e A
Consequently, every linear partial differential operator with constant

coefficients
P=PMD)= ) aD*:CPR")—CPR")

|lal<k
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we have

P(D)ey = Z aq\%e;.

|al<k
In other words, e, is an eigenvector corresponding the eigenvalue A% for
every operator P(D). Note that the PDE related to the operator P is

PDu= ) aeD%u=0.
la|<k

The idea behind the Fourier transform is that the partial differential
operator P can be better understood if the functions on which they act
are represented as linear combinations of the eigenvectors. Observe that
the set of eigenvalues is the whole C" and for this reason it is natural to
replace the linear combinations by integrals over 1. Indeed, P acts as a
scalar multiplication on each eigenvector and the scalar is the eigenvalue
corresponding the eigenvector. In practice this means that it is better to
consider the operator P on the Fourier side.

The following result deals with the case that the derivatives are on the Fourier
side.

Theorem 3.7. Suppose that f € L1(R") is such that the function —ixjf(x) €
L1(®"). Then f is differentiable and

8 _
I &= imf@©, j=12...n.
a¢;

Proof. By the chain rule

ol . R .
— (e = T (—jx &) = —ix e,
9¢; 9¢; /

Since —ix;f(x) € L1(R") we can calculate the Fourier transform as
“ix,; f@)(E) = f —ixjf(x)e * dx
Rn
= [ o= ax
R” o¢;

9
a¢;

in af
ix-¢ _
( N f(x)e dx) = _ij ©).

The order of the limit and the integral can be changed by the Lebesgue dominated

convergence theorem. O

THE MORAL: The decay of f(x) as |x| — oo is reflected to the smoothness
of 7. Indeed, if f decays rapidly as |x| — oo, then large powers of |x| multiplied
by f are integrable and an iteration of the theorem above shows that /? can be

differentiated several times.
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Example 3.8. Let f:R—R,

1, |x|<a,

0, |x|=a,

f(x) = 1(—a,a)(x) = {

that is, f is the indicator function of the interval (-a,a). Then the Fourier

transform of f is

¢ et gila_pmila  94in(qe)

, 0.
3 i§ ¢ ¢

fO=| f@e ™ dx=

Moreover

f(0) =f 1_q0)(x)dx =2a.
R

Observe that lim¢|—. f({) =0 and fe L2(R), but /?GC LYR). The function f has
a compact support and thus /? € C*°(R), that is, it has derivatives of every order.
This is in accordance with the previous theorem.

NN, NN
VIV

Figure 3.1: The graph of the Fourier transform 1/(,17).

WARNING: This example shows that f € L1(R) does not imply that f € L1(R).

Example 3.9. Let f:R—R,

e ™ x>0,
flx)=
0, x<0,

and g:R—R,

xe ™ x>0,
glx)=
0, x<0O.



CHAPTER 3. FOURIER TRANSFORM AND PDES 72

Then

a e—x(1+i£)

7o) = f =40 g0 - lim

e—a(1+i§) -1 1
=—lim - = -
a—oo 141l 1+

THE MORAL: The Fourier transform of a real valued function may be a

complex valued function.

On the other hand,

£O =370 = - ~TxT ) = —6—’;@)
_ii( 1y 1 - 1
T i 0E\1+iE) —i (1462 (1+io)2

Here we used Theorem 3.7, but a direct computation works as well.

Example 3.10. Let f :R— R, f(x)=e "I, Then

f(f)—fo et [Te ey T p =
)l T M T T T 1rie 14

3.4 The Fourier transform of the Gaussian”®

Next we calculate the Fourier transform of the Gaussian function. This will be

very useful for us later.
Example 3.11. Let f:R—R, f(x)=e *". Then
Fl(x) = —2xe™* = —2xf(x) e L\(R)

and
&) = —2xF )(©) = 2i i f ().
Theorem 3.7 and Theorem 3.5 imply

—’2(5) - TR = ——f )= ——sz(é) - —Ef(f)

Thus /? satisfies the ODE

T+ LF0=0 = 2 (F0e™) =0 = iy = ce

for some constant c. In order to specify the constant, we observe that

=£(0)= f e ™%
R
Claim:fe_x
R
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Reason. An integration in the polar coordinates gives

2
oo~ ([ 0
f f e der—f f 1dSdr
HB(Or) 6B(0r)

—2nr
a

00 2 1
:271[ re”” dr=2n lim ——
0 2

a—o0

Thus ¢ = £(0) = /7 and
F@& = yme

Remark 3.12. By Lemma 3.4 (5), we have
x
&

R = 2me 2.

This shows that g(x) = e=*2 is an eigenfunction for the Fourier transform corre-

)(f) = V2f(V28),

e

which implies that

sponding to the eigenvalue V27, that is,
g=V2ng.
Then we consider a higher dimensional version of the previous example.

Example 3.13. Let f:R" - R, f(x) = ¢~* Then
}?(f)=f e_‘x|26_ix'§dx=f e_x'x_ix'fdxzf ezyzl(_x?_ixjfj)dx
- &
f H x ijfjdx f fl_[e xj ix; del dxn
j=1 R
= l_[ x ‘xJ%Jd l_[ lxjfj dx
- n — _yn 2 n
= ]‘[ e xj(fj) =[] Ve G _ (e Tt = g ol
J=1 J=1

by the one-dimensional result in the previous example.

3.5 The Fourier inversion formula™

The problem we consider in this section is the following: If we are given f can
we determine f? The Fourier inversion theorem will state that, under certain
assumptions, we have

fw=e@n™ [ foear.
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Note a beautiful analogy to the definition of the Fourier transform. This is a
deep result and it is instructive to see what happens if we try to prove directly by

substituting the formula for f (&) into the integral above. If we do this, we have

[ Foecae=[ ([ roeiviay)eias

= f f(y)(f e“x—y)'fdf)dy.
R® R™
—_—

=2
This does not work out, because the inner integral does not exist, that is, the

function is not integrable. Thus we have to choose another approach.

Theorem 3.14 (Fourier inversion theorem). Let f € L1(R") be a bounded and
continuous function and assume that f € L1(R"). Then

Fx) = @m)" fR F©ede
for all x e R™.

THE MORAL: Afunction can be recovered from its Fourier transform. This

corresponds to the Fourier series representation of a periodic function.

Proof. Step 1: Let K :R" — R, K(x) = 7 5e 1 and

Jx[2

1 n
K, (x)= —nK(f) =n"2a " &, a>0.
a a
Then
f Kx)dx=K(0)=n"%n% =1,
Rn
R 2
since K(&) = e~ T by Example 3.13.
Claim: [, K,(x)dx=1for all a > 0.

Reason. By the change of variables y = 7, dx = a" dy, we have

1 1
f Ka(x)dx:f —K(f)dxzf —K(y)a"dy=1.
R” R” an a R” an | |

Claim: For every r >0, we have f{lx‘;r}Ka(x)dx —0asa—0.

Reason.

1 x 1
K (x)dxzf —K|- dxz[ —K(y)a"dy—0,
f{mzr} ¢ {lx/zr} @™ (a) {yi=z} a”

as a — 0. Observe that

. 1 w
22 Syysy an EOE ‘ili’%fwmy Mtz g} )by

- jl;zn K(y)zlzi—I»I(l)l{lylzg}(y)dy =0.

Here the order of the limes and the integral can be switched by the Lebesgue

dominated convergence theorem. n
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Figure 3.2: Kernel K, (x) with different values of parameter a.

Claim: [, f(x)K,(x)dx — f(0) as a — 0.
Reason. Since f € C(R"), for every € > 0 there exists r > 0 such that
€
If (x) = £ (0)] < 3

whenever |x — 0| < r. This implies

‘fnf(x)Ka(x)dx—f(O)' = fﬂf(x)Ka(x)dx—f(O)ana(x)dx
R R R -

_ ’ fR Ko )~ fO)dx

<[ EK@if@-ro)ds+ f Ko)lf ()= F(O)) da

lxl<r {lx|=r}

< gf Ko (x)dx+2 sup |f(x)| K (x)dx<e
Rn

xeR? {lx|=r}

~

=1 A
<3

by choosing a > 0 small enough. Here we used the previous claim.
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Step 2: By changing the order of integration

[ Fswae=[ e[ rweax|ac
= [ [ rwe@e =< acax
- [ ([ g0eae) ax
=fRn fx)g(x)dx.

Let g, :R" — R",
Jax|2

gax)=2m) e 4, a>0.

Then
aO=en e 8 @ =en™ (%) e~ ll? (gf)
a a
2\* . _1|z)? n e
:(271)_”(5) w2e dlal =g 2 e la =K, ().

In the second equality we used Lemma 3.4 (5) and in the third equality Example
3.13.
Step 3:

£ = lim f FKa(x)dx (Step 1)
a— [R"

= lin(l)f f@)g.(x)dx (Step 2)
a— [Rn

= lim fR FOgadt (Step2)

- [ Fenimga© as
' =Q2m)"

=@2n)™" fR f©ade.

This proves the claim for x = 0. The general case follows by denoting F'(y) = f(x+y).
Then

f(x)=F(0) = 21) " fR F©)de
—en" [ e
0" [ Foede.
The last equality follows from Lemma 3.4 (6). O

Remark 3.15. The previous theorem holds true under the substantially weaker
hypothesis that f € LY(R") and f € LY(R"). This is not so surprising since the
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Fourier inversion formula can be written as
f@=en™ [ e ag= o v,
Rn

Thus the function f is given by a Fourier transform of the function f e LY(R") and
it is automatically continuous and bounded.

As a corollary we get a uniqueness result for Fourier transforms. Namely, if
two functions f,g € LY(R") have the same Fourier transform, then they must be

the same function.

Theorem 3.16. Let f, g € L1(R") be continuous functions. If f (&) = g(¢) for every
¢ e R” then f(x) = g(x) for every x € R™.

THE MORAL: A function is uniquely defined by its Fourier transform.

Proof. We note that f/—\g =f- & =0, which implies f/:Tg € L(R"). By the Fourier

inversion theorem, see Theorem 3.14, we have
f)-g = [ Fogioe= e

=@2n)™" fR (F&)-8©E)e**dE=0

=0

for every x € R" and we are done. d

3.6 The Fourier transformation and con-
volution

Let f,g :R" — C. The convolution f * g :R" — C is defined by

(f*g)(x)=fw fx—-y)gy)dy,

whenever this integral exists.
THE MORAL: The convolution on R” has a similar role in representation
formulas for solutions of PDEs as in the one-dimensional case.

This operation is commutative f * g = g+ f and associative (f xg)*h = f *(g*h).
To prove commutativity, fix x € R” and make the change of variables z = x — y,

which implies y =x —z and dy = dz. This implies
(f * g)x) = fR F-ygydy= fR [@g-2)dz= (g * ).

We leave it as an exercise to show that (f x g)xh = f *(g x h).
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Then we consider the question, that for which functions the definition makes
sense. Assume that f, g € L1(R"). Then

dx

fw I(f*g)(x)ldx:fw UR Fe— g dy

s[ |g(y)|(f If(x—y)ldx) dy
RIL Rn

zf |g(y)|(f If(z)ldz)dy

R" R”

_ f F(2)ldz f g)ldy,
g R

from which it follows that

I *gllLigey < If L1 gmy 181 L1RR) < 0O
In particular, this implies that f * g € L1(R?).

WARNING: Note that this is not obvious. In general, a product of two inte-

grable function is not necessarily integrable.

Theorem 3.17. Assume that f,g € L1(R"). Then
f*g@&)=F©8e
for every ¢ e R™.

THE MORAL: Convolution becomes the standard multiplication on the Fourier
side. This will be very useful when we derive representation formulas for solutions

to PDE and this is one motivation for the definition of a convolution.

Proof. Since
(f % g)x)e = = fR Qg y)e = dy
= f Fe W gx—y)e gy,
Rn

we have

—

Fre®= [ (7« @ue ™ dx
= f f f(y)e—iy'fg(x _y)e—i(x—y)'f dydx
n Rn
=f f(ye ¢ (f glx—y)e 1=V dx) dy
r® Rr

- [ e[ e@e=az)ay=Fogo, 0

=8

Next we present a corresponding result for the Fourier transform of the product.

This can be seen as a dual result of Theorem 3.17.
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Theorem 3.18. Assume that f,g,f,ge L1(R"). Then
fe® =@ ™™F *2)E)
for every ¢ e R™.

THE MORAL: Product becomes convolution on the Fourier side.

Proof. By the Fourier inversion theorem
Fo©)= [ rogeoe < dx
= fR ) ((2::)‘" fR ) Fpe™n dn) gx)e ™ dx
=@2n)™" fR ) fR ) Fimgx)e =€ dxdn

= (27:)7”[ ) (f g(x)e =M dx) dn
R" "

J

=§6§—n)
=©2m) " (f * 8)). O

3.7 Plancherel’s formula®

Assume that f € L1(R") is such a function that 7 € L' (R") and denote f*(x) = f(—x).
Then L

RO =F©.
Define g(x) = (f * f*)(x). By Theorem 3.17 we have

S

O =+ 1O = OO = FOFO = @),
On the other hand
- #0 — _ yone S 2
¢0= [ o) 0-ndy= [ foFGIdy=[ 1feEdy

and the Fourier inversion formula implies

fR P dy=gO=@n" fR E©de=@n " fR NGRS

THE MORAL: The L2(R") norm of the Fourier transform is the same as the
L2(R™) norm of the function up to a multiplicative constant. This can be used to
define the Fourier transform of a function an LZ(R") function, but this is out of the
scope of this course. The factor (27)™" appears with our definition for the Fourier

transform, but there are different scalings in the literature.
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3.8 Approximations of the identity in R**

In this section we study approximations of the identity in the higher dimensional

case.

Definition 3.19. Let {K.}.>0 be a family of functions K, : R” — C, with the follow-

ing properties.
(1) For every ¢ >0 we have [pn K (x)dx = 1.
(2) There exists some constant M > 0 such that, for every € > 0 we have
f |[Ke(x)|dx< M.
RYL

(3) For every 6 >0, we have

lim |[Ke(x)|dx =0.
e=0Jjx|>5}

Then the family {K.}.~o will be called a family of good kernels.

These families of good kernels play the same role as the good kernels in the
2m-periodic case, see Section 2.14. In fact, we shall consider the analogous theory
in the higher dimensional case. The importance of good kernels is contained in

the following result.

Theorem 3.20. Let / € L1(R") be bounded and continuous at x € R® and let
{K¢}eso be a family of good kernels. Then

yf%(KE * ) = f(x).

If f € Co(R™) (a compactly supported continuous function) then K, * f — f uni-

formly as € — 0.

THE MORAL: Approximations of the identity give an interpretation that the
convolution K, = f can be seen as a weighted integral average. The pointwise
value of a function is replaced with an integral average, which converges to the

value of the function as € — 0.

Proof. The proof is similar to the one in the 2n-periodic case. Let 1> 0. By the
continuity of f at x there exists § > 0 such that

If(x—y)—f(x)l<$ when |yl <3, 3.1)

where M is from property (2) of a good kernel.
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For x € R" we use property (1) of the family of good kernels to have

(Ko * @)~ )] = ‘ [ Kwre-pay-re|[ Ke(y’dy)‘
< f If(x—y) - F@IKldy
{lyl<6}

[ i) F@IEIdy
{lyl>0}
=11+1s.
For I{ we use (3.1) to obtain

ni< g [ Ky <

N3

For I3 we choose € small enough so that

n

Keldy < ————,
f{\y|>5; ¢ 4[| f | Loon)

which is possible by property (3) of the good kernel. Observe that since [ is
bounded we have ||flLo®r) < co. On the other hand, we may assume that
Il £ lLeown) > 0, otherwise f =0 and the claim is clear. Thus

[I2] < 2||f||L°°([Rn)f IKeDIdy < Q-
{lyl>6) 2

Summing up the estimates for I; and Is we obtain
(K¢ * f)x)— fx)l <n

when ¢ > 0 is small enough. This proves the desired convergence at x.

If f is continuous with compact support it is bounded. Furthermore, it is
vanishing outside a compact set so it is uniformly continuous. Thus the § in (3.1)
can be chosen to be the same for all x € R” which shows that the convergence is

uniform in this case. a

Example 3.21. Let K :R" - R, K(x) = ¢~"*” be the Gaussian function and

Jx[2

1 .
Ka(x)z—K(f)zn—fa‘”e Z, a>0.
a a

Then the proof of the Fourier inversion theorem 3.14 shows that {K;},~0 is a

family of good kernels.

Example 3.22. For ¢t >0, let H; : R" — R,
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Then H; is called the heat kernel for the upper half plane and, as we shall see, it is
related to the time dependent heat equation in the upper half plane. Furthermore,
H; can be given as

Hw) = — 1{( a )—- L oo L %
5T Wamor . \Vamt) T (Vamor (4rnt)’

where K(x) = e ™% Then {H}}s>0 is a family of good kernels as in Example 3.21.

Example 3.23. Forr>0,let K, :R" - R,

where B(x,r) ={y € R” : |[x — y| < r} is the open ball with the center x € R” and
radius r > 0. |B(x,r)| denotes the n-dimensional volume of the ball. Then {K,},-¢

is a family of good kernels and

(K= f)x) =

|B(0 > f FO g0 - y)dy

1p¢ ) (y)d
- oy o F OOy

1
[B(x, )| JB(x,r)
is the integral average of f over the ball B(x,r). Here we also used the fact that

fydy

the volume of a ball is independent of the location. The previous theorem tells
that

lim ——— (»dy=f(x)
r—0|B(x,r)| B(x,r)f ndy=f
if f is continuous. This means that the pointwise value f(x) is a limit of the

integral averages over balls centered at x as the radius tends to zero. It is also

possible to show this directly form the definition of continuity.

THE MORAL: Approximations of the identity can be constructed by using one
function by rescaling.

3.9 The Laplace eqguation in the upper
half-space

In this section we consider the Laplace equation in the upper half-space
R™ = {(x,y): x € R, y > O}

We assume that the boundary function g is a continuous and bounded function
defined on AR™*! = R x {0} and consider the following Dirichlet problem

- 62” 62 n+1
Aulx,y)= ). P 2(x N+ g (x =0, (,yeR™,
j=1 (3.2)

u(x,0)=g(x), xeR".
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Observe that here the Laplacian is taken with respect to all n + 1 variables.
Physically this models the case when the temperature does not change in time and
that the temperature u(x,0) at the boundary is given by the function g(x). We look
for solutions u € C2R?*1)n C(R?*!) of this problem. This means that u is twice

continuously differentiable (all partial derivatives of u of second order exist and

are continuous) and that u is continuous up to the boundary. The differentiability
condition guarantees that the partial derivatives in the Laplace operator make

sense and the continuity up to the boundary is needed for the boundary condition.

i T
IR: | W

Figure 3.3: The Laplace equation in the upper half-space.

Step 1 (PDE on the Fourier side): To solve this problem let y > 0 be fixed
and denote
u,y)= f ulx,y)e *¢dx, &R, y>0.
[Rn,

Observe that we take the Fourier transform of u in the x variable only. By Theorem
3.5, we obtain

A

2u
— &)= lfja &) =GN, y) = -EaE,y), j=1,..,n,

62

and, by switching the order of differentiation and integration, we have
—(s,y) f (x e *odx

; 0%a
- —ixd g | =
o UW u(x,y)e”"**dx| = 372 &)
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It follows that
0=Au(,y)
=&,y ...~ EaE,y)+ Z%Z(sﬁy)
= —E120(E, ) + ZZTZ(f,y).

This is the Laplace equation on the Fourier side. Compare to Remark 2.47 for the
Fourier series. Note that, under appropriate assumptions, the Fourier inversion
theorem 3.14 implies Au =0 < Au =0.

THE MORAL: The Laplace equation becomes an ODE on the Fourier side.

Step 2 (Solution on the Fourier side): For a fixed ¢ the solutions of the
ODE for @ are of the form

4, y) = c1(9e + ca()e V.

Note here that, as ¢ is fixed and we solve the ODE in y, the constants c¢; and cg
may depend on ¢ € R”. We disregard the first term on the right hand side, since
el¥ly — 0o as |&] — co. This corresponds to the physically irrelevant unbounded
solution and we are left with

(¢, y) = ca()e Y.
The boundary condition on the Fourier side implies
c2($) = u(5,0) = g($)

and thus
e, y)=g©e Y, Eer, y>o0.

This is the candidate for a solution of the Dirichlet problem on the Fourier side.
Step 3 (Solution to the original problem): The Fourier inversion theorem
3.14 gives

utey) =0 [ atye=de
=(2n)‘”f e 1t g(&)e*t dg
Rn
=@2m™ fR P, (H)E(©&)e™* d¢,

where I/’;(f) = ¢ Kl The function P, (x) is called the Poisson kernel for the upper

half-space. Observe that at this point we only know the Fourier transform of the
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Poisson kernel. By Theorem 3.17, we obtain
u(x,y) = (2n) ™" fR Py(©B(e™ d¢
~@n" [ Pyrg@eds
= (P, + g)x) = fR Pyx-2)g(2)de.

Here we used the Fourier inversion formula again.

THE MORAL: The solution of the Dirichlet problem in the upper half-space is

a convolution of the boundary function with a Poisson kernel.

Step 4 (Explicit representation formula): We thus need to find, for every
y >0, a function P, (x), x € R", such that P,(¢) = e~?¥l. Indeed, it is possible to find
an explicit formula for the function P, will be the Poisson kernel for the upper

half-space.
Lemma 3.24. For x € R” and y > 0 we define

1
T y
n+ n+l?

Py(x)=P(x,y) = T
2z (x2+y3)72

xeR®, y>0.

Here F(”T“) is a dimensional constant given by the I'-function
(o0}
I'(s) =f x*te™*dx.
0

The following evaluation of an integral plays a role in the proof of Lemma 3.24.
Lemma 3.25.
-S ﬂ2

1 (e
*ﬁ:_f ¢ o hrd 0
e e s, > 0.
VaJdo s p

Proof. First we observe that, for ¢ € R, we have
b 2
f e Se 5 ds =
0

e HI(E) =

0o e—s<1+.52) 1

o —(1+e2) 1+

By Example 3.10
2

1+¢2°

The Fourier inversion theorem gives

eLxE

1 v Ev o ].
—lxl — _— — x| [£7 P
e Ol nfwuezd‘f
1 * -3 —362 ixé
=—f ] e ’e ds|e™ dé&
7w Jr\Jo
= lfooe_s (f e8¢ gl dcf) ds.
T Jo R
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By Example 3.11 and Theorem 3.4 (5), we have
T
e’%(f) = Vasme .

\x\z

By the Fourier inversion theorem
f e (e dE = \ /ff e eix g,
T JR

2
———e e T ds.
O

This implies
—Jxl f 1
el —
R VT

The claim follows by choosing x =
Proof (of Lemma 3.24). First we prove the claim for y = 1. Since P(¢,1) = P1(é) =

Kl the Fourier inversion theorem and Lemma 3.25 give

P(x,l):(zn)—nf e leixt g¢
Rn
P )df

—(2n)”fw fo(\/_f —e‘Tsds
OOe—S
=(27) " 5 olx€ )
@n) —ﬁfo —\/g(fwe 5 e e ds.

We shall evaluate the inner integral in the formula above. By Example 3.13 and

112

4s |

Theorem 3.4 (5)
s|x|z(5)=;:mz(5):(@_n;w(i)=(\/§) nie
Vs

By the Fourier inversion theorem

e = (2m) f e~ ()i e
[Rn
_n _l2 ix-&
fe is e dE.

=(2n) "nts"?

Thus
e Mleivt g

Plx,1)=©21)" f
Rn,
e ! - e~ dg
-2

— -n 1

=G0 ﬁfO %(Zﬂ)*"n%s 2

31 Y fwe_ss%ds
2+ iz Jo

) 1

(2 + 1)

7 (
r(nl

2
ntl
2

n
T

This proves the claim for y =1



CHAPTER 3. FOURIER TRANSFORM AND PDES 87

The case y > 0 follows by a change of variables and the previous formula

P(x,y)=(2n)_”f e_yl‘t'eix‘fdg
Rn

<

=2n) "y " f e Klei®y g

Rﬂ
¢ty 1
T e W
T
(5[ +1]
r%gt) y
= n+l

This completes the proof. O

1.25]

Figure 3.4: The graph of the Poisson kernel in dimension n = 1 for
y=0.5(red) and y = 0.3 (blue).

The Poisson kernel has the following properties.

(1) Py(x)> 0 for every x € R" and y > 0.

(2) For every y >0 we have
f P,(x)dx=P,(0)=1.
Rn

(3) The Poisson kernel P(x,y) = P,(x) is a solution of the Laplace equation
in the upper half-space R?*1. It is called the fundamental solution in the
upper half-space RTI, since all other solutions can be represented as a
convolution with it.



CHAPTER 3. FOURIER TRANSFORM AND PDES 88

Remark 3.26. Denote P(x) = P1(x). Then
1
Py(x)= —P (f) xR, y>0.
y Yy

This means that the Poisson kernel P, (x) with y > 0 can be obtained from P1(y) by
rescaling, compare to Example 3.21. This formula has the following consequences.

First, by the change of variables z = %, dz = J%dx, we have

1 x
P (x)dxz—f P(—) dx
fw 7 y e \y
1
:—f P(z)y"dz
¥ Jre
=| Px)dx=1, y>0.
[Rn

n+1

Thus the dimensional constant ¢, = —2;~ appearing in front of the Poisson kernel
N
gives "
1
C"_[ Py(x)dx = cnf P(x)dx = cnf ———=dx=1, y>0.
R" R R (|x|2+1) 2

Second, from this we can see that {P,},¢ is a family of good kernels. Indeed, all
the properties of a family of good kernels in Definition 3.19 are satisfied except
maybe the third. To see the third property in Definition 3.19, we show that

lim [Py(x)ldx =0.
y—=0J|x|>6

for every & > 0. By the change of variables z = f, dz = 3%dx, we have

1
f Py@)ldx=— [ P (f) dx
|x[>6 Yo Haxl>er \Y

- P(z)d
~[{z|>z} z)az
:fw L2 (P dx.

For every x € R* we have

lim1 (x)P(x)=0.
y=0 { }

[
x>

Furthermore, for every y >0 and x € R* we have

I1{|x‘>§}(x)P(x)| <|P(x) € LYRM.

Thus we may change the order of limit and integral by the Lebesgue dominated

convergence theorem and obtain
limf P,(x)|dx =f lim1 (x)P(x)dx =0,
35 Jy 1) wry—0 {3}

which shows the third property of good kernels.
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We collect our findings in the following result.

Theorem 3.27. Let g € C°(R"). The solution to the Dirichlet problem (3.2) is

u(x,y) = (g * Py)(x) =

n+l
T 2

F(”T“)f g(2)y
R" (jx— 2|2+ y2) T

The boundary condition is taken in the sense that

1in(1) u(x,y)=g(x) forevery xeR".
y—>

WARNIN G: The boundary condition cannot be verified by inserting directly
y =0 to the formula above. Thus the limit interpretation with the approximation

of the identity is needed for the boundary values.

3.10 The heat equation in the upper half-
space

The general form of the heat equation is
us(x,t)— Au(x,t)=0,

where the Laplace operator is only in the x-variable

n 52
Aulx,t)= Y Z—Z(x,t).

—1 0x4
J=1 J

We consider the initial value problem

ui(x,t)—Au(x,t)=0, xeR*, t>0,
3.3)

u(x,0)=g(x), xeR™.

This is called the Cauchy problem for the heat equation. Physically this models
the case when the initial temperature u(x,0) at the moment ¢ = 0 is given by the
function g(x) and we would like to know the temperature u(x,¢) for ¢ > 0. Here we
look for solutions u € Cz(RTl)nC(W). This means that u has continuous second
order partial derivatives in the upper half-space R**! and that u is continuous up
to the initial boundary R" x {y = 0}.

Step 1 (PDE on the Fourier side): Let ¢t > 0 be fixed and denote by @(¢,#)
the Fourier transform of u(x,#) in the x-variable

(1) = f u(x, e~ ¥ dx.
Rﬂ
On the Fourier side, the heat equation becomes

_— o~ ou
0=u;—AulE,t)=u:(, ) — Aul,t) = a—l:(cf,t)+ E1P0(E, B).
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> R”

Qu(x,oﬁ——g (%)

Figure 3.5: The heat equation in the upper half-space.

This can be seen in the same way as for the Laplace equation. Compare this to
Remark 2.47 for the Fourier series.
Step 2 (Solution on the Fourier side): The solution of this ODE for a fixed
EeR" is
Q& 1) = c(©e T,

The initial condition u(x,0) = g(x) gives
c(§) =u(,0) = g()

and thus
(1) = B(@E)e

This is the solution on the Fourier side.
Step 3 (Solution to the original problem): By the Fourier inversion theo-

rem
w(x,t) = (2m)" f A, et de
Rn
—@n™ f e e g
Rn

—@n™ fR HA(O8©™ de,
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where I/{\t(gf) — ¢ 16t Observe that IfI\t is a Gaussian function. By Theorem 3.17,
we have

u(x,t) = (2m) " fR ) H/(O)g©E)e™ d¢
- @™ fR H v g©e™¢de
= (Hy 0= [ Hia-g)dy.

Here we used the Fourier inversion formula again.
Step 4 (Explicit representation formula): We claim that if

_ a2

H;(x)= e i, xeR" t>0,

(Ant)

then H;(&) = e ¥*t. The function H, is called the heat kernel in the upper half-

space. Observe that it is a Gaussian function.

Reason.

Ho=— I ! _ (/v (¢)
47t)2 (4rt)2

1 —
= VTRV Wemma 3 @)
Tt)2
=g h B e I2VEIMA _ oIt (Example 3.13) -

THE MORAL: The solution of the initial value problem for the heat equation
in the upper half-space is a convolution of the initial value function with the heat
kernel.

The family {H;};~¢ is a family of good kernels related to approximations of the
identity, see Example 3.22. Moreover, the heat kernel H(x,t) = H;(x) is a solution
of the heat equation in the upper half-space [RZTI. It is called the fundamental
solution in the upper half-space R’f’l, since all other solutions can be represented
as a convolution with it.

Theorem 3.28. Assume that g € C3°(R"). The solution to the Cauchy problem
(3.3)is

2

ulx,t)=H; * g)x) = fe_%g(y)dy, xeR®, ¢>0.
[RTL

(471t)%

The initial values are attained in the sense

11116 u(x,t) = g(x) for every xeR".

WARNIN G : The initial condition cannot be verified by inserting directly ¢ =0
to the formula above. Thus the limit interpretation with the approximation of the

identity is needed for the initial values.
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Remark 3.29. We consider the nonhomogeneous initial value problem

{ut(x,t)—Au(x,t)z flx,t), xeR®, t>0, G

u(x,0)=g(x), xeR”.

On the Fourier side, the equation becomes
ou -
57 GO+ EPaE =)
and after a multiplication through by ¢t we have
T 6/\ c c -~
e‘gl2ta_l:(f,t)+ PP, o) = e TU (),
For the left-hand side, we observe, that
jei2e 0% et 1208 1y O (I

M D+ a0 = — (a0

Thus by the fundamental theorem of calculus, we have
2 £t 2 LI S
a0+ a 0 = [ 2 () ds= [ fEnds
o Os 0
and, using the fact that @(&,0) = g(¢), we obtain
2 4 9 -
a0 =e g+ [ I s ds
0
By the Fourier inversion theorem
u(x,t) = (2m) ™" f a(E, et de
Rn
. t - ~ ;
= (2”)%[ e Pt gE)ei  de +(27t)’”f (f e P9 Fe s)ds|ei*t de
R? R \Jo
. t — o~ .
o | H©poe s [ enr [ HLofcoedids

t
— (H, % g)x)+ fo (Hyos * £ 8)x)ds

1 x—yl2
=— f e T g(y)dy
(4nt)e Jre

¢ 1 _‘i

+f —n/ e %9 f(y,s)dyds.
0 (4n(t-s))2 Jrm

Thus the solution of the inhomogeneous problem can be represented using the

solutions of the homogeneous problem given by Theorem 3.28. This is so-called
Duhamel’s principle. We shall return to this later in Section 5.3.

Example 3.30. Let us consider the initial value problem for the Schrodinger equa-
tion

iug(x,t)+Au(x,t)=0, xeR", ¢>0,

u(x,0) = g(x), xeR”.
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Here u and g are complex valued functions. If v(x,t) = u(x,it), where u is as in

the representation formula above, we have

v(x,t)=

. |x— \2
@ fﬁ.L el i g(y)dy, xeR', t>0.
Tl n

Here
i3 — pulogi _ pgloglil+iargi) _ ,gargi _ 5
We can check by a direct calculation, that u is a solution of the Schrédinger

equation above. Indeed, if v(x,t) = u(x,it), then
dv 0 . . . . . .
B_t(x’t) = a—t(u(x, i) =iusx,it) = iAulx,it) = iAv(x, ).

The function

el ar

W(x,t)=

o , xeR", t#£0,
4mit)z

is called the fundamental solution of the Schriodinger equation. Note that the
formula u = f * ¥ makes sense for all ¢ # 0. Thus this gives a solution to the
problem

iug(x,t)+Aulx,t)=0, xeR"”, teR,
u(x,0)=g(x), xeR".

In particular, the Schrédinger equation is reversible in time, whereas the heat

equation is not. We shall return to this point later.

3.11 The wave equation in the upper half-
space
The general form of the wave equation is
up(x,8) — Aulx,t) =0,

where the Laplace operator is only in the x-variable

n 92
Aulx,t)= Y Z—Z(x,t).

— X
Jj=1 J

One can think of the wave equation as describing the displacement of a vibrat-
ing string (in dimension n = 1), a vibrating membrane (in dimension n =2) or an
elastic solid (dimension n = 3). In dimension n = 3 this equation also determines
the behavior of electromagnetic waves in vacuum and the propagation of sound

waves.
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The general goal is to find a solution of the Cauchy problem for the wave
equation
up—Au=0, xeR*, >0,
u(x,0)=g(x), xeR",
ui(x,0)=h(x), xeR™
Step 1 (PDE on the Fourier side): Let ¢t > 0 be fixed and denote by #(¢,#)

the Fourier transform of u(x,t) in the x-variable
(b = f u(x, e dx.
Rn

Step 2 (Solution on the Fourier side): On the Fourier side, the wave
equation becomes

P _ 8%
0= (s — D&, ) = @&, ) — AulE, b) = a—t;‘<f,t>+ 12T, B).

The solution of this ODE for a fixed ¢ € R” is
(S, t) = c1(§)cos(¢1t) + ca($) sin([S12)

for some functions ¢1(¢) and cg(¢). Taking the Fourier transforms of the initial

conditions we obtain
8()=u(,0)=c1({) and }Al(f) =u:(£,0) =1¢lcald).

Thus the solution on the Fourier side can be written in the form

8, 1) = B cos(E10)+ A(E) Sinl(f'f'”.
Step 3 (Solution to the original problem): By the Fourier inversion formula
G =@ [ (g?(:)cosuat) + E(é)“ﬁlf'”) e de 3.5)
Denote .
B0 = Si“ff'f't) and F,(0) = cos(€10 = (0.
Then

ulx,t) = (2m)™" fR (8©7@ +h@B©) e e
- (2”)7’1[ (m(f) + R D¢ )) et d¢ (Theorem 3.17)
RTL
=(g* V)(x)+ (A Ds)(x). (Fourier inversion formula)

Now the problem is how to determine functions ¥; and ®; and what is the
interpretation of the representation formula above. This is a hard problem and
we shall return to this later. A direct calculation shows that the u given by
the formula above does indeed solve the Cauchy problem for the wave equation.
Furthermore, the solution to the Cauchy problem is unique, but we will not prove
this here.
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3.12  Summary

The main steps in the application of the Fourier transform to PDE problems are
the following.

(1) The task is to find a solution of an initial or boundary value problem in
the half-space.

(2) Take the Fourier transform of the PDE and of the initial conditions, with

respect to the space variables.
(3) This reduces the problem to an ODE.
(4) The ordinary ODE is solved on the Fourier side.

(5) The initial or boundary conditions are used to determine the free parame-
ters.

(6) The Fourier inversion formula gives the solution of the original problem.

(7) The solution of the original problem is represented as a convolution of the
data with the fundamental solution.

(8) This gives a solution to the original problem and the initial or boundary

values are attained by using approximations of the unity.



Boundary value problems for the Laplace equation in sub-
domains of the higher dimensional Euclidean space appear
frequently in natural sciences and engineering. We de-
rive representation formulas and study general properties
of solutions to the Laplace equation. In this process we
shall encounter fundamental solutions, Green’s functions,
mean value property, Harnack’s inequality and maximum

principles.

Laplace eqguation

The n-dimensional Laplace equation
Au=0

and the Poisson equation
-Au=f

appear frequently in natural sciences and engineering. Recall that

n 62
Au = Z —u.
j=1 6.76

~. Do

Let Q be an open subset of R”. The problem is to find a function u € C2(Q) such
that it is a solution to the Laplace or Poisson equation in Q. Physically, solutions
of the Poisson equation correspond to steady states for evolutions in time such as
heat flow or wave motion, with f corresponding to external driving forces such as

heat sources or wave generators.

Definition 4.1. A function u € C2(Q), which satisfies Au = 0 in Q, is called a

harmonic function in Q.

We have already seen examples of harmonic functions, see Theorem 3.27. In

this section we take a more systematic approach to the Laplacian.

4.1 Gauss-Green theorem

We shall need certain integral formulas to be able to study the Laplacian. Here
we assume that Q is a bounded and open subset of R* and that the boundary 6Q
is smooth. This means that the boundary can be locally represented as a graph

96
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of a smooth function. The closure of the domain is a union of the domain and its
boundary, that is, Q=QudQ. We say that u € Cl(ﬁ), if u € C1(Q) is such that u
and all partial derivatives gT“j, Jj=1,...,n, can be extended continuously up to the
boundary 9Q.

Theorem 4.2 (Gauss-Green theorem). Assume that u € C1(Q). Then
ou .
f —(x)dx =f ux)v(x)dS(x), j=1,...,n,
Q Ox; 00

where dS denotes the surface measure on 9Q. Here v(x) = (v1(x),...,v,(x)) is the
outward pointing unit normal vector on 9,

0
—u(x) =Vu(x)-v(x), x€0Q,
av
is the outward normal derivative of u and
Vu(x)= (a—u(x),..., 6_u(x)) , x€f,
6x1 6xn
is the gradient of u.

Remark 4.3. Another way to write the Gauss-Green theorem is
f diVF(x)dxzf F(x)-v(x)dS(x),
Q o)

where F = (F1,...,F,) is a vector field, whose component functions satisfy the
assumption in the Gauss-Green theorem. This is called the divergence theorem.
Recall, that

divF(x) = Y —L(x)
=1 0x;
is the divergence of F'.

Reason.
OF ;

5z, (x)dx

fd' Fx)d fiaF’K ydx=Y
ivF(x)dx = — Y (x)dx =
Q Qo Ox; j=1JQ

=) | Fiavi@dS@ = fa Qj;Fj(x)Vj(x)dS(x)

|

:f F(x)-v(x)dS(x). =
0Q

THE MORAL: The Gauss-Green theorem gives information about the diver-
gence of a vector field inside the domain by its values on the boundary of the
domain. More precisely, the integral of the divergence of a vector field over a
domain is equal to the total flow through the boundary. This is useful in boundary
value problems for PDEs.
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Theorem 4.4 (Integration by parts). Assume that u,v € C1(Q). Then

f O wyda = - f 9 uds+ f uV (@ dS@), j=1,...,n.
Q Ox; Q Ox; 60

Proof: Apply the Gauss-Green theorem for uv (exercise). a

THE MORAL: The Gauss-Green theorem can be seen as an integration by

parts formula in R”.

Theorem 4.5 (Green’s identities). Assume that u,v e C%(Q). Then
0
(1) f Vu(x)-Vu(x)dx = —f u(x)Av(x)dx +f —U(x)u(x)dS(x),
Q Q 80 0V
dv Ju
(2) f (w(x)Av(x) —v(x)Au(x)) dx = f (u(x)—(x) —v(x)——(x)| dS(x),
Q 90 ov ov
Jdu
@ [ duwd= | wdse.
Q aq 0v
These are called Green’s first, second and third identities, respectively.
. . v .
Proof. By replacing v with ij in Theorem 4.4, we have

dv du 8%v v
0 %(x)@(x)dx = —Lu(x)ag(x)dx-l—fag u(x)%j(x)vj(x)dS(x),

j=1,...,n. The claim follows by summing over j=1,...,n.
Switch © and v in (1) and subtract (exercise).
By replacing u with (%‘j and v = 1 in Theorem 4.4, we have

d%u du '
fg o2 Wdx= fm a—xj(x)vf'(@ds(x), j=1...,n

The claim follows by summing over j =1,...,n, since

L 8%y L ou
Au(x)dx = T¥ )dax = T v i(x)dS
fQ wwdx= . G L [ o g @S
- f Vau(x) - v(x)dS(x) = f 9% (ydS(). 0
0Q 90 OV

Remarks 4.6:
(1) If u is harmonic in Q, then the Green’s first identity gives

fIVu(x)lzdxzf Vu(x)-Vu(x)dxzf a—u(x)u(x)dS(x).
Q Q 80 0V

Thus for every harmonic function we have

2
L9 asw = f O () dS(x) > 0.
2 Jaq OV 90 Ov
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(2) Green’s third identity tells that the integral of the Laplacian of a function
over a domain is equal to the total flow through the boundary. In particular,

if u is harmonic in Q, then
0
f % 0)dSx) =0
av 0v

for every subdomain V for which V c Q. This means that the total flow
is zero through the boundary of any subdomain V. Physically this means
that there are no heat sources or electric charges in the domain.

4.2 PDEs and physics

In a typical case u is a function that denotes the density of some quantity in
steady state. For example u may denote temperature, chemical concentration or
electrostatic potential. If V is any smooth subdomain of (), the total flow through
the boundary dV is zero

f F(x)-v(x)dS(x)=0,
ov

where F =(F1,...,F) is the flux density and v is the unit outer normal of V.

By the Gauss-Green theorem we have
/ divF(x)dx = f F(x)-v(x)dS(x)=0.
v %
Since this holds for every subdomain V of Q, we have

divF(x)=0 forevery xeQ.
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It is physically reasonable to assume that the flux F' is proportional to the gradient
Vu but in the opposite direction, since the flow is from regions of high temperature

to regions of low temperature or high concentration to low concentration. Thus
F(x)=-aVu(x), a>0.
This gives
divF(x) = —adivVu(x) = —aAu(x) =0 forevery x€(Q,

which implies Au = 0 in Q. A similar argument can be done for the Poisson
equation. In this case, the function f describes the heat source or an electric
charge distribution.

Examples 4.7:

(1) If u is chemical concentration, then Au =0 is Fick’s law of diffusion.

(2) If u is temperature, then Au =0 is Fourier’s law of heat conduction (steady
state).

(3) If u is electrostatic potential, then Au = 0 is Ohm’s law of electrical con-

duction.

(4) Maxwell’s equations for the electric field E with a source f are

divE = f,
curlE =0.

Now curlE =0 implies that E = —Vu + ¢. Thus divE = f implies that
divVu =Au=-f,

which is the Poisson equation.

4.3 Boundary values and physics

The Dirichlet problem

Assume that Q is a bounded open set in R" with a smooth boundary Q2. We shall
consider two different boundary value problems. The Dirichlet problem for the
Laplace equation is

Au=0 in Q,
u=g on 0J0Q.

Here u € C2%(Q) and g is referred to as boundary data. It is useful to keep in
mind the physical significance of the Dirichlet problem. Let the function u describe

the steady state temperature distribution in a homogeneous isotropic body in the
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<
[
Qo

Figure 4.1: The Dirichlet problem.

interior, which is the domain Q, and suppose that the temperature distribution g
is given on the boundary dQ. In electrostatics the Dirichlet boundary condition
specifies the values of the potential u on the boundary 9Q, which induces the
electric field £ = —Vu in Q.
Remarks 4.8:

(1) If v is harmonic in Q and © =0 on dQ2, then u =0 in Q.

Reason. By Green’s first identity
f |Vu(x)|2dx=f Vu(x)-Vu(x)dx
Q Q

z—f u(x) Aul(x) dx+f a—u(x)u(x) dS(x)=0.
Q —— aq 0v =

This implies that |Vu(x)| = 0 and thus u(x) = ¢ for every x € Q. Since
u(x) = 0 for x € 9Q2, the constant ¢ has to be zero and we have u(x) =0 for

every x € Q. n

(2) If u and v are harmonic functions in Q and u(x) = v(x) for every x € 9Q2,

then u(x) = v(x) for every x € Q.

Reason. Let w =u —v. Then
Aw=Au-v)=Au—-Av=0 in Q

and w =u—-v =0 on dQ. (1) implies w =0 and thus u =v in Q. n
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Thus the solution of the Dirichlet problem
Au=0 in Q,
u=g on 0Q,

for the Laplace equation is unique.
(3) The solution of the Dirichlet problem

-Au=f in Q,
u=g on 0Q,
for the Poisson equation is unique.

Reason. Assume that u and v are solutions to the problem. Let w =u —v.
Then
Aw=Alu-v)=Au—-Av=0 in Q

andw=u-v=g-g=00n0Q. (1) impliesw=0and thusu=vin Q. g

THE MORAL: Green’s formulas imply that the solution u € C2(Q) of the
Dirichlet problem for the Laplace and Poisson equations in a bounded smooth
domain is unique. Observe that this qualitative result is not based on repre-
sentation formulas for solutions and holds in all domains and boundary values.
However, we would prefer not to assume u € C2(Q) for uniqueness of the Dirichlet
problem. Later we shall prove a stronger uniqueness results as a consequence of

the maximum principle.

Example 4.9. Let Q be the unit disc in R? and consider the Dirichlet problem
(2.13) with smooth enough boundary values. The solution in polar coordinates, as

a convolution with the Poisson kernel, given by Theorem 2.43 is unique.
Example 4.10. Consider the Dirichlet problem

{Au:O in Q

u=c on 01,

where c € R is a given constant. It is obvious that u(x) = ¢ is a solution to this

problem. Since the solution is unique, it is the only solution to this problem.

The Neumann problem

The Neumann problem for the Laplace equation is

Au=0 in Q,
i)
% =h on 0Q.
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Physically the Neumann problem describes the steady state temperature distri-
bution in Q when the heat flow through 0Q is given by the normal derivative
g—'; = h. For example, if the surface of the body 0Q2 is insulated, the function A in

the Neumann boundary condition is zero.

\’Qu L\

[l

\Y)
<

Figure 4.2: The Neumann problem.

Example 4.11. If u is a solution to the Neumann problem above, then u(x) + c,
where c € R, is a solution to the same problem.

Reason.
Alu+c)=Au in Q

and 5 5
u
a(u'f‘(})—a—v—h on 0Q. -

Thus the Neumann problem has infinitely many solutions.

THE MORAL: The solution of the Neumann problem for the Laplace equation
is not unique.

We need one more definition before we proceed. An open set Q is connected, if
every pair of points in ) can be connected by a piecewise linear path in Q. Thus a

connected open set consists of one component.
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Remarks 4.12:
(1) If u is a harmonic function in a connected domain Q and g—l; =0 on 0Q,

then u =cin Q.

Reason. By Green’s first identity

fIVu(x)I2dx=f Vu(x)-Vu(x)dx
Q Q

S f u(x) Au(x) da + f O oy u(x)dS () = 0.
Q —— 90 OV
~ A

=0
This implies that |Vu(x)| = 0 and thus u(x) = ¢ for every x € Q. The assump-
tion that Q is connected is used here. If Q has several components, then u

may be a different constant in every component. n

(2) If u and v are harmonic functions in a connected domain Q2 and % = g—z on
0Q,thenu=v+cin Q.
Reason. Let w =u —v. Then

Aw=Alu-v)=Au—-Av=0 in Q

and P P
w
a—v = %(U—U)—O on 0Q.
(1) implies w = ¢ and thus u =v + ¢ in Q. n

THE MORAL: The Green’s formulas imply that the solution u € C2(Q) of the
Neumann problem is unique up to an additive constant in a connected smooth
domain. If the domain has several components, the solution may be different
constant in every component of the domain. Observe that this qualitative result is
not based on representation formulas for solutions and holds in all domains and

boundary values.

Example 4.13. Consider the Neumann problem

Au=0 in Q,
]
% =0 on 0Q.

It is obvious that u(x) = ¢, where ¢ € R is any constant, is a solution to this problem.
Thus this problem has infinitely many solutions.
Remarks 4.14:
(1) Green’s third identity gives the following compatibility condition of the
Neumann problem

0= Au dxzf 6_udS: hdS.
926’ 80 0v it}

Note that the solution does not exist without the condition that the total
heat flow through the boundary is zero.
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(2) It is also possible to consider a combination of the Dirichlet and Neumann

boundary conditions

g
a(x)a—‘v‘(x) L bu@) = gx), x€dQ,
but we shall not discuss this issue here.

Remark 4.15. We discuss the Dirichlet and Neumann problems for the Poisson
equation —Au = f. However, it is enough to consider boundary value problems in
which either the equation is homogeneous (Au = 0) or the boundary condition is

homogeneous (g = 0 or hA = 0). For example, to solve
—Au=f in Q,
u=g on 0Q,

we may write u = u1 + ug with

—Aui=f in Q,
u1=0 on 0Q,

and
—Aug=0 in Q,
ug=g on 0Q.

If we are able to solve these problems separately, the solution of the original
problem is a sum of the solutions.

Reason.
—Au=-Aui+ug)=—-Aui=f in Q

and

u=ui+tug=0+g=g on 0Q. -

Recall that the solution is unique by Remark 4.8 (3). A similar argument

applies to the Neumann problem as well (exercise).

THE MORAL: Itisenough toconsider the nonhomogeneous PDE with zero

boundary values and the homogeneous PDE with nonzero boundary values.

4.4 Fundamental solution of the Laplace
eqguation

In Section 3.9 we derived the fundamental solution of the Laplace equation in the

upper half-space using the Fourier transform. In this section, we derive a formula
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for the fundamental solution of the Laplace equation in R”. Since the equation
is linear, any linear combination, or integral, of fundamental solutions will be a
solution to the Laplace equation as well. This will give us a method to represent
all other solutions as integrals, or convolutions, with the fundamental solution.
We assume that Q = R” and we are looking for special solutions of the form

u(x) =v(lx]) = v(r(x)),

where r(x) = |x| = (x% + x2)2, This means that we are looking for radial
solutions, that is, solutions that only depend on the distance from the origin.

Let us see what the Laplace equation is for the radial solutions. By the chain
rule

or 0 1 Xj_ X .
f(x)=%(lxl)=§(x% X ) 22xJ— ] _r(x)’ j=1,...,n, x#0.

Again, by the chain rule

—(x) = —(v(r(x))) =v (r(x))—(x) = v'(r(x))—

Xj 0x; r(x)
and
2 x2 .
Z_J(") =)L ai( - )) o' (r(x)
" 2 ]‘ x? .
=v (r(x))r( 2 +0'(r(x)) Ee il j=1,...,n, x#0.
Thus
no§2y
A -y =
u(x) J:Z1 ax? (x)
2 2
" j ,(r(x)) . 2 xj
-0 (r(x))z r(x )2 r@ e Jgi r(x)3
W—J N——
=1 =1/r(x)
=v (r(x))+ @ v "(r(x)) = x#£0.
Hence for a radial function
Au(x)=0, x#0=v"(r)+ rlv(r)— r>0.

THE MORAL: Thisis the radial version of the Laplace equation. Note that
the Laplace equation for a radial function becomes an ODE.

If v’ # 0, we have

"

1 1y
(nv') =% =~ 2= = —(a—1)(Inr) = (ln n_l) ,
U r r
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which gives

! —
vi(r) = rn-1
for some constant c. Note also that we can assume that n = 2 otherwise the ODE

is completely trivial v” = 0. An integration gives

where a,b,c,d are constants. These functions give radial solutions of the Laplace
equation in R” \ {0}. In the following definition, we set b =0 and d =0, and choose

a and ¢ in an appropriate manner.

Definition 4.16. The function ®: R"” \ {0} — R,

1
——Inlx|, n=2,
d)=4 27 4 1

n(n—-2)a(n) |x|72’

nz3,

is called the fundamental solution of the Laplace equation. Here we denote the
volume of the unit ball in R” by a(n) =|B(0,1)|.

THE MORAL: The goal is to represent all solutions to boundary value prob-
lems for the Laplace and Poisson equations using the fundamental solution.
Physically the fundamental solution is the potential induced by a unit point mass

at the origin.

Remarks 4.17:

(1) Note that @ is harmonic in R” \ {0}, that is, AD(x) = 0 for every x € R™ \ {0}
(exercise). Moreover, ® has a singularity at the origin in the sense that
® is unbounded in every neighbourhood of the origin. Note that ® and
its first partial derivatives are integrable in any neighbourhood of the
origin, even though ® has a singularity there. However, the second partial
derivatives of @ are not integrable near the origin (exercise).

(2) The choice of the constants for the fundamental solution is a normalization
that gives

a0
—f —(x)dS(x)=1 forevery r>0,
aB(0,r) OV

where v is the outward pointing unit normal on dB(0,r). The negative sign
becomes positive for the inward pointing unit normal on 0B(0,r), see the
proof of Theorem 4.19. Essentially this normalization has the same role as
the normalization [ K (x)dx =1 for a family of good kernels so that f * K,
will converge to f instead of ¢f for some constant ¢. We shall return to

this soon.
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Example 4.18. Let n = 3. Then the volume of the unit ball in R? is a(3) = %” and

11
O(x)= ——, xe€R3, x#0,
47 |x|

is the Coulomb (or Newton) potential. Thus the induced electric field is

x 1 x
22 - — xE[R3, x #0.

1 1
E =-Vd =——V -1 = — - = -
(x) (x) yp (lxI77) yp || iR

4.5 The Poisson equation

We derive a representation formula for a solution to the nonhomogeneous Laplace
equation, called the Poisson equation,

-Au=f in R",

where f € C°(R"), that is, f is a compactly supported smooth function. Recall,
that the support of a function is compact, if the function is identically zero outside
a closed and a bounded set. In practice, this set can be chosen to be a ball. For
a fixed y € R?, the function x — ®(x — ¥)f(y) is harmonic in R \ {y}. Here @ is
the fundamental solution to the Laplace equation. Since the Laplace equation is

linear, we could think that the convolution

u(x) = /[Rn D(x—y)f(y)dy

is also a solution of the Laplace equation.
WARNING: This is wrong. We are not allowed switch the order of differentia-
tion and integration and conclude that
Au(x) = f Ay D(x—y)f(y)dy =0.
RYL
The problem is that the second order partial derivatives of ® behave as c¢/|x|",
which is not an integrable function.

However, we have the following result, which shows that the function above is

a solution to the Poisson equation.

Theorem 4.19 (Solution to the Poisson equation in the whole space). Let
f € C3°(R™) and define

w(x) = (F + DY) = jﬂ; OG- y)dy,

where @ is the fundamental solution of the Laplace equation. Then u € C2(R")
and —Au = f in R".
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WARNING: The problem above does not have a unique solution, since we can

always add a function v with Av =0 to the solution.

THE MORAL: A convolution of the source term with the fundamental solution
is a solution to the Poisson equation in the whole space. Physically f describes a
charge density, that is, a distribution of electric charges and u is the potential of
the electric field induced by f. Observe that the potential is harmonic outside the
support of f.

Examples 4.20:
(1) In the plane R? we have the logarithmic potential

1
u(x)=——f fWnlx—yldy.
27 Jp2

(2) In the space R? we have the Newton (or Coulomb) potential

_1 [ 1w
u(x) = 47[[“%3 P dy.

Remark 4.21. The theorem gives a solution u in the whole space without a speci-
fication of the boundary values. However, if Q is an open and bounded subset of
R™ and v is a solution of the Dirichlet problem

Av=0 in Q,
v=—-u on 0.

Then w = u +v is a solution to the problem

-Aw=f in Q,
w=0 on 0Q.
Thus we have reduced the Dirichlet problem for the Poisson equation to the

Dirichlet problem for the Laplace equation. This observation will be useful later

in the construction of Green’s function.

Proof. Step 1: Let us first calculate the partial derivatives of u. The jth difference
quotient is

u(x+hej)—u(x):f q)(y)f(x—y+hej)—f(x—y)dy
h R h

where h # 0 and e; = (0,...,0,1,0,...,0) with 1 in the jth slot. Since f is twice

continuously differentiable this difference quotient converges and

. fle—y+he)—flx-y) of
lim =
h—0 h axj

(x—y).
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This partial derivative is bounded and has compact support since f/ € C3°(R"). The

Lebesgue dominated convergence theorem allows us to interchange the limit and

the integral to get

du u(x + he ) — u(x)

) = lim —— 7 7

6xj(x) hlil(l) h

— +h ) — —
—lim q)(y)f(x y+hej)—flx y)d
h—0JRn h
. fle—y+he)—fx—y)

=] @yl d
fw (y)hll% 5 y

a a
= CD(y)—f(x—y)dy:((D*—f)(x), j=1,...,n.
R~ axj axj

Arguing in exactly the same way, which is possible because f has second order
continuous derivatives with compact support, we get
0%u o*f o*f
- (0] — d =|D =% 5 .,kzl,..., .
0x;0xy, () fRn ) Ox;0xp, (x=y)dy ( Ox;0xp, ) @), "

Thus u € C2(R") and we have a formula for calculating the derivatives of u.

THE MORAL: This argument shows that the differentiation can be taken
inside the convolution. This is why the convolution inherits smoothness properties
of the functions.

Step 2: To show that u is a solution to the Poisson equation, we would like
to argue in the same way, pass the derivatives inside the integral, apply them
to @ instead of f and use the fact that ® is harmonic. The warning before the
statement of the theorem shows that we have to be careful here. We thus split the
convolution integral into two parts, one close to the origin and the other far away
from the origin.

In order to carry out this plan, let 0 <e < % and write

Au(x) = A, fR OG- y)dy= fR DA~y dy

- f B(AF(x - y)dy + f
B(0,¢) R™

=1.+J;.

D(YAf(x—y)dy
\B(0,¢)

Step 3: First we estimate I.
< [ 00lIAf G- ldy
B(0,¢)

< sup IAxf(x—y)lf |D(y)ldy < sup |[Af(x)]
B(0,¢) xeR?

[D(y)dy,
y€B(0,¢) )

0,e

where sup,cgn |Af (x)| < co since f € CF°(R"). Next we shall compute the remaining
integral.
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n=2
1 1 ré¢
[ eidy=-o— [ wiyidy=-_ [ [ miydseidr
B(0,¢) 27 JB(0,e) 27 Jo JaB(o,r)
1 ré¢ 1 ré¢
=—— 1nr(f ldS(y)) dr:——f 2nrinrdr
2n Jo 8B(0,r) 2m Jo
(1 1 1 1
=— (—rzlnr——rz):—(—521n£——62)
o2 4 2 4
<82|1n£|+l£2
25
|In¢|

Since e <1/2 < |lng| > |In12| = 1< i the previous estimate implies that

f |D(y)|dy < ce?|Ine]
B(0,¢

>

for some constant c.

9 £
f D(y)ldy =c f 2 dy=c f f 2" dS(y)dr
B(0,¢) B(0,¢) 0 JAB(O,r)

£ ol
= cf r2n (f 1dS(y)) dr= Cf r2"™8B(0,r)|dr,
0 8B(0,r) 0

where ¢ is a constant that depends only on the dimension. Now the (n — 1)-
dimensional volume of the sphere 6B(0,r) is |0B(0,r)| = er™ 1 for some constant ¢

that depends only on dimension. Thus

&
f |¢’(y)|dy=cf rdr=cé?
B(0,¢) 0
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for some constant ¢ that depends only on the dimension. In both cases we see that
limI, =0.
el—>0 €
Step 4: In this step we estimate /.. First we note that

Jo(x) = f DA —y)dy = f O(A(Fx—y)dy.
R”\B(0,¢) R® €

\B(0,¢)
This equality follows from

d 0 62 62 ,
—(fa-y)=-7—(fx-y), —S{fla-y)=—=(fx-y), j=1...,n.
Ox; dyj Oux’ 9y;

We apply Green’s first identity with Q = R" \ B(0, ¢) so that the exterior unit vector

points inwards to the ball

V(y) = —% =Y 5 €8B,e).
y

Note carefully, that this is the outward pointing unit normal of B(0,¢) with a
negative sign. We apply Green’s first identity to the functions ®(y) and y — f(x—y)
with x fixed. This gives

0
Je(x) = f B(y) - (f(x - y)dS(y) - f V,0() - Vy(fx—y)dy
9B(0,¢) ov R\B(0,¢)

>

=K.+L,.
Step 5: In this step we estimate K, as
0
K< [ o) '—(f(x—y))‘ dS(y)
0B(0,¢) dv
- f DIV (Fx— ) vix -y dS(y)
0B(0,¢)

< f [ DIV F(x—v(x—y)dS(y) (Cauchy-Schwarz inequality)
0B(0,¢ ———

>

=1

< sup [VF(y)| |D(y)IdS(y),
yeR? dB(0,¢)
where sup,egn [Vf(y)l < oo because f € C3°(R"). Now we estimate the remaining

integral. Since ® is a radial function and |x| = € on dB(0,¢) we get

2nellneg|, n=2,
f () dS(y) = [B(e)]IB(O, )] <
0B(0,¢)

ce?men~l=ce  n=3.

From this we conclude that
limK, =0.
e—0
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Step 6: We compute L.. Green’s first identity gives
ng—f Vy@(y)-Vy(fx—y)dy
RP\B(0,¢)

o
- f AD(y) £ - y)dy - f Fa-022 ) dsey)
Rn \B(O,a)m 8B(0,¢) ov

o)
== [ fa-ngomds)
8B(0,¢) av
Let us calculate the normal derivative
f0)
—(y)=VP(y)-v(y),
av

where v(y) = —lz—l, y € 0B(0,¢), is the outward pointing unit normal of the set
R™*\ B(0,¢).

|RH\BM5>

AV

Figure 4.3: The outward normal of R” \ B(0, ).

e

¥

oo 1
v D= i 3aoy &M VYD)

1 1 2
. y .(_l)z B 4.1
na(n) |y|* lyl)  na)|y™*
1 1
= lyl'" = g™, yedB(0,e).
na(n) na(n)
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This implies
r __;f f@—dS()
€ na(n)e" 1 Japo,e) Y '
1
- - (x—y)dS(y)
|8B(0,¢)| aB(O,e)f Y Y
1

S ds
|0B(x,€)l GB(x,a)f(Z) @

by the change of variables z = x —y. Recall that |0B(x,€)| denotes the (n — 1)-
dimensional volume of the sphere dB(x,r). Thus the last quantity is an integral
average of f over a sphere of radius ¢ centered at x. Let us take a closer look at

this average.

N ~
Claim: 1213) —IaB(x,e)I 6B(x’£)f(z)dS(z) = f(x).

Reason. We have

1 1
— dS(z) - f(x)= ———— ~ ) dS(2).
|0B(x, )l (')B(x,e)f(Z) @)=f@ |0B(x,€)| E)B(x,e)(f(Z) f)dSE)

Let n > 0. By continuity there exists € > 0 such that
lz—x|<e=>|f(x)- f2)<n.
This implies

1
S — If(2)—f(x)|dS(z) <n,

dS(z)-
f(2)dS(z) - f(x) 10B(x,€)| JoB(x,e)

ol
' |0B(x, €)| JoB(x,e)

which proves the claim. Observe, that this is the same argument as in approxima-

tion of the identity. n

This implies that
mL, =-f(x).
e—0

Observe that

foL0) 1
— () =VD(y) - v(y) = ——V(n|y])-v(y)
ov 27

11
__ 11y, (_l) -~ yedB(O,e), j=1,...n.

2r Iyl \ lyl) ~ 2nlyl ~ 2me
This is precisely the same formula as in the case n = 3 for n = 2. Thus for

y € 0B(0,¢) we have
oD 1 1

v 20 T 16BO.9)

and the rest is exactly the same as in the higher dimensional case. Thus

gL ==/
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also when n = 2.

Step 7: Gathering all estimates together we see that

Aulx)=I.+J.= I, + K.+ L, ——-f(x) as €—0
—~ M~ =
-0 -0 —-f(x)

and we find that u solves the Poisson equation Au = —f. a

Remark 4.22. We collect here basic results on volumes related to balls and spheres.
Since the n-dimensional volume with n = 2 of a ball B(x,r) is translation invariant

and scales to the power n, we have
IB(x,r)| = |B(0,r)| = r"|B(0,1)| = an)r",

where a(n) is the n-dimensional volume of the unit ball B(0,1). On the other hand,
since the (n — 1)-dimensional volume of the sphere dB(x,r) is translation invariant

and scales to the power n — 1, we have
|6B(x,r)| = 18B(0,r)| = r" 118B(0,1)| = B(n)r" 1,

where f(n) is the (n — 1)-dimensional volume of the unit sphere dB(0,1). Moreover,

a(n) = 1dx = f f lder—f By ldr = ﬁ(")
B(0,1) 0B(0,r)

Thus
|0B(0,1)| = B(n) = na(n) = n|B(0, 1)|.

f B g =%
On the other hand,

(o0} [e.e]
/ o g = f f e dSdr= ﬁ(n)[ e gy
R” 0 JoB(,r) 0

O P W
=75 fo e °sz2 " ds= 2F(2)'

By Example 3.13

Thus

%
(%)
Bn)  2n% w

= TG Ty

p(n)=

and

vl

The last equality follows by a change of variables in the definition of the Gamma
function. This shows that the volumes of a ball and a sphere can be represented

in terms of the gamma function.



CHAPTER 4. LAPLACE EQUATION 116

4.6 The Green'’s function

In this section we show how we can use the fundamental solution of the Laplace
equation in the whole space to solve a Dirichlet problem in a subdomain. Let
Q cR"™ be an open and bounded set with a smooth boundary and assume that
f € C3(Q). We consider the Dirichlet problem for the Poisson equation

—Au=f in Q,
u=g on 0J0Q.

Our goal is to derive a general representation formula for the solution of this
problem using potential functions and so-called Green’s function.

Assume that u € C2(Q)). Let £ > 0 be small enough so that B(x, ¢) c Q. Recall
that @ is the fundamental solution of the Laplace equation in Defintion 4.16. By
Green’s second identity, we have

f (1) Ay @y — ) By — Ay uly)) dy
Q\B(x,e) N— —
=0

oD ls)
=f u(y)—(y—-x)dS(y) - cI>(y—x)—u(y)dS(y) (4.2)
8B(x,6)UdQ av ov

0B(x,e)u0Q

:f ...ds(y).,_f - dS(y)— ...ds(y)_f - dS(y)
0B(x,¢) a0 0B(x,e) 00

=Il(£)+12—13(£)—l4.

Here v denotes, as usual, the outward pointing unit normal of Q\ B(x,¢) on

0QUAB(x,¢). Let us consider the terms above separately.

0
Ts(e)] = ‘ f oy —x)—u(y)dS(y)‘
0B(x,e) ov
< f 1Dy — )Vl [v(y)| dS()
0B(x,¢)

< sup|Vu(y)| |D(e)l dy
yeﬁ 0B(x,¢)

=

3 {supyeg Vu(y)lelnel, n=2,

csup .o IVu(y)Is”‘lez‘”, n=3.
Thus
limI3(e)=0.
e—0
By the calculation in (4.1), we obtain

f410) 1
W(y -x)

= = R € 0B(x,¢),
nan)ly—x|""1  na(n)en1 Y (&)



CHAPTER 4. LAPLACE EQUATION 117

where v is the outward pointing unit normal of Q\ B(x,¢) on B(x,¢). A substitu-

tion of this in I1(¢) gives

ol
Il(£)=f uw(y)—(y—-x)dS(y)
0B(x,¢) ov

1

T nan)en-1 faB(x,e) u S

1
|0B(x, €)| JoB(x,e)

u(y)dS(y) — u(x) as e—0.

Thus
lim7I1(e) = u(x).
e—0

Finally we recall that ® is harmonic away from zero so that A, ®(y —x) =0 for

y # x. Thus by rearranging terms in (4.2) and letting € — 0 we conclude that
u(x) =limI;(¢)
e—0

=limI3(e)+I14—I9—1lim Dy —x)Ayuly)dy
e—0 e~0JO\B(x,¢)

=0

0 oD
_ f Oy — ) 2L () dS(y) - f W) (y —0)dS(y)
90 ov 90 ov
—f O(y —x)Au(y)dy, xeQ.
Q

We state this result as a theorem.

Theorem 4.23. Assume that Q cR” is a bounded open set with a smooth bound-
ary and u € C2(Q). Then

0 oD
u(x) = f Oy — ) 2% () dS(y) - f w22 (y —0)dS(y) (4.3)
Q. ov 90 ov
—de)(y—x)Au(y)dy,

for every x € Q. Here v denotes, as usual, the outward pointing unit normal vector
of Q.

THE MORAL: This representation formula holds for any function u € C2(Q).
In particular, the function u does not need to be a solution to a PDE. This gives
a representation formula for a function inside the domain by its values on the
boundary of the domain. More precisely, this allows us to determine u if we know
the value of Au in Q as well as the value of u and the normal derivative on the
boundary 0Q. This is useful in boundary value problems for PDEs. Observe, that
for the Dirichlet problem for the Laplace equation we cannot describe both u and

% on 0Q), since the solution is uniquely determined already by u on Q.
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Remarks 4.24:
1) Ifue C(Z)([R”), then by applying (4.3) in a ball B(0,r) where r > 0 is chosen so
large that suppu < B(0,r), the integrals in (4.3) over the boundary dB(0,r)

are zero and thus we have
u(x) = —me D(y —x)Ayu(y)dy

for every x € B(0,r). Observe that u(x) = 0 for every x € R* \ B(0,r).
(2) If Au=01in Q, then by (4.3), we have

o
w(x) = f oy -0 (5)dS(y) - f w2 (y-0dSy), xeq. @4
90 ov F1o) ov

The first integral on the right-hand side is called the single layer potential
with charge density S—Z(y) and the second integral is called the double
layer potential with dipole moment density u(y). The latter represents the
potential induced by a double layer of charges of opposite sign on dQ2 and
the former represents the potential induced by a single layer of charges on
8Q. Note that these potentials are harmonic in Q and in R” \ Q.

(3) Representation formula (4.4) implies that if u € C2(Q) is a harmonic func-
tion in Q, then u € C*°(Q). This means that every harmonic function
is smooth. Indeed, since there is no singularity in the integrand, the
derivatives can be taken inside the integral.

(4) By choosing u =1 in (4.4), we have
oo
—f —((y-x)dS(y)=1
8Q Ov

for every x € Q. This is related to the normalization of the fundamental

solution in Defintion 4.16.

Let us look at the representation formula (4.3) in connection with the Dirichlet
problem. We require that Au = —f in Q. The boundary condition specifies the
values of u = g on the boundary 9Q), but the normal derivative ‘3—’; is unknown. We
solve this problem by adding a harmonic function to the fundamental solution.
For a fixed x € Q, let ¢* = ¢*(y) be a corrector function, which is a solution the
Dirichlet problem

Ay(/’x(y):(), yEQ,
() =0(y-x), yedQ.

THE MORAL: We solve a Dirichlet problem with boundary values given by

the fundamental solution of the Laplace equation in R”.
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Applying Green’s second identity and using the fact that A¢* =0 in Q we have

- [ nudy = [ (u(y)A¢x(y)—qu(y)Au(y)) dy
@ @ 5

a—”(y)) dS(y) @.5)

ov

é'—”(y)) dS(y).

ov

6 X
_ f (u(y) P (- %)
9Q ov

a X
- (u(y) P (1) -0y —x)
80 av
In the last equality we used the fact that ¢*(y) = ®(y —x) for y € 0Q.

Definition 4.25. The Green’s function for Q is
Gx,y)=D(y-x)-¢"(y), x,y€Q, x#y,

where ¢* = ¢*(y) is a solution the Dirichlet problem

Ay¢x(y) = 05 y € Q’
() =D(y—-x), yedQ.

THE MORAL: For a fixed x € Q, the function y — G(x,y) differs from the
function y — ®(y—x) by a harmonic function. Thus Green’s function is obtained by
adding a harmonic function to the fundamental solution. The function y — G(x, y)
is zero on the boundary Q2 and has a singularity at x.

Remarks 4.26:
(1) Let us symbolically write 6, for the generalized function (distribution) that
has the property

.[[Rn dN8(y)dy=¢(x) forall ¢eCPR™).

This generalized function is called Dirac’s delta mass at x. Theorem 4.19
showed that @ * f solves the Poisson equation —Au = f on R*. Formally
we have —A® =§y and

~dutw) == [ A0 -y)dy= [ o=y =

The generalized function 8y, roughly speaking, can be interpreted as
an object that has mass one at the point 0 and is zero everywhere else.
Physically this means that we set a unit charge at the origin and the
fundamental solution ® is the induced potential.

(2) For a fixed x € Q, consider the Green’s function G(x,y) as a function of y.
Then

-AGx,y) =0y, y€Q,
G(x,y)=0, yedQ,



CHAPTER 4. LAPLACE EQUATION 120

where 6, a Dirac mass at x € Q. In particular, the Green’s function G(x, y)
is a harmonic function of y in Q \ {x} and G(x, y) has zero boundary values
on 0Q). The boundary condition follows from the fact that ¢p*(y) = ®(y —x)
for y € 0Q2. Physically this means that we set a unit charge at the point x
and require that the induced potential is zero on the boundary, that is, the
boundary is grounded. Observe, that the Green’s function depends only on
the domain.

(3) The Green’s function is unique, whenever it exists, since the difference
of any two Green’s functions is a harmonic function with zero boundary

values.

With the definition of the Green’s function and adding (4.3) to (4.5), we have

u(x) = f Ot )@y — x)— Dy — 1)) dS(y)
90 0V 7~ .
-0

oo AP~
—f u(y)(—(y—x)— ¢ (y)) dS(y)
8Q av v

‘ fQ Ay ¢ (y) - Dy —x))dy

G
- f w2 (x, ) dS(y) - f Au(y)Glx,y)dy
1o) av Q
where 8G
a—v(x,y) =V,G(x,y)-v(y)
and v is the exterior unit normal on 0Q.

Theorem 4.27. Assume that Q cR” is a bounded open set with a smooth bound-
ary and u € C2(Q). Let G be the Green’s function for Q. Then

3]
u(x) = —f u(y)—G(x,y)dS(y)—f Au(y)G(x,y)dy
80 av Q

for every x € Q.

THE MORAL: This representation formula holds for any function u € C2(Q).
This allows us to determine u if we know the value of Au in Q, the value of u on
the boundary dQ2 and the Green’s function for Q. In contrast with (4.3), there is

no normal derivative on the boundary.

The definition of the Green’s function is based on solving a Dirichlet’ problem
with boundary values given by the fundamental solution, but the Green’s function

can be used to give a solution to a general Dirichlet problem.
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Theorem 4.28 (Solution of the Poisson equation in a subdomain). Assume

that u is a solution of the boundary value problem

-Au=f in Q,
u=g on 0Q,

then 8G
w(x) = — f e (x,9)dS () + f F(3G,y)dy,
00 av Q

where G is the Green’s function for Q.

THE MORAL: This is an explicit representation formula solution for the
Poisson equation in a bounded subdomain. Note that u = u; + ug, where u; is a
solution to the corresponding homogeneous Dirichlet problem and ug is a solution
to a nonhomogeneous problem with zero boundary values as in Remark 4.14 (3).
The representation formula depends on the construction of the Green’s function
for 2, which is a difficult task and depends heavily on the geometry of Q2. We shall

derive the Green’s functions of some relatively simple domains soon.

Remark 4.29. The solution of the Dirichlet problem
Au=0 in Q,
u=g on 0Q,
is
uw= [ Hewe0)dsw),

where

0G
H(x,y) = —a—v(x,y)

is called the Poisson kernel in Q.

4.7 The Green’s function for the upper
half-space™

Consider the upper half-space R} = {(x1,...,%n) : xp > 0}. Although this domain is
unbounded, and the arguments in the previous section do not directly apply, we
shall determine its Green’s function by the reflection method. After we have done
that we have to check whether representation formula really gives a solution to
the problem. In order to construct the Green’s function, for every x € R}, we need

to construct a corrector function ¢* such that

A(px(y):o’ yER’}_,
¢ () =D(y—x), yedR}.
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The Green’s function for R? will then be G(x,y) = ®(y —x) — ¢p*(y). Here ® is the

fundamental solution of the Laplace equation in R", see Definition 4.16.

Let x = (x1,...,%,) € R}. Reflecting the vector x across the boundary dR" gives

the point

X =(x1,...,%n-1,—%n).
Observe that x* belongs to the lower half-space of R™. For x, y € R} we set
¢ (y) =D(y —x").
The singularity at x € R7} is reflected to x*. Observe that, if y € OR}, then
" (y) =Dy —x") = D(y —x)

since @ is a radial function. Furthermore, since x* ¢ R?, we have y —x* # 0 and
thus ¢* is harmonic in R?. This shows that ¢* is a solution of the desired boundary

value problem. This is called the reflection method.

Theorem 4.30. The Green’s function for the upper half-space R is
Glx,y)=D(y—x)-DP(y—x%), x,yeR}, x#y.
The we consider the solution of the boundary value problem

Au=0 in R},
(4.6)

u=g on OR".

The representation formula in Remark 4.29 gives
G
uw=- [ Z @ g0)dsw.
orr 0V

We derive an explicit expression for %(x,y) in the upper half-space. By the
definition of the fundamental solution for n = 3, see Definition 4.16, we have

G(x,y)=

1 ( 1 1
nn—-2)an) \|x—y»=2 |x*—y»2)

Thus

aG G
—(x,y) =VG(x,y) - v(y) = ——(x,y)
ov 6yn

=—§%(y—x)+g%(y—x*)

_ 1 Yn—%Xn YntXn

~na(m) \x—y*  Jx-yn
2 Xn

na(n) |x—y*’
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This holds also when n = 2 (exercise). By inserting this into the representation

formula above, we obtain

2x, g(y)
= d eR” € oR".
)= ) Jows -y 0 FERe YEOR
The function 9 1
K(x,y)= —2 xeR}, yedR}.

na(n) [x—y|*’

is the Poisson kernel of R} and

_ 2xp 8(y)
na(n) Jorr |x —y|™

u(x)

dyzf K(x,y)g(y)dy, xR}, yedR}.
oR?

This is a convolution of g with the Poisson kernel. Previously, we derived the same
formula using the Fourier transform, see Theorem 3.27. Observe that in Theorem
3.27 we consider the Poisson formula in R?*1, given by Lemma 3.24, instead of R”.
Thus the formulas look different, but they are same (exercise).

Theorem 4.31 (Poisson formula in the upper half-space). The solution of the
Dirichlet problem (4.6) is given by

_ 2xp, g(y)
na(n) Jorr |x —y|™

u(x)

4.7

THE MORAL: Thisis an explicit representation formula for the solution of
the Dirichlet problem in the upper half-space. The Poisson kernel for the upper
half-space can be computed using the Green’s function. We already know that the
u given above solves the Dirichlet problem for the Laplace equation in the upper
half-space with boundary data g by the approximation of the identity.

Example 4.32. For a harmonic function in the upper half plane R?, formula (4.7)

u(x,y) = Zf Ldz,
R

T Jr(x—2)2+y2

gives
where —oco<x <oo and y > 0.

4.8 The Green’s function for a ball*

Let Q to be the unit ball B(0,1) c R”. We shall again use the method of reflection
to construct the Green’s function. We need to find the corrector function ¢*, for
every x € B(0,1), such that

A¢*(y)=0, yeB(0,1),
¢*(y)=D(y—x), y€B(,1).
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the Green’s function for B(0,1) will then be G(x, y) = ®(y —x) — ¢p*(y). For any point
x € B(0,1) we will again reflect the point with across to the boundary 0B(0,1) as
follows. For x € B(0,1), we define

Observe that |x| < 1 implies that |x*| = o> 1 and thus x* ¢ B(0,1). The following
calculations are essentially the same When n =2 so we give the details only for
the case n = 3. Set

¢ (y) = D(|x|(y —x™)).

Then
1 1

n(n—2)a() lx" 2y —x* "2 |x"2
Since y # x* the function ¢*(y) is harmonic in B(0,1) (as a function of y) as long
as x #0. Let us check what happens on the boundary. For y € 3B(0,1) and x #0

¢ (y) = D(y —x").

we have

" x x x  x  2x-y
21y —a* 1% = Jxf® [y - Ay- =P |y y+—5 s -
[H |xI?

22 |x2 |xl?
(*)| | ( 1 2
2 |xf?

) le +1-2x-y
=(x-y)-—y)=lc-yP
where in (*) we used that y-y =|y|? = 1 since y € B(0, 1). The previous calculation

implies |x||y —x*| = |y — x| when y € B(0,1) so that

1 1

X =@ —2*)) =
= B = = e Glly D2

=D(x—y)

when y € B(0,1). Thus ¢* is the corrector function for B(0,1) and the Green’s
function for B(0,1) becomes

G(x,y)=D(y —x)— p™(y)
=0y -x)-D(lxl(y —x")), x,y€B(0,1), x#y, x#0.

Theorem 4.33. The Green’s function for the ball B(0,1) is
Glx,y) =D(y —x) - D(|x|(y —x")), x,y€B(0,1), x#y, x#0.
Let us now consider the Dirichlet problem

Au=0 in B(0,1),
u=g on 0B(0,1).

The general formula for the solution in Remark 4.29 is

oG
()= — f 2 (x, )8 dS(y)
0,1 Ov
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where v(y) = y/|y| is the exterior unit normal. Clearly

b

G
W(x,y) =V,G(x,y) - v(y)=V,G(x,y)- ]

We calculate the partial derivatives of G (again for n = 3), when y € dB(0,1), and

have
oG foL0) 0
—(x,y) = —(y—x) — — (P(|x|(y —x™)
dy; dyj ayj( )
1 1 yi—x; 1 lxl(y; =)
== - X
na(n) \ly—x"1 ly—x| |lxl(y—x*)""T |x|ly —x*|
1 (yimx 1Py
na(n) | |y —x|" ly — x|
1 1-[x? 1
=—— Y, =1,...,n.
na(n) Ix—yI"yJ J
Thus )
1 1-|x|
V,Glx,y) = — —=
yGxy) na(n) lx—yn”
and

1 1-x* y 1 1-lx?
na(n) Ix—yI”y lyl  nan)lx-y*’

G
E(x,y) =V,Gx,y)-v(y)=—

since |y|? =1 when y € 8B(0,1). Thus we conclude that

1 1—|xf?
u(x) = —— ——g(y)dS(y)
na(n) Jopo,1) lx - yI"
is the solution for the Dirichlet problem for the Laplace equation in the unit ball
B(0,1).

The Dirichlet problem for B(0,r), r >0, is

{AuzO in B(0,r),
(4.8)

u=g on O0B(,r).

Then by a change of variables, we have

2 (a2
)= ! f 89 1S(y), xeBO,r).
na(n)r Japo,n lx—yI*
The function
2 2
— 1
K(x,y)= r— I+l xe€B(,r), yedB(0,r),

na(n)r |x—y|*’
is called the Poisson kernel for the ball B(0,r) and

_ r2_ |x|2

u(x) =

fa £) dS(y):f K@»e()dSW), xeBO,n,

na(n)r JaBo,» lx—yI™ 8B(0,

is the solution of the Dirichlet problem above.
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Remark 4.34. The Poisson kernel has the following properties (exercise).

(1) K(x,y)is a smooth function of x € B(0,r) for any fixed y € dB(0,r).
(2) K(x,y)> 0 for every x € B(0,r) and y € dB(0,r).
(3) For any fixed xg € dB(0,r) and 6 >0,

lim )K(x,y) =0

x—x0,0€B(0,r
for every y € dB(0,r)\ B(xg,d).
(4) AxK(x,y)=0 for every x € B(0,r) and y € dB(0,r).

(5) f K(x,y)dS(y) =1 for every x € B(0,r).
0B(0,r)

Note that these properties are analogous to the properties of an approximation of

the identity, but now the kernel function is defined on the sphere.

Theorem 4.35 (Poisson formula in the ball). The solution of the Dirichlet prob-
lem (4.8) is given by

2 (2
_r lefa gy dS(y).

u(x)=
na(n)r JaBo,n lx—yI"

THE MORAL: Thisis an explicit representation formula for the solution of
the Dirichlet problem in a ball. The Poisson kernel for the ball can be computed

using the Green’s function for the corresponding ball.

Remark 4.36. In dimension n = 2 the unit ball B(0,1) is a disc. Let us write z =
(rcos@,rsinf) in polar coordinates. Since y € dB(0,1) we can write y = (cos ¢, sin )
and integrate in ¢ instead. We can calculate

|z —yl2 =(rcosf —cosqﬁ)2 +(rsinf — sin(p)z
=r?+1 —2r(cos¢cosf +singsinf)

= 1—27‘cos(t9—qb)+r2

Thus the previous formula becomes

1-r2 f” g(cos,singp)

u(r,0) =
2n J-x1-2rcos(@—¢p)+r

5 do,

where, in the last equality, we abuse notation and write g(¢) for g(cos¢,sin ).
Again, we recover our familiar Poisson kernel for the disc in two dimensions, see
Theorem 2.43.

4.9 Mean value formulas

Let Q c R” be an open set and assume that u is a harmonic function in Q. An

important property of harmonic functions is that their value at every point x € Q
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equals the average of the function over balls B(x,r) or spheres dB(x,r) whenever
B(x,r) < Q. In one dimension, the Laplace equation is " = 0 and the harmonic
functions are of the form u(x) = ax + b, where a,b € R. The value of this function
at the midpoint of a finite interval is the arithmetic average of the values at the
endpoints and the integral average over the interval. This is the one-dimensional
version of the mean value formula.

Theorem 4.37 (Mean value formulas for harmonic functions). Let u € C2(Q)

be harmonic in Q. Then for every ball B(x,r) such that B(x,r) c Q we have

u(x)=

1
Wdy= —— (»)dS(y).
B, ) Jen > " T 10B@ I Jopary

THE MORAL: The value of a harmonic function at a point is the equal to the
average of its values over any ball or sphere centered at that point. Recall that by
approximation of the identity, see Example 3.23, for every function u € C(QQ) we
have

u(x) = lim u(y)dy

r—0 |B(x,7)| JB(x,r

and, as in the proof of Theorem 4.19, we obtain

1
=lim —— ds
u(x) 20 |0B(x,7)| BB(x,r)u(y) 4

for every x € Q. For a harmonic function equalities hold without taking the limit.

Proof. Set
o(r) _r (»)dS(y)
r)= u
0BG, M Joper
= ;—1] u(x+rz)r"1dS(z)
na(n)r*=! JaB(o,1)

= L u(x+rz)dS(z),
na(n) JaB,1)

where we used the change of variables y =x +rz, so that z = %(y —x)and dS(y) =
r"~1dS(z). Recall the formulas for the measure of the ball and the sphere from
Remark 4.22. This change of variables takes the sphere dB(x,r) to the sphere
0B(0,1). By differentiating with respect to r under the integral sign and using the

chain rule, we get

¢'(r)= Vu(x+rz)-2dS(z)

na(n) JaBo,1)

1 f y—x

_ Vu(y)- ——dS(y)

na(m)r*=1 Joper - Y
1

na(n)rn-1

f Vuly) - v(y)dS(),
0B(x,r)
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where we used the change of variables y = x +rz, so that so that z = %(y —x) and
dS(z) =r' " dS(y). Observe that this change of variables takes dB(0,1) back to
0B(x,r). Note that v(y) = (y — x)/r is the outer normal unit vector on the sphere
0B(x,r). By the Green’s third identity

1 1 du
na(n)rn-1 j;B(xyr)Vu(y)'v(y)dS(y) = W‘LB(%” E(y)dS(y)
1

- - Au(y)dy =0,
na(n)rr-1 fB(x,r) uly)ay

since u is harmonic in B(x,r) c Q. Thus ¢/(r) = 0 which implies that ¢ is a constant
function. Recall that

lim —— dS(y)=
S 1B, D] Joe 0 400 =)

whenever u is continuous, as in the proof of Theorem 4.19. Since ¢ is constant, we
have

N )
)= P PO = i BB e, ) Japey ) 4O = 100

This shows that

1
= — dS .
u(o) |0B(x,r)| JoB(x,r) ) dS)

On the other hand,

f u(y)dy = f f w(y)dS(y)ds = frna(n)s"_lu(x)ds
B(x,r) 0 JOB(x,s) 0

= na(n)%u(x) =a(n)r"u(x) = |B(x,r)|u(x),

which shows the mean value formula for balls as well. O

Remark 4.38. The mean value property of harmonic functions follows also from

the Poisson formula for the ball in Theorem 4.35 (exercise).

We now state a converse to the mean value property. It states that the mean
value property characterizes harmonic functions.
Theorem 4.39. If u € C(Q) satisfies

1
= ds
u(x) [0B(x,7)I| 6B(x,r)u(y) @)

for all balls B(x,r) c Q, then u is harmonic in Q.

THE MORAL: The mean value property is a special property of harmonic
functions and it does not hold as such for other PDE.

Proof. We shall prove the claim under additional assumption that u € C2(Q). A
convolution approximation will give the general result, but this will be omitted
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here (exercise). If Au(x) # 0 for some x € QQ then there is a ball B(x,r) c Q such
that Au(y) > 0 for every y € B(x,r). As in the previous proof we have ¢'(r) =0,
because of the hypothesis that the averages with respect to balls centered at x are

constant and equal to u(x). Thus we have

0=¢'(r) = Au(y)dy >0,

na(n)ri-1 fB(x,r)

which is a contradiction. ]

Remark 4.40. 1t follows from the proof above that a continuous function u is
harmonic if and only if for every point in the domain of definition the mean value
property holds true for small enough balls centered at the point.

4,10 Maximum principles

Recall, that a continuous function attains its maximum and minimum values on
a closed and bounded set. The maximum principle asserts that if, in addition,
the function is harmonic, then it must attain its maximum and minimum at the
boundary of the set. Physically, the Laplace equation governs the steady state
temperature distribution of a body. If the body is in thermal equilibrium, there
cannot be no internal hot or cold spots, since otherwise the heat energy would
flow from hot to cold. In other words, the temperature cannot have maximum or
minimum inside the body unless the temperature is constant throughout the entire
body. The maximum and minimum principles have several useful applications in
PDE. Recall, that an open set Q is connected, if every pair of points in Q can be

connected by a piecewise linear path in Q.

Theorem 4.41. Let Q2 c R” be an open and bounded set and assume that u €
C2%(Q) N C(Q) is a harmonic function in Q.

(1) (Weak maximum principle) Then

max u(x) = max u(x).
xeQ x€0Q
(2) (Strong maximum principle) If Q is a connected set and there exists xg € Q
such that

u(xg) = maxu(x),
x€Q)

then u is constant in Q.

Remark 4.42. By replacing u by —u we get the minimum principles with min

replacing max in the maximum principle (exercise).
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THE MORAL: According to the weak maximum principle, a harmonic function
cannot have a strict interior maximum or minimum point. It attains the minimum
and maximum on the boundary. The strong maximum principle asserts that a
harmonic function can attain an interior minimum or maximum only if it is a
constant function. Observe that this result holds for all bounded domains without
any regularity assumption on the boundary.

Proof. Suppose that there exists x¢ € 2 such that

u(xp) = maxu(x) =M.
x€Q
Let 0 < r < dist(x,dQ). Then B(xy,r) € Q and the mean value property implies
that

1 1
M=u(xg)= —— u(y) dys ———— Mdy=M.
O Bo, M Jsaon Y S 1BGo, ) Jpg

It follows that an equality holds throughout and thus

f (M —u(y)dy=0.
B(xg,r)

Since M — u(y) = 0, we conclude that u(y) = M for every y € B(xg,r).
Now consider any point x € Q. Since (2 is connected, we can find a sequence of
balls B(xg,r), B(x1,r),...,B(xy,r) cQ such that

xjy1 € B(xj,r) forevery j=0,1,...,N-1

and x = xp.

Since u(x) = M for every x € B(xg,r) and B(xg,r) contains the center of B(x1,r)
we conclude that u(x;) = M. Repeating the same argument as above we have
u(x) = M for every x € B(x1,r) as well. Continuing the same way we see that u = M
on all balls B(xg,r), B(x1,r),...,B(xn,r). Since x € B(xy,r) we have u(x) = M.
Since x was an arbitrary point in Q, we have showed that u(x) = M for every x € Q.

We may assume that Q is connected by considering every component
separately. Observe that we always have

max u(x) = maxu(x).
xeQ x€0Q)

Let us assume (for contradiction) that this inequality is strict, that is,

max u(x) > maxu(x).
xeQ x€0Q)

Then there is xg € Q such that

u(xp) = maxu(y).
yeQ



CHAPTER 4. LAPLACE EQUATION 131

Figure 4.4: The chaining argument.

The claim (2) implies that u is constant in Q and since u € C(Q) we conclude that
u is constant in Q as well. Thus

maxu(x) = maxu(x),
x€0Q) xeQ

which is a contradiction with our assumption. O
Remark 4.43. Let Q be a bounded, open and connected set and u € C2(Q) N C(Q).
Suppose that u is a solution to the Dirichlet problem

Au=0 in £,

u=g on 0J0Q.
Assume that g = 0. If g(x) > 0 for some x € 9L, then the strong minimum principle

implies that u > 0 everywhere in Q. Thus u is positive everywhere in Q if g is

positive somewhere on 0.

Reason. By the weak minimum principle

u(xg) = minu(x) = min u(x) = min g(x) = 0
xeQ x€0Q x€0Q2

for every xo € Q. If u(xo) = 0 for some x¢ € 2, then

u(xp) =minu(x) =0
x€Q)
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and by the strong minimum principle u = 0 in Q. Since u € C(Q), we have u =0 in

Q. This implies that u = g = 0 on 8Q, which is a contradiction. n

Remark 4.44. The weak maximum principle can be also proved without the mean

value property.

Reason. Assume first that Au(x) > 0 for every x € Q. If u has a maximum in at a
point xg € Q, then Vu(xg) =0 and
2

w0 <0, j=1,...,n,

X~

J

(think of a function of one variable: if f has a local maximum at xy and f is
twice differentiable, then f"(x() < 0). By summing up, we have Au(xy) <0. This
is impossible, thus u cannot have a maximum point in Q. Since u € C(Q2), we
conclude

max u(x) = maxu(x).
xeQ x€0Q)

Then we consider the general case Au(x) = 0 for every x € Q. Consider the auxiliary
function v.(x) = u(x) + elx|2 with € > 0. A direct calculation shows that

Ave(x) = Au(x) + €)x|?) = Au(x) + €A(x|?) >0 for every xe€ Q.

Note that the only property of the function |x|? that we use here is that its Laplace
operator is strictly positive. Any other function with this property would do as
well. Since v, € C2(Q) N C(Q), by the beginning of the proof we have

max v (x) = maxvg(x).
xeQ x€0Q)

This implies
max u(x) + emin Iacl2 < max(u(x)+ £|x|2)
xeQ xeQ) xeQ

= max(u(x) + £]x|%)
x€dQ)

<maxu(x)+emax |x|2.
x€dQ) x€dQ)

By letting € — 0, we have

max u(x) < maxu(x).
xeQ x€0Q)

On the other hand, since dQ c Q, we have

max u(x) = maxu(x)
xeQ x€6Q

Thus

max u(x) = maxu(x).
xeQ x€0Q) [ ]
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As immediate consequences we obtain a comparison principle, a stability
and uniqueness results for the Dirichlet problem for the Poisson equation. The

following results hold, in particular, for harmonic functions.

Theorem 4.45 (Comparison principle). Let Q < R” be open and bounded and
assume that u,v € C2(Q) N C(Q) are solutions to the Poisson equation —Au = f in
Q. Ifu<vondQ,then u<vin Q.

THE MORAL: Iftheboundary values of two Dirichlet problems for the Poisson
equation are ordered on the boundary, then the corresponding solutions are
ordered inside.

Proof. Since u <v on Q2 we have u —v <0 on dQ2. On the other hand,
Au-v)=Au-Av=-f+f=0 in Q
The maximum principle implies that u —v <0 in Q and the claim follows. d

Theorem 4.46 (Stability). Let Q c R” be open and bounded and assume that
u,ve C2(Q)NC(Q) are solutions to the Poisson equation —Au=fin Q. If [lu—-v|<e

on 0Q, then |[u —v|<ein Q.

THE MORAL: The solution of the Dirichlet problem for the Poisson equation

in any bounded open set depends continuously on the boundary data.

Proof. Since |u—v| <€ on dQ we have —¢ < u—v < ¢ on Q. Since u —v is harmonic
in Q, the minimum and maximum principles imply that —e <u —v <¢ein Q and

the claim follows. ]

Example 4.47. The following Hadamard’s example shows that stability fails in

unbounded domains. Consider the Cauchy problem
u  0%u

=4+ — =
0x2  9y2

u(x,00=0, xeR,

. 2
Au 0 in RY,

du 1. . .
—(x,0) = =sin(jx), xeR, j=1,2,....
dy J

Then 1
u(x,y)= ]—2 sinh(jy)sin(jx)

is a solution of the problem. Recall that sinh(x) = %(e” —e™¥). Observe that this
function is a solution to the corresponding Dirichlet and Neumann problems. By
taking j sufficiently large, the absolute value of the boundary data can be be
everywhere arbitrarily small, while the solution takes arbitrarily large values

even at points (x,y) with |y| as small as we wish.
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An important application of the maximum principle is uniqueness of the

Dirichlet boundary value problem for the Poisson equation.

Theorem 4.48 (Uniqueness). Let QO c R” be a bounded open set. Then there
exists at most one solution u € C2(Q) N C(Q) to the boundary value problem

—Au=f in Q,
{u =g on 0Q.
THE MORAL: The solution of the Dirichlet problem for the Poisson equation
in any bounded open set is unique.
Proof. Let u and v be two solutions for the Dirichlet problem. Then
Au-v)=Au—-Av=—-f+f=0 in Q

and u—v = g—g =0 on Q. By the maximum principle we have u—v < 0 everywhere
in Q and by the minimum principle we have u —v = 0 everywhere in Q. Thus
u —v =0 everywhere in Q a
Remarks 4.49:
(1) Another way to show uniqueness in a smooth domain is to apply Gauss-
Green formula as in Remark 4.8.

(2) The assumption that Q is bounded is essential. Consider, for example, the
Dirichlet problem

Au=0 in R%,
u=0 on OR?},

in the unbounded open and connected unbounded set R’} . Every function
u(xl’ e ,xn—l,xn) = axn:

where x,, >0 and a € R, is a solution to the problem. Thus the uniqueness of
the boundary valued problem fails in this case. Indeed, there are infinitely

many solutions to the Dirichlet problem with zero boundary value.
(3) Consider the Dirichlet problem
Au=0 in Q,
u=0 on 0Q.

If Q is a bounded set, then u = 0 is the unique solution of the problem.
However, we may have nontrivial solutions for an undounded Q. Let
Q={xeR":|x|>1}. Then

loglxl, n=2,
is a nontrivial solution to the problem.

THE MORAL: Asolution of the Dirichlet problem for the Poisson equation in

an unbounded set is not necessarily is unique.
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;o T
4,11 Harnack’s inequality

Harnack’s inequality can be seen as a quantitative version of the maximum
principle.

Theorem 4.50 (Harnack’s inequality). Let Q c R” be an open set and V c Q
be a connected bounded open set such that V < Q. Then there exists a constant
¢ >0, depending only on V, such that

supu(x) < cinf u(x)
xeV xeV
for all nonnegative harmonic functions « in Q.

Remark 4.51. Harnack’s inequality gives the pointwise estimate

1
Zu(y) <u(x) < cu(y)

for all points x,y € V. This means that the values of nonnegative harmonic
functions in V are comparable. Thus if « is small (or large) somewhere in V it is
small (or large) everywhere in V. In particular, if u(y) = 0 for some y € Q, then

u(x) = 0 for every x € Q). The assumption that u = 0 is essential in the result.
Proof Since V is a compact set inside O, we have dist(V,3Q) > 0. Let
1
r= 1 dist(V,0Q).

Let x,y € V such that |[x—y| < r. Then B(y,r) c B(x,2r). By the mean value

property
()= —— @)d f @)d
u\Xx)= ——— u\z 2= u\z V4
|B(x,2r)| JB(x,2r 2" a(n)r™ JB(x,2r)
1 f 1 1 1
> — u(z)dz = — u(z)dz = —ul(y).
27 a(n)r" JBey.r) 27 1B(y, )l Jay.r) on Y

Now V is connected and V is compact so we can cover V by finitely many balls
{B(x;,r/2)}L such that

B(xj,;)nB(xjH,;) ¢ for j=1,.,N-1.

Then

This implies that
)N

u(y) <u(x) < (2" u(y).

@mN
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4.12 Energy methods

We now characterize the solution of the Dirichlet problem for the Poisson equation

as a minimizer of an appropriate energy functional.
Definition 4.52. Let w be a function in the class
o ={weCHQNCQ):w=g on Q).

This is the class of admissible functions for the Dirichlet problem with the given

boundary values. The energy functional for the Poisson equation —Au = f is
1 2
I(w) =f —|Vw|“ —wf | dx.
o\2

Theorem 4.53 (Dirichlet’s principle). Suppose that u € C2(Q) N C(Q) solves
the Dirichlet problem for the Poisson equation

—Au=f in Q,
u=g on 0J0Q.

Then
I(u) =minI(w).
wesd

Conversely, if u € «f satisfies I(u) = mingey I(w), then u is a solution of the

Dirichlet problem above for the Poisson equation.

TERMINOLOGY: The Poisson equation is said to be the Euler-Lagrange

equation for the energy (or variational) integral above.

THE MORAL: A solution of the Poisson (and Laplace) equation is a minimizer
of an energy integral. Conversely, every minimizer of the energy integral above
is a solution of the Poisson equation. Thus a function is a solution to the Poisson
equation if and only if it is a minimizer of the energy integral. Observe that
there are only first order partial derivatives in the energy functional, but the
corresponding Poisson equation involves second order partial derivatives. For
example, the finite element method to compute solutions numerically is based on

this approach.

Proof. Let w € «/. By Green’s first identitty

Ozf (-Au—-f)u—-w)dx
Qﬁ—/

=—f a—u(u—w)dx-i-f(Vu'V(u—w)—f(u—w))dx
BQGV? Q

:f |Vu|2dx—f Vu-dex—f f(u—-w)dx,
Q Q Q
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where we used the fact that u —w =g — g =0 on Q. Thus
f (IVuI2 —uf)dx =f (Vu-Vw - fw)dx
Q Q
1 1
sf (—IVw|2+—IVu|2—fw dx,
ol\2 2
where the last inequality follows from the Cauchy-Schwarz inequality since
1 2 1 2
[Vu -Vw| < |Vul||lVw]| < EIVuI + §|Vw| .

In the last step we used the fact that ab < %a2 + %b2. Thus we have showed that

I(u) < I(w) for every w € of. Since u € o/, we have
I(u)= urfleiit}l(w).
Assume that I(x) = minyeqy I(w). Let v € C3°(Q) and define
d(T)=I(u+7v), TER.

Observe that for every 7 € R we have u + v € &/, because v vanishes on 9Q). Since
v minimizes the energy functional I we see that ¢ has a minimum at 7 = 0. Thus

we must have ¢'(0) = 0 provided the derivative exists. However,
1 2
(/)(r):f 5|Vu+TVv| —(u+7tv)f|dx
Q
1
= [ (Q(Vu +1Vv)-(Vu+1Vo)—(u + Tv)f) dx
Q
1 9 72 9
=f —|Vu|*+ —|Vu|*+tVu-Vo—uf —tvf| dx.
o\2 2
By differentiating under the integral, we obtain
¢'(1) :[ (TIVvI2 +Vu-Vo-vf)dx.
Q
By Greens’ first identity
0=¢'(0)= f (Vu-Vv-vf)dx
Q
du
:f —vds—f v(Au + f)dx
2q Ov Q
= —f v(Au+ f)dx,
Q
since v = 0 on Q2. We have thus proved that

f (Au+fluvdx=0 forevery veCF(Q).
Q

Claim: This implies that Au + f = 0 everywhere in Q.
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Reason. Let x € Q and ¢ € C3*(B(0,1)), which satisfies [g. ¢(y)dy = 1. Define

be(y) = Ein¢ (%) . e>0.

If € > 0 is small enough, then ¢.(x — y) is supported in a small neighborhood of
x € Q and thus ¢(x —-) € C3°(Q). Thus for all £ >0 small enough

0= fQ(Au(y) +fNPe(x—y)dy =(Au+ ) * P )(x)
But {¢p}>0 is a family of good kernels so letting € — 0 we have
Au(x)—f(x) = lin%((Au + )% Ppe)x) =0

for all x € Q as long as f satisfies some mild assumptions, for example, f integrable,

bounded, and continuous in Q. =

4.13 Weak solutions®

In this section we consider another point of view to the energy methods. If
u € C%(Q) is a solution to the Laplace equation Au =0 and ¢ € C3°(Q), that is, ¢ is
a compactly supported smooth function on Q. Then by Green’s first identity

0
O:f(pAudxz—f Vu-V(pdx+f bt ¢ dS,
Q Q Q0 Bv\_o,.a

so that
f Vu-Vodx=0 4.9
Q

for every ¢ € C3°(Q2). On the other hand, if (4.9) holds, then the computation above
shows that

f @Audx=0
Q

for every ¢ € C3°(Q2). This implies that Au =0 in Q if and only if (4.9) holds for
every ¢ € C3°(Q).
By Green’s first identity

0
O:f Vu-V(pdx:—f uA(pdx+f 6—(pudS,
Q Q oQ ov

=0
so that
f ulApdx=0 (4.10)
Q

for every ¢ € C°(Q). As above,

f(pAudxzf ulApdx=0
Q Q
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for every ¢ € C3°(Q). This shows that (4.10) holds for for every ¢ € C°(Q) if and
only if Au =0 in Q. Formulas (4.9) and (4.10) give two possible ways to define a
generalized solution to the Laplace equation. Observe, that in (4.9) we only need
to assume that u has the fist order derivatives. In (4.9) it is enough to assume
that u is integrable. With this interpretation, the function u does not have to
have any derivatives at all. This is in contrast with the standard definition of the

Laplacian, where u has to be twice differentiable.

4.14 The Laplace eqguation in other coor-
dinates™

In this section we consider the three-dimensional space R3. We have solved the
two-dimensional Laplace equation over rectangular domains and on the disc by
switching to polar coordinates. Among the most useful alternatives to Carte-
sian coordinates in R? there are two coordinate systems that generalize polar
coordinates in R2.

Cylindrical coordinates

Cylindrical coordinates (r,0, z) in R? are defined by
x=rcosf, y=rsinf, z=z.

The 3-dimensional Laplace equation takes the form
62u+16u+ 1 62u+62u 3
or2 " ror r2o0% 022

in cylindrical coordinates.

0

Reason. By a direct computation of the derivatives, we have

a a a g
6—3: =cos0, 6_3"’ =sinb, £ = —rsin0, % =rcosH.

By the chain rule
Ju Oudx Oudy du u
T Y eosO— +sinf—
or 6x6r+6y6r €08 6x+sm dy’
and again by the chain rule
u _ 0 (cos@au)+ 9 (s'n@au)
- - )+ Z sing=
orz  or dx) or dy
(( 0 au)ax (6 au)ay) . (( 0 Bu)ﬁx (6 Ou)ay)
=cosO||—— |+ | |+sinl|| | =+ || —
Ox 0x)Or \0yOdx)or Ox dy)or \0ydy)dr
2 2 2 52

0 o]
=cos26—u+sin60050 +sinfcosf U +sin20—u.
0x2 x0y 0xdy dy?
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Figure 4.5: Cylindrical coordinates.

With respect to 6, we have

Ou Oudx 6u ay

s'n96u + cosHau
=-rsinf—+r —.
30 ox 60 (?y a0 Ox dy

By the product and the chain rules for derivatives

82_u = i (—rsin@a—u) + i (rcos@a—u)
862 36 dx) a0 dy

coseau S,ne((a Bu)ax (6 6u) y)
=-r — —rsi — —
0x O0x Ox dy 0x ) 00
du d Odu) 0x 0 du)ady
—rsinf— + Ol ——|=— -
rem Jy reos ((69663')89 (63' 6y)6 )
9 62 2
:—rcose—u-i-rzsinzﬂ—u—r2sin0c056
Ox 0x2 x0y
3 2 92
—rsin@—u—rzsinHCOSB Y +r2cos29—u.
dy y dy?
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Thus

62u+ 10u N 1 8%u
or?2 rodr r2002

%u %u %u cosf 0u sinf du
_ 2 . )
—(cos Hﬁ +2sm900596x6y+sm 06_3/2)4-(7% p E)
cos@u . o 0%u . 0%u  sin du o 0%u
(— " a+sm GW—2sm9coseaxay— r @+cos HW)
92 Pu  %u 3%
:(COS26+Sin29)6_9;+(Sin29+00529)a_yl;:a_acl;+6_3/1;’
which gives
2u 10u 10%u &%u 9%u d%u %u
= —=Au=0.

— e —t =t —=—+—+
or2 ror r2002 022 0x2 0y2 022

Spherical coordinates

Spherical coordinates (r,6,¢) in R3 are defined by

x=rcosfsin¢g, y=rsinfsing, z=rcosdo.

Figure 4.6: Spherical coordinates.

The 3-dimensional Laplace operator takes the form

%u  20du 1 %u 10%u cot¢ du
ety T =
ar2  rar ri(sing)2 902 r29¢%2 r2 9¢
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or equivalently

N 2 N 1 1 N 1
Upr+ —Ur + — u
T 2 \(sing)? o0 sin¢

(u¢ sin (/))¢ =0
in spherical coordinates.

Reason. A direct differentiation gives

Ox 0si Ox . . Ox 0
- n — = —rsinfsin —=r
" cosOsing, 0 sinfsin¢, cosfcoso,

a 0 d

2y =sinfsin¢, —00 =rcosfOsing, 2 =rsinfcos¢,

or y 0¢

0z 0z 0 0z .

— =CO0S —_—= — = —rsinqgy.
or ¢, 00 ’ 0¢ ¢

By the chain rule

Ou_0uds oudu 0ude
du Oxdr 08y adr 9z or

. 0u . Ou du
= cos@sm(pa— + s1n651n<p@ + COS(Pa,
X

from which, again by the chain rule, we obtain

?u 8 . Ou\ (. .. du) 8 du
52" E(cos@sm(pa)+5(s1n9s1n(pa)+5 cos¢5)
—cospsing (£ 22|25 (£0u) (9 du) )

O0x 0x ) 0r \0y O0x)0r \0zdx)Or
2 0u)ax (0 0ujoy (5 gu)2z)
Oxdy)or \dydy)dr \0zdy)or
i@_u)@_x_l_(i@_u)a_y_'_(i@_u)@_z)
0x 0z)0or \0yodz)or \0zdz)or
2 d%u

0
ax;y + cosfsin¢cosp 9202

62u+.20,2¢62u+,9_¢ ¢62u
sin” 0 sin” ¢ — + sinfsin¢pcos

9xdy dy? dydz
u . 2u 5 0%u

3 +sinf sin¢cos¢p

+ —.
0x0z 0y0z €08 022

+sinfsing ((

|

o 0%u .
= cos? 0 sin? (/)m +sin0 cosOsin? ¢
x

+sin6 cosf sin’ 0)

+ cosfsingcos o

With respect to 6, we have

6u_6u6_x 6u6_y ou 0z

u u
—=——+——+—— =—rsinfsingp—+ Osinp—uy+0,
90 " 9x00 oyo0 Tozo0  SmUsimeg o +reosOsingziuy
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and thus
&u du) @ ou
302 30 rs1n9s1n(p—x +@ rcosBsm([)—yuy
cosfsin Ou sinfsin ((aau)ax+(aau) y (aau) )
=-r n¢$_——rsi 1 Il 4
(P ox ¢ Ox 0x) 00 \0y dx) 00 \0z Ox
—rsinfsin —+rcos9s1n (( 9 6u) 3x+(36u)6 (6 6u) )
4 dy ¢ 0x dy) a6 \dydy)d 9z 0y)d
ou 92
:_rc°5951n¢—+rzsm 0sin gb—u—r sin 6 cos 0 sin’ (p “to
Ox 0x? 9x0y

9 92 0
—rsinBsin(pa—u —r2sin0c0s9sin2¢>a ; +r2c0s29sin2</> LZL +0.
y xoy

With respect to ¢, we have

Ju 6u6x+6u6y+6u62
6¢ 0x d¢p 0y dp 0z d¢

du . du . Ou
= rcos@cosgba— + rs1n9cos¢a— —rsing—,
x

from which we have

0%u ou) 8 du ou
_6(/)2 6(/) rcos@cosd) 6¢¢ rs1n9cos¢> 3y —%gb 1n(p£
= —rcos@sin —+rcos€cos ((i@_u)@_x+( 0 au) Oy ( 0 a_u) 6_2)
B 5% P15 x ¢ \dydx)op |0z 0x)dp
—rsinfsin¢ +rsinfcos ((ia_u)a_x+( 0 au) 9y +(i6_u) 6—Z)
¢ Ox0dy) 08¢ \0ydy)d¢p \0z0dy) d¢
cos du sin ((6 6u)6x+(66u)6y (86u)62)
-r — —rsi — | = — | ==
(p(’)z ¢ 0x 0z ) 0¢p \0y dz)d¢p \0z 8z) d¢
0 %u 82
= —rcos@sinqb—u +r? 005290052¢— +r?sinf cos@cos2qb d
dx 0x2 x0y
2
—r? cosHsin(pcosqﬁaxaz
0 92 0
—rsinBsin(p—u+rzsin0cosecosz¢) d +rzsin2600s2¢—u
dy x0y dy?
2u
—r? sinBsinqbcosgbayaz
ou o . 2u 9 . . 8%u 9 8%u
—rcos¢p— —r-cosfsin¢gcos¢ —r“sinfsin¢cos¢p +r2sin? b=
0z 0x0z y0z 922

Using the obtained expressions for the partial derivatives, we collect form the
formula
%u  20u 1 d%u 10% cotpdu

a2 v or  rksingR 002 | 120¢2 | 1% 3¢
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partial derivatives with respect to x, y and z. For the . -terms, we have

2 1 1
0+ ;(cosB sin¢) + W(—rcos@sinqb)+ r—z(—rCOSQSin([))

cot¢
T2

(rcos@cos¢)

Ccos

——(2sin?¢p—1—sin?p+cos?p) =0
rsing

Similarly, for the -terms we have

0+— (smH sin¢) +

ot¢)

C
+
r

2 ————(—rsinfsing) + %(—rsin@ sin¢)
r

(rsinf cos¢)

sinf
(2sin® ¢ - 1—sin? ¢>+c0s o) =
" rsi in¢

and for the terms we have

2 1 1 cot¢p .
0+ ;COS¢+ W -0+ r—z(—T‘COS([))+ r—z(—rSIII(P)

1

= —(2cos¢p—cos¢p—cos¢) =0.
r

For the % -terms, we have

2 ot
c0529sin2¢+—- —————(r?sin®0sin® (p)+—(r cos? 0 cos (p)+—(’b
r2(sin )2

= cos? 0 (sin? b+ cos? o)+ sin?0 = 1.

Similarly, for the 2 -terms, we have

2 ot
sin?@sin® ¢+ = -0+ ————— (% cos? fsin® ¢)+—(r sin?6 cos gb)+—¢ 0
r r2(sin ¢)2

=sin29(sin2¢7+cos (p)+cos 0=1

and for the Y -terms, we have

1

2, 2 1 4’
cos“ ¢+ +r2(sinq§)2 + (r sin c/))+ 2 -0=1.

Moreover, for th

, we have

2
. .92 9 . . 9
2sinf cosf sin ¢+— +2(S,—n¢)2(—2r sinf cos 6 sin” ¢b)

cot
+—(2r sin6 cos 0 cos® (b)+ (P

= 2sin6 cos 0 (sin’ ¢ - 1+ cos? qﬁ): 0.
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Similarly, for the gj—a“z-terms

1 4

2 1 t
2cosfsin¢pcosp+ — -0+ ——= -0+ —(—2r2c0s9sin¢>c0s¢>)+ CO—2 -0=0
r r2(sin )2 r2 r

8%y
and for the dydz -terms

2 1 t
25in0sincosd+ = -0+ ——— 0+ = (-2 sinfsinpeos ) + P .0 = 0.
r r2(sin )2 r2 r2
Collecting everything together gives
u  20u 1 0% 18%u cotpdu 0%u 0%u 0%u

— =+ —+—=0.
6r2+r6r+r2(sin(1))2 562 2 6¢>2+ r2 8¢ 0x%2 09y2 022 "

Remark 4.54. Separation of variables can be also applied in spherical coordinates
in R3. In this case we look for harmonic functions

u(r,0,¢)=A0,p)B(r).
By substituting this into the Laplace equation in spherical coordinates, we obtain

r2B,, +2rB, . (sing) 2Agg + (sing) 1(Agsing)g o
B A B

and equivalently

7‘2B,.,. +2rB, _ (Sil'l(f))_zA@g + (singb)_l(A¢ sing)y
B T A

for every r, 6 and ¢. Thus

r’B,, +2rB, _
B =

(sin¢)~2Agp + (sin ¢)_1(A¢ sin¢)y
A

IJ:

for every r, 6 and ¢, where u is the separation constant. Consequently, we may
rewrite the separated equations as two differential equations

Agg + (Agpsing)y +uA =0,
S

1 1
(sin¢)? in¢
r?B,, +2rB, — uB = 0.

The equation for B is similar to the the corresponding ODE in the two-dimensional
case, see (2.15), but the PDE for A is more challenging. Solutions to the PDE for A
are special functions called the spherical harmonics, see pages 271-277 in [10] and
pages 98-108 in [5] for the n-dimensional theory. The methods of separation of
variables can be used to find solutions to other PDEs than the Laplace equation. It
may also be used for other coordinate systems than polar or spherical coordinates.
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4,15 Summary

We have considered four aspects of the PDE theory for the Laplace operator.

1)

(2)

3

4)

Existence. We have derived several representation formulas for the
solutions. The Fourier series and the Fourier transform can be used to
solve boundary value problems in special cases. The solution to the Poisson
equation in the whole space can be represented as a convolution of the
source term with the fundamental solution by Theorem 4.19. Remark 4.21
shows how this can be used to solve a Dirichlet problem in a subdomain.
Theorem 4.28 gives a solution of a boundary value problems for the Poisson

equation in a subdomain in terms of the Green’s function for Q.

Uniqueness. Remark 4.8 shows how we can conclude uniqueness of a
solution to the Dirichlet problem from Green’s formulas. On the other hand,
uniqueness can be shown using the maximum principle as in Theorem
4.48.

Stability. Theorem 4.46 shows that the solution of the Dirichlet problem
depends continuously on the boundary data. This can be concluded also
from the representation formulas whenever they are available.
Regularity. Representation formulas for solutions are integrals which can
be used to show that the solutions are smooth. This can be also concluded
from the mean value property. It is possible to consider generalized or
energy solutions for the Laplace equations to obtain existence under very
general conditions. It can be shown that the generalized solutions are

smooth as well.



The heat equation governs the diffusion of heat in a body.
The heat kernel will be the fundamental solution of the
heat equation. The fundamental solution can be used to
derive representation formulas for solutions of nonhomo-
geneous problems. For subdomains the solutions can be
constructed through separation of variables, which leads
to an eigenvalue problem for the Laplace operator. We also
discuss the maximum principle to study uniqueness of the

solution.

Heat equation

In this chapter we study the heat equation
ur—Au=0

and the nonhomogeneous heat equation
ur—Au=f

with appropriate initial and boundary conditions. Here

that is, the Laplace is taken with respect to the spatial variable x. Let Q be an
open subset of R” and T' > 0. The problem is to find a function u = u(x,¢) such that
it is a solution to the heat equation in Q x (0, 7).

Physically, a solution u = u(x,t) of the heat equation represents the tempera-
ture of the body Q at the point x and time ¢. Observe that any solution v = v(x) of
the Laplace equation induces a time independent solution u = u(x,t) = v(x) of the
heat equation. In practice this suggests that for every claim about solutions to
the Laplace equation there should be a corresponding claim for the solutions of
the heat equation. However, the dependence in time leads to new phenomena and
challenges which are not visible in the stationary case.

The appropriate initial condition is
u(x,0)=g(x), xeQ.

This describes the initial temperature distribution at the time ¢# = 0. In addition,

we may have a Dirichlet type boundary condition
ulx,t)=gx,t), x€0Q, t>0,

147
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which describes the temperature on the boundary, or a Neumann type boundary
condition P
6—”(x, 1) = Veule, ) v(x) = hix,f), x€dQ, t>0,
%
which describes the heat flow through the boundary. Here, as usual, v(x) =

(vi(x),...,vn(x)) is the unit outer normal on 9Q.

Remark 5.1. The more general equation
u;—alAu =0,

where a € R is the heat conductivity, can be reduced to the standard heat equation
by the change of variables ¢t — at (exercise). This means that it is enough to

consider the case a = 1.

5.1 Physical interpretation

The heat equation, also known as the diffusion equation, governs the propagation
or diffusion in time of the density of some quantity such as heat or chemical
concentration. If V is any smooth subdomain of (2, the rate of change of the total

quantity of heat in V' equals the negative of the net flux through the boundary 0V

2[ u(x,t)dx = —f F(x,t)-v(x)dS(x)=0,
ot Jv av

where F = (F,...,F,) is the flux density and v is the unit outer normal of V. By

the Gauss-Green theorem we have
f div, F(x,t)dx = f F(x,t)-v(x)dS(x)
14 ov

0] u
=—-— ,BDdx=—| —(x,t)dx.
T Vu(x )dx fvat(x )dx
The last equality follows by switching the order of the derivative and the integral.
Since this holds for every subdomain V of Q, we have

ou

ot

It is physically reasonable to assume that the flux F' is proportional to the gradient

div, F(x,t) = (x,1).

Vu but in the opposite direction, since the flow is usually from regions of high tem-
perature to regions of low temperature or high concentration to low concentration.
Thus

F(x,t)=—-aVu(x,t), a>0.

This gives
u . .
us(x,t)= E(x, t) = —divy F(x,t) = adiv, Vu(x, t) = aAu(x,t),

which implies that u is a solution of the general heat equation.



CHAPTER 5. HEAT EQUATION 149

5.2 The fundamental solution

In section 3.10 we have already derived a formula for the solution of the Cauchy
problem

us—Au=0 in R" x(0,00),

u=g on R"x{t=0}

where g € C3°(R"). Indeed, by Theorem 3.28

x—yl2
leJ)zﬁ;qu—ggﬁgQOdyz A;e_LELgQOdy (5.1)

(4nt)?
is a solution to the heat equation in R” x (0,00). Here

1 _k? n
—e 4, xeR", t>0,
D(x,t) =< (4nt)2
0, xeR*, <0,

is the fundamental solution of the heat equation (or the heat kernel). Note that ®
is a solution to the heat equation in the upper half-space and that ® is unbounded
in any neighbourhood of (0,0). The fact that the solution attains the initial values
g in the sense

11_1}6 u(x,t)=g(x) forevery xeR”,

is a consequence of Theorem 3.20, which is the general result about approxima-
tions of the identity and the fact that the fundamental solution induces a family of
good kernels, see Example 3.21 and the proof of the Fourier inversion theorem 3.14.
This gives the existence of a solution to the Cauchy problem, but the uniqueness
may fail in unbounded domains, as we shall see later. Note also that the solution
given by (5.1) is smooth, since the fundamental solution is smooth in the upper

half-space and the convolution inherits smoothness.

Remarks 5.2:

(1) We can also write

ot

4o
— —-A®=0 in R"x(0,00),
®=6p in R*x{t=0},

where §g is the Dirac measure in R" giving unit mass to the point 0. In
particular, ® is a solution to the heat equation in R x (0, 00).

(2) The heat equation has a natural symmetry, which may be used to derive
the formula for the fundamental solution. We may use the similarity
method to find a, 8 >0 and v :R” — R so that the function

1 x n
u(x,t)—t—av(t—ﬁ), xeR", ¢>0,
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3

4)

5.3 The nonhomogeneous problem

is a solution to the heat equation. We can insert this in the heat equation

and assume that v is a radial function. This gives an ODE for v which

can be solved. This is an alternative way to derive the formula for the

fundamental solution, which applies to other PDEs as well.

If g € C(R™) is bounded, g = 0 and there is a point y € R” such that g(y) >0,

then u > 0 everywhere in the upper half-space. This means that the heat

equation has infinite speed of propagation of disturbances. If the initial

temperature is nonnegative and positive somewhere, the temperature is

positive at any moment of time (no matter how small). Note that u(x,t) for

any ¢ > 0 depends on the initial values of g(y) for all y € R".
By (3.28), we have

lx—y12
Iu(x,t)|=‘ gf e g(y)dy‘
(4nt)2 Jrr
<

ol
\(4nt)% g

1
< = | 1g(yld
(4nt)§fwgy y

for every x € R® and ¢ > 0. This gives the decay estimate

_\x—y\2
e g(y)dy

1
sup |u(x,t)| <

ﬂf leidy, t>0.
xeR® (4nt)z Jrn

In particular, this implies that the solution tends to zero as time goes to

infinity. The same argument can also be used to study stability of solutions

in the upper half-space.

Consider the nonhomogeneous Cauchy problem

u;—Au=f in R"x(0,00),
u=0 in R"x{t=0}.

By (5.1), for every fixed s, with 0 < s < ¢, the function

u(x,t;s) =f O(x—y,t—s)f(y,s)dy
RIL

solves the translated initial value problem

i}
{a—b;(x,t;s)—Au(x,t;s)z 0, xeR™ t>s,

u(x,s;s) = f(x,s), xeR”,

(5.2)
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>
v R"

Figure 5.1: Nonhomogeneous problem for the heat equation.

Observe that this is a initial value problem for the homogeneous heat equation
with the time ¢ = 0 replaced by the time ¢ = s. This is called the translation
principle.

So called Duhamel’s principle, see Remark 3.29, suggests that we can construct
a solution to the nonhomogeneous problem by integrating solutions u(x,¢;s) over
s €(0,t) and have

¢
u(x,t)zf u(x,t;s)ds, xe€R", t>0.
0

THE MORAL: Duhamel’s principle is a process of expressing the solution of
a nonhomogeneous problem as an integral of the solutions to the homogeneous

problem in the way that the source term is interpreted as the initial condition.

To verify that this function is a solution to the heat equation, we have to
differentiate a function defined by an integral, as illustrated by the following
lemma.

Lemma 5.3.

du tdu
E(x,t)— u(x,t,t)+f0 E(x,t,s)ds.
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Figure 5.2: Duhamel’s principle.

Proof. A direct formal calculation shows that

1 t+h t
a—u(x,t)zlim—(f u(x,t+h;s)ds—f u(x,t;s)ds)
ot 0 0

h—0h
1 t+h t+h
= lim—(f u(x,t+h;s)ds—f u(x,t;s)ds)
r—0h \Jo 0
1 t+h t
+lim — (f u(x,t;s)ds —f u(x,t;s)ds)
r—0h \Jo 0
t+h 1 1 t+h
=lim —(u(x,t+h;s)—u(x,t;s))ds+lim—f u(x,t;s)ds
r—0Jo h h—0h J;
ta
= u(x,t;t)+f —u(x,t;s)ds. a
o Ot

The following theorem claims that this gives a solution to the initial value
problem for the nonhomogeneous heat equation.

Theorem 5.4. Let f € C3°(R" x (0,00)). The solution of the nonhomogeneous
Cauchy problem (5.2) is

¢
u(x,t)sz O(x—y,t—s)f(y,s)dyds
0 Jrn

t ey
:f ;U =T £y, 5)dy| ds. (5.3)
0 (4n(t—s))z \Urn
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Proof. We give a formal argument here. By the previous lemma, we have
0 ta
a—z:(x,t) = u(x,t;t)+/0 a—l;(x,t;s)ds
t
=f(x,t) +f Au(x,t;s)ds
0

t
= f(x,t)+A(f u(x,t;s)ds)
0
= fx,8) + Aulx,t).

Moreover, by letting ¢ — 0 in (5.3), we see that the boundary condition is satisfied
using the approximation of the identity. The detailed proof is rather similar to the
proof of Theorem 4.19 and it will be omitted here. O
Remarks 5.5:

(1) To solve the general problem

u;—Au=f in R" x(0,00),
u=g in R"x{t=0},

we can use the same approach is in Remark 4.14 (3) for the Laplace

equation and write u = u1 + ug with

and 5
T2 Aup=0 in R"x(0,00),
ug=g in R"x{t=0}

We can combine (5.1) and (5.3) to find that

¢
u(x,t)Z‘[Rnd)(x—y,t)g(y)dy+f0 ‘[Rnd)(x—y,t—s)f(y,s)dyds.

(2) Duhamel’s principle does not depend on the specific structure of the equa-

tion and it applies to other linear ODEs and PDE as well.

5.4 Separation of variables in R™

In the previous section we derived a solution to an initial value problem for
the heat equation in the whole space R™. The goal of this section is to derive
corresponding solutions in a subdomain. Let Q < R" be a bounded open set with a
smooth boundary. Consider the initial and boundary value problem

ur—Au=0 in Qx(0,00),

u=0 on 0Qx(0,00),

u=g on Qx{t=0}
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Step 1 (Separation of variables): We separate variables and look for a

solution in the form

u(x,t)=v@wx), x€, ¢>0. (5.4)
Then
ux,t)=v'Wwx) and Aulx,t)=vE)Aw(x)
and
0 =ulx,t)— Aulx,t) = v ()wx) — vE)Aw(x).

It follows that

v'(t)  Aw(x)

() wx)

for every x € Q and ¢ > 0 such that w(x) # 0 and v(¢) # 0. Since the left hand side
depends only on ¢ and the right hand side depends only on x, both sides have to

be the same constant. Thus we arrive at

v'(t)

K(t) ==, t>0,
w® _ ) xeq.
w(x)

Here the negative sign is a convention that will be apparent soon.

THE MORAL: The problem for the heat equation has been transformed to an
ODE and an eigenvalue problem for the Laplace equation.

Step 2 (Solution of the separated equations): The general solution of

v =-Avis

v(t) = ce_’”,

where c is a constant.
Consider then the other equation —Aw = Aw. We say that 1 is an eigenvalue

of the (negative) Laplacian in Q, if there exists a solution w of the problem

-Aw=Aw in Q,
w=0 on 0Q,

so that w is not identically zero in Q. The function w is the eigenfunction corre-

sponding to the eigenvalue 1. Observe that Green’s first identity gives

fIVwIdeszw'dex
Q Q

a
=—f wAwdx+f ke w dS
Q agav\_g’

:/lf w?dx.
Q
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This implies that A = 0 and this is explains the choice of the negative sign above.
In fact, we have A > 0, since if A =0, then the Dirichlet problem above only has

the trivial solution w = 0. From (5.4) we conclude that
u(x,t)= ce_’”w(x)

is a solution to

(5.5)

ur—Au=0 in Qx(0,00),
u=0 on 0Qx(0,00),

with the initial condition u(x,0) = cw(x) for x € Q.
Step 3 (Solution of the entire problem): If 1;, j =1,2,..., is an eigenvalue
andwj, j =1,2,..., is the corresponding eigenfunction, then the linear combination

(e )
u(e,t) =Y cje”Mw;(x)
J=1

should be a solution to (5.5) with the initial condition

u(x,0)= ) cjw;x).
Jj=1

If we can determine the coefficients cj, j =1,2,..., so that
(o]
Y cjwj(x) = gx), (5.6)
j=1

then u is a solution of the original problem.

It is known (but out of the scope of this course) that there are infinite number of
eigenvalues 1; >0, j=1,2,..., with 1; — oo as j — co. We arrange the eigenvalues
in the increasing order so that 0 < 11 < A3 <.... Moreover, the corresponding
eigenfunctions {w j}‘;‘;lcan be chosen to be an orthonormal basis in L%(Q). By
results in Chapter 1, this means that if g € L2(Q), then

Cj=<g,wj>=f9g(y)wj(y)dy, j=12,....

Here (-,-) denotes the standard inner product in L2(Q). The coefficients ¢ i J=
1,2,..., can be seen as the Fourier coefficients of g € L2(Q) and the series

o0 o0
g=) cjwj=) (gwjw;
s s

converges in L2(Q), as in Chapter 1. In addition, the series

o0

u(x,t)= Y (g,wjre w;(x) (5.7)

Jj=1
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gives the solution to the original problem in L2(Q). Thus we have the representa-

tion formula

u(x,t) = Z (g,wj)e%ftwj(x)
j=1

= ZIUQ g(y)w,-(y)dy)e‘“wj(x)
J:

f (Z e—Aftwj(x)wj(y))g(y)dy
Q j=1
= fQ K(x,y,t)g(y)dy,

where
(e 0]

K(x,y,t)= Z e ftwj(x)wj(y)

Jj=1
is the heat kernel in Q.

THE MORAL: Existence of a solution can be proved using separation of

variables and eigenfunction expansions in bounded domains.

This is precisely the same strategy as in the separation of variables in Chapter
1. Note that this approach depends on whether we are able to find many enough
eigenvalues and eigenfunctions so that we can represent the initial value as an
infinite linear combination of the eigenfunctions. Moreover, we have to verify that
the series above converges in an appropriate sense and that the representation

formula (5.7) above really is a solution to the original problem.

Remark 5.6. For time dependent problems it is also relevant to study the be-
haviour of solutions as ¢ — co.
Claim:
I, D2 <e M lgliz@q, >0,

where 11 > 0 is the first (and the smallest) eigenvalue of Laplacian.

Reason. Since

lu(x,t)| = Z(g,wj)e_’lftwj(x)
—
<) Kgwple M w;x)l
=

<e Mt Y Kg,wpllwi@)l, (0<Ai<Az<...)

J=1
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by Parseval’s equality we have

lut, Ol L2y <e ™

Y (g wpw;()
j=1

L2(Q)
1/2
A1t S 2
=e MY Kg,w;))l
=1

= efhtllglle(Q)- [ ]

In particular, the solution tends to zero as time goes to infinity. This method can

be used to study stability as well.
Remark 5.7. Similar argument also applies, for example, to the Neumann problem

u;—Au=0 in Qx(0,00),

P
2 _0 on 8Qx(0,00),
ov

u=g on Qx{t=0}

Physically this models an insulated boundary problem. This leads to the con-
struction of orthonormal eigenfunctions for the Laplacian with the zero Neumann

boundary conditions.

5.5 Maximum principle

The heat equation resembles the Laplace equation in the sense that its solutions
satisfy a maximum principle. To formulate this principle, let us introduce the
space-time cylinder

Qpr=Qx(0,T),

where Q2 c R” is open and bounded and 0 < T' < co. By the maximum principle for
the solutions of the Laplace equation Au = 0 we know that harmonic functions
achieve their maximum on the boundary 6Q2. For the heat equation, the result
states that the maximum is achieved on certain part of the boundary, which is
called the parabolic boundary

I'r=0@Qx[0,THuU(Q x {t =0}).
Observe that I'r consists of the base and the lateral sides of the cylinder Q7.

Theorem 5.8 (Weak maximum principle). Let Q c R” be open and bounded
and assume that u € C2(Q7) N C(Q_T) is a solution to the heat equation in Qr.
Then

max u(x,t)= max u(x,it).
(x,)eQr (x,t)el’
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{
t=T—" " 7>

?

v R N

Figure 5.3: The maximum principle for the heat operator.

Remark 5.9. If we replace u by —u we get the corresponding statement with min
replacing max. Observe that —u solves the heat equation whenever u solves the

heat equation.

THE MORAL: Asolution to the heat equation attains maximum and minimum
in Q7 on the parabolic boundary I'r. This result holds for any bounded domain
without regularity assumptions on the boundary. Observe carefully that at a fixed
time ¢ > 0 the function x — u(x,t) does not need to have to have maximum or

minimum at 9Q.

Proof. We shall prove the claim in two steps.
Step 1: Fix € > 0 and set v(x,t) = u(x,t) — et. We will first show that
max v(x,f)= max v(x,t)
(x,t)EQiT (x,t)el’p
and then conclude the claim by letting € — 0.
Now let us assume, to the contrary, that there is a maximum point in Q x (0, T'],

that is,

max v(x,t)> max v(x,?).
(x,t)€Qr (x,t)el’'r

Then there exists (xg, o) € Q7 \I'r = Q x (0, T'] such that

v(xo,t0) = max v(x,t).
(x,0)eQr
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In particular, we have v(xo, t) < v(xg,%o) for all ¢ < #g. This implies that

ov
—(x0,20) =0,
at(xo 0)

since otherwise the maximum would not be achieved at ¢ = ¢( as a function of ¢.
On the other hand, v(x,#9) < v(xo, o) for all x € Q, since (xg,%o) is a maximum of v

as a function of x. This implies that Vuv(xg,t9) =0 and

2U

—(x0,t0) <0 Jj=1,...,n
2 b ) b ) )

axj

(think of a function of one variable: if f has a local maximum at x¢ and f is twice

differentiable, then f"(xg) < 0). By summing up, we have Av(xg, o) <0. Thus
a
6—:(960, to) — Av(xp,to) = 0.

This is a contradiction with

dv
——Av=u;—e-Au=-¢e<0.
o vV=u u
Note that the auxiliary function v was introduced only to get a strict inequality
here.
Step 2:

max u(x,t)= max (v(x,t)+et) (v=u—Eet)
(x,)eQr (x,0)eQr

< max v(x,t)+eT
(x,))eQr

= max v(x,t)+eT (Step 1)
(x,t)el’p

< max u(x,)+eT. (v<u)
(x,t)el’p
Letting € — 0 we have

max u(x,t) < max u(x,t).
(x,0)eQrp (x,t)el’p

On the other hand, we always have

max u(x,f)= max u(x,t)
(x,t)EQiT (x,)el’p

and thus
max u(x,t)= max u(x,t).
(x,)eQr (x,t)el'r a

Remark 5.10. The maximum principle gives a comparison principle and a stability

result as in the case of the Laplace equation (exercises).
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Theorem 5.11 (Uniqueness for bounded domains). Assume that Q7 is bounded,
g€ C('p) and f € C(Qr). Then there exists at most one solution u € C2(Qr)N
C(Qr) of the initial and boundary value problem

ur—Au=f in Qrp,
u=g on I'p.

THE MORAL: The initial and boundary values can be given only on the
parabolic boundary I'r7. The equation determines the values uniquely inside Qp

and on the top Q x {t = T'}, as in the representation formula (5.1).

Proof. Let u,v be two solutions to the problem. Then w = u — v satisfies

wt—Aw=0 in QT,
w=0 on Ip.

By the weak maximum principle applied to w we see that w <0 in Q7. Now
applying the weak maximum principle to —w we get the opposite inequality w = 0
in Q7. Thus w =0 on Q_T, which implies u = v in Qr. ]

Example 5.12. Let u:Rx[0,00) — R

5 6J( 71”) x€R, ¢>0,
u(x t)— ] 0(2_])' at-]

0, t=0.
Then

00 2] j
hm u(x,t) = Z (;C—)%(e_l/tz)

- o/ -1/¢?
= Z hm—(e )=0.
j=0 @) t—0 ot/
=0

On the other hand,

62u 00 2] 26
—x,n=Y 2j2j-1
2 @0 J; (2] )(2 5T 327

—(e —1/t2)

o ,2j-2

X

-1/¢2
- (27 -2)! 6tJ( )

and

o 421 gitl
j:0(2_.i)!atj+l
00 2(j—1) aj

- Z @G -1)! 68

142
l/t)

ug(x,t) =

—1/#2
/t)



CHAPTER 5. HEAT EQUATION 161

Thus u is a solution to

Ur— Uy =0 in Rx(0,00),

u=0 on Rx{t=0}.

Since au is a solution to the same problem for every a € R, we see that the
uniqueness fails for unbounded domains without extra assumptions. In this case,
the problem has infinitely many solutions. Observe that u =0 is the physically
reasonable solution, but there are many nonphysical solutions as well. The
growth condition in the previous theorem excludes these nonphysical solutions.
The nonphysical solutions grow extremely fast as |x| — oo.
Note that the definition of u(x,t) also works for ¢ < 0, so that the backward

Cauchy problem

U—Uxe =0 in R x(—00,0),

u=0 on Rx{t=0}

does not have a unique solution in general.

Remarks 5.13:
(1) There is also a version of the strong maximum principle for solutions of
the heat equation. Let Q2 be an open, bounded and connected set in R™. If
there exists a point (xg,%g) € Q x (0, T'] such that

u(xp,to) = max ul(x,t)
(x,0)eQr
then u is constant in ﬁto. The proof of the strong maximum principle is

beyond the scope of this course.

(2) By applying the strong maximum principle to the function —u we get
a similar statement with min replacing max. The strong maximum (or
minimum) principle asserts that if  attains its maximum or minimum at
an interior point, then u is constant at all earlier times. This is physically
intuitive, since the solution will be constant on the time interval [0, ¢¢] if
the initial and boundary conditions are constant. However, the solution
may change at later times ¢ > ¢( if the boundary conditions change. This
happens, for example, if we start heating the boundary.

(3) Changing ¢ to —¢ does not preserve the heat equation and the PDE distin-
guishes between solutions forward and backward in time. This corresponds
to the physical fact that heat conduction is, in general, irreversible, given
an initial temperature we may predict future temperatures, but we cannot
in general determine the thermal status that generated that particular

temperature distribution. The backward in time problem

u;—Au=0 in R" x(-00,0),

u=g on R"x{t=0}.
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is illposed in the sense that, unlike the forward in time problem, it is not
solvable, in general, within the class of bounded solutions. Indeed, if a
bounded, continuous solution did exist for every choice g € C(R"), then the

representation formula (5.1) gives

g(x)=u(x,0)= f[Ran O(x—y, Tu(y,-T)dy
B 1
(4nT)%

_\x—yl2
fe T u(y,-T)dy.
Rn

This implies that g is smooth, which cannot be the case if g is only assumed
to be continuous.
Moreover, the backward in time problem is not stable. To see this, let £ >0
and define

u(x,t) = ge Ve’ sin(g) , x€R, t<O.

Then u is a solution to the problem

Ur—Uxe =0 in R x(—00,0),
u=g on Rx{t=0},

with
g(x)= esin(f) .
€
Then
max|g(x)] -0 as &£—0,
xeR
but

max|u(x,t)) o0 as e—0.
xeR

This means that the solution does not depend continuously on the boundary

values.

5.6 Energy methods for the heat equao-
fion

In this section we discuss how one can use energy methods to show, for example,
uniqueness of solutions to the heat equation. This discussion is analogous to the
energy methods applications for harmonic functions.

Let Q cR"™ be open and bounded. We consider the initial and boundary value
problem for the heat equation

u;—Au=0 in Qp,
{ ' r (5.8)

u=g on I7.
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Theorem 5.14 (Uniqueness by energy methods). There exists at most one
solution for (5.8).

Proof. Let u,v be two solutions to (5.8). Then w = u —v satisfies

w;—Aw=0 in Qrp,
w=0 on Ip.

For 0 <t < T we define the energy

dﬁzjmqufdx
Q
Then
0 il
e'(t)= &fgw(x,tﬁdx=fga(w(x,t)2)dx
3]
=f ZwH—L:dx =f 2wAwdx (w satisfies the heat equation)
Q Q
Jw 2 . . .
=2f a—w dS—2f IVw|“dx (Green’s first identity)
a Q

Q oV

:—2[|Vwﬁdxso.(w=00nag)
Q

We then conclude that e’(#) < 0, which implies that e(¢) is a decreasing function, so
that 0 <e(t)<e(0) for all 0<¢<T. However e(0) =0 since w =0 on I'y7. Thus

e(t)=fw(x,t)2dx=0 forall 0<t<T
Q

and thus w =0 on Q7. a

5.7 Summary

(1) We have derived several representation formulas for the solutions. The
Fourier series and the Fourier transform can be used to solve boundary
value problems in special cases. The solution to the Cauchy problem for
heat equation in the whole space can be represented as a convolution of

the source term with the fundamental solution.

(2) The nonhomogeneous Cauchy problem can be solved using Duhamel’s
principle by Theorem 5.4.

(3) Separation of variables and eigenvalue problems can be used to derive a
representation formula for the solutions in a subdomain, see Section 5.4.

(4) The heat equation has infinite propagation speed for disturbances.
(5) The heat equation smoothens the boundary data.

(6) The boundary and initial values can be given only on the parabolic bound-
ary of a bounded space time cylinder. The same applies to the maximum

principle, uniqueness and stability results.
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(7) The uniqueness fails for the Cauchy problem without extra growth as-
sumptions.
(8) Energy decreases and solutions decay to zero as ¢t — co.
(9) Energy methods can be used to give a short proof of the uniqueness in a
bounded space time cylinder.
(10) If the direction of time changed, then the obtained backward in time heat
equation does not have a unique solution and the solution does not depend

continuously on the boundary data.



We study the wave equation in all dimensions, but with par-
ticular focus on the physically relevant cases of dimensions
one, two and three. d’Alembert’s formula gives a solution
of the Cauchy problem in the one-dimensional case. The
three-dimensional Cauchy problem is solved by a spherical
mean reduction to the one-dimensional case. Finally, the
two-dimensional problem is solved by Hadamard’s decent
method from three dimensions. Duhamel’s principle ap-
plies to the nonhomogeneous problem. Energy methods can

be used to prove the existence.

Wave eguation

In this chapter we study the n-dimensional wave equation with particular atten-
tion to the physically relevant cases of dimensions one, two and three. It turns
out that the properties of the solutions depend on the dimension. We can think
of the wave equation as describing the displacement of a vibrating string (in
dimension n = 1), a vibrating membrane (in dimension n = 2) or an elastic solid
(dimension n = 3). In dimension n = 3 this equation also determines the behaviour
of electromagnetic waves in vacuum and the propagation of sound waves.

The n—dimensional wave equation is
uy—Au=0
and the nonhomogeneous wave equation is
up—Au=f.

Here )
Lo}
Au = Z —u,
j=1 636

~. DN

that is, the Laplace operator is taken with respect to the spatial variable x.

Remark 6.1. The general equation
U — c2Au = 0,

where ¢ € R, can be reduced to the standard wave equation by the change of

variables (exercise).

165
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6.1 Physical interpretation

The function u = u(x,t) represents the displacement of the point x at the moment
t. If V is any smooth subdomain of Q2, the acceleration in V is

82
Frs) fV u(x,t)dx

and the net contact force is
- f Flx,t)-v(x)dS(x),
ov

where F = (F4,...,F;) is the force acting on V through dV and v is the unit outer
normal of V. This follows from Newton’s law, which asserts that the mass times
the acceleration is the force. The mass density is assumed to be one. By the

Gauss-Green theorem we have

fdivxF(x,t)dxzf F(x,t)-v(x)dS(x)
14 av

62 0%u
=—@fvu(x,t)dx=—fva?(%t)dx-

The last equality follows by switching the order of the derivative and the integral.

Since this holds for every subdomain V of 2, we have
d%u
ot?

It is physically reasonable to assume that the force F is proportional to the

div, F(x,t) = — (x,1).

gradient Vu but in the opposite direction. Thus
F(x,t)= —CZVu(x,t), ceR.

This gives
d%u . 2 9. 2
uy(x,t) = a—tz(x,t) = —divy F(x,t) = c“div, Vu(x,t) = c“Au(x, 1),

which implies that u is a solution of the general wave equation.

6.2 The one-dimensional wave equation

We have showed using the Fourier transform that the solution of the Cauchy

problem

uy—Au=0 in R" x(0,00),

u=g in R"x{t=0), 6.1)
P

P _h in R*x{t=0).

ot
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for the n-dimensional wave equation is given by formula (3.5), which states that

sin(|¢[¢)
€]

Remark 6.2. To consider initial value problems for the wave equation in a bounded

domain Q7 = Q x (0,00), we can use eigenfunction expansions as in section 5.4.

u(x,t) = @m)™" fR ) (g(acosqat) +R(©) ) e de.

In the one-dimensional case with n = 1, we have

o ”‘_f (zcostein+ o= e ag
- 55 | [0eostco+ Ao =D i ar

_ Sy i6t -1ty ixd
——2ﬂng(f)2(e +e et g
1 ~ 1 . . .
iét _ —idty, ixé
too fR A5z (e e el dg.

Here we used the symmetry of the trigonometric functions and trigonometric
identities (2.11). Theorem 3.4 (6) and the Fourier inversion theorem 3.14 imply

1 1. .
- f O + o e d
27 JR

1 1 Lft'\({:)eledé‘_i___f l(ftg\(é‘)eledé
2 2
2 o | gD d5+ S f 2= D(O)e™ de

= é(g(x +1)+g(x —1)).
On the other hand,

1 ~ 1 . . .
&t _ —idty ixd
> fR B35 = e e dg

11 it Dy e ik 11 [ —iEtFi o ixé
=-— | &A@ di- = — [ A
227 fRe ©edd=5 2n (©)e™ dg

11 f— -
_ - - ixé - = — ixé
=55 fR HG+D(Oe™ i~ 5 o fR H(x - )™ de&
= %(H(x +)—Hx—1),

where ~
. h
Ao ="
i$
Claim: H'(x) = h(x) and
X X
H(x) = f H'(y)dy = f h(y)dy
—00 —00
Reason. Theorem 3.5 implies

h(&) = iEH(E) = H'(O)

and thus by the Fourier inversion theorem 3.14, we obtain H'(x) = h(x). =
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We conclude that
u(x,t)= %(g(x +1)+g(x—t)+ %(H(x +t)—H(x—1t))

1 1 x+t
=—(glx+t)+gx—1)+ —f h(y)dy.
2 2 x—t

This is d’Alembert’s formula for the one-dimensional wave equation. Thus we
have shown that every solution of the one-dimensional Cauchy problem satisfies

this formula. The next result shows that converse holds as well.

Theorem 6.3 (d’Alembert’s formula). Assume that g € C2(R), & € CL(R), and
define u by

x+t

1 1
u(x,t)= E(g(x+t)+g(x—t))+§ h(y)dy.

x—t

Then u is a solution to the Cauchy problem (6.1) in the one-dimensional case.

Proof. The proof is a straightforward calculation (exercise). a

THE MORAL: Afunction is a solution of the one-dimensional Cauchy problem

if and only if it satisfies d’Alembert’s formula.

Remarks 6.4:
(1) d’Alembert’s formula can be derived without Fourier analysis, see for

example [4] and [3].

(2) d’Alembert’s formula gives existence. The solution u is of the form
ulx,t)=Fx+t)+Gx—t)

for appropriate functions F and G. Conversely, every function of this
form is a solution to us; — u,y =0 in R x (0,00) (exercise). The solution is a
superposition of traveling waves. The function F(x + t) can be thought of
as a wave traveling in time with the speed one. In other words, think of
the graph of the function F(x) as a wave at time ¢ = 0. Then at time ¢ the
wave has moved to left with speed one and this is the graph of F(x +¢). On
the other hand, G(x —¢) is a wave traveling to right with the speed one.

(3) d’Alembert’s formula gives uniqueness.

Reason. Assume that u and v are solutions with the same initial values.
Then u —v is a solution with the zero initial values and d’Alembert’s
formula implies u —v = 0. n

(4) d’Alembert’s formula gives stability.

Reason. Assume that u is a solution with the initial values g; and A7 and
that v is a solution with the initial values g2 and hg. d’Alembert’s formula
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Figure 6.1: d’Alembert’s solution with A = 0.

gives
1 1
lu(x, ) —v(x, 8| < 3 lg1(x+1)—galx+1)| + 3 lg1(x—1)—galx — 1)
1 x+t
-3 f Ih1(y)— ha(y)ldy
-t
<suplg1(y)—g2(y)| +tsuplh1(y) — ha(y)l
yeR yeR
<e+te=(1+1t),
if

suplgi(y)—g2(y)<se and suplhi(y)—ha(y)<e.

yeR yeR =
This means that a small change in the initial data g and & will affect the
solution u only a small amount. Thus the solution depends continously on
the boundary data.
If g € C*(R) and h € C*~1(R), then u € C*¥(R x (0,00)), but is not in general
smoother. Thus the wave equation does not smoothen the solution as in

6]

~

the case of the Laplace or the heat equation.

(6) The solution at the point (x,t) depends only on the values of g and & on
the interval [x — ¢,x + ¢]. This is called the domain of dependence of (x,¢).
Thus the value u(x,t) is not affected by the choice of g and A outside that

interval. Conversely, for every xp € R, there is a conical region called the



CHAPTER 6. WAVE EQUATION 170

range of influence of x(. Physically this means that the disturbances or
signals propagate with a finite speed. Initial disturbance at x¢ will not be

felt at a point x until time ¢ = |x — x¢|.

~

_k

Figure 6.2: The domain of dependence and the range of influence.

(7) d’Alembert’s formula makes sense also with initial values that are not
necessary even continuous. This is analogous to the mean value principle
for the harmonic functions, see section 4.9. Then the function u(x,t) is no
longer differentiable and it may not be a solution of the wave equation
in the classical sense. However, it is possible to consider so-called weak
solutions, but this is out of the scope of this course.

THE MORAL: dAlembert’s formula gives a complete answer to the Cauchy
problem in the one-dimensional case. However, at this point it is not clear what
happens in higher dimensions.

Example 6.5. If
g(x):sin(J%), j=1,2,..., and h(x)=0,

then Theorem 2.50 gives
. (jnx Jrx
,t) =sin| == ==.
u(x,t) s1n( 7 )cos( 7 )
On the other hand, d’Alembert’s formula above gives

_1f( . (jnlx—12) . [Jn(x—1)
u(x,t)= 2 (sm(—L )+sm(—L ))
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Since sinacosb = %(sin(a +b)+sin(a — b)) the two solutions are the same.

Example 6.6. Assume that g(x) =0 and A(x) =x, 0 <x < 1. We take the odd 2-
periodic extension of the function h(x) = x, -1 <x < 1, to the whole real line R. By

d’Alembert’s formula
1 rx+t 1
u(x,t)z—f h(y)dy = —(H(x+¢)— H(x —t)),
2 Ju-t 2
where H is an antiderivative of 4. For example, we can take

H(x)=f h(y)dy=f ydy=-x"-=, -1l<x<l1.
-1 1 2 2

Recall, that the antiderivative is unique up to an additive constant and, in this
case, we can choose the constant as we like, since they cancel in the formula for

the solution. The solution of the problem is
1 2 2
u(x,t) = Z((x+t) —(x—t))=at, -1l<x<l1.
We can take the 2-periodic extension of this function to the whole R.

Remark 6.7. Consider the initial and boundary value problem on the first quad-
rant
U —uxe =0 in Ry x(0,00),

u=g, ur=h on R;x{t=0},
u=0 on {x=0}x(0,00),

where g(0) = A(0) = 0. We solve this problem by the method of reflection and
extend u, g and & to R by an odd reflection

_ u(x,t), x=0, t=0,
u(x,t)=
—u(—x,t), x<0, t=0,

_ glx), x=0,
8gx) =
—-g(-x), x<0,

and

~ h(x), x=0,
h(x)=
{ —h(-x), x<O.

Then the problem becomes

iztt_izxx:() in RX(O,OO),
u=g, u;=h on Rx{t=0}.

d’Alembert’s formula gives

1 1 X+t
ix,t) = 5(g~(x+t)+gr(x—t))+ 3 f h(y)dy.
x—t
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By the definitions of the odd reflections, we have

x+t
%(g(x+t)+g(x—t))+%f h(y)dy, x=t=0,
u(x,t) = 1 fake (6.2)
—(g(x+t)—g(t-x))+—f h(y)dy, O<x<t.
2 2 J x4t

This formula means that the initial displacement g splits into two parts, one
moving to right with speed one and one moving left with speed one. The latter
reflects off the point x = 0, where the string is held fixed.

Example 6.8. By Hadamard’s Example 4.47, the function
1
u(xq,x9) = = sin(jx1)sinh(jxg2), j=1,2,...,
J
is a solution to the Dirichlet problem

Au(x1,x9)=0 in (x1,x2)€ IRQ,

u(x1,0)=0, x1€R,

a 1
% (x1,00= = sin(jx1), x1€R.
Oxg J

Observe that for xo > 0, we have

lim i2 sinh(jxg) = oo,

J—oo ]

which shows that the solutions blows up even if the boundary values tend to zero

as j — oo. Recall that sinh(x) = %(ex —e™™). This shows that stability fails for this
problem.

Next we modify Hadamard’s example so that it applies to the wave equation.

Consider u as a function on R” x (0,00) that is independent of variables x3,...,x,

and ¢. This is the trivial extension of u to the upper half-space. Then
up—Au=0 in R" x(0,00)
with the initial conditions
u(x1,0,x3,...,%,,8)=0

and

u 1
—(x1,0,x3,...,%,,t) = —sin(jx1).
Oxg J

By taking j sufficiently large, the absolute value of the boundary data can be be
everywhere arbitrarily small, while the solution takes arbitrarily large values
even at points with xg # 0 as small as we wish.

THE MORAL: This shows that stability fails for the Cauchy problem for to

the wave operator when n = 2.

Remark 6.9. 1t is enough to solve the Cauchy problem only in the upper half-space
t 2 0. The reason is that the problem for the lower half-space ¢ < 0 can be reduced
to the problem in the upper half-space by switching ¢ to —¢. Note that the wave

equation remains unchanged in this change of variables (exercise).
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6.3 The Euler-Poisson-Darboux equation

In the higher dimensional case, the solutions of the wave equation do not have as
simple expression as d’Alembert’s formula above. In this section we consider the

method of spherical averages and use it to solve the Cauchy problem (6.1).

Y

UJCJE“AM =0

>R"

J u= .
ufgh j

Figure 6.3: The Cauchy problem for the wave equation.

We shall use the method of spherical means and define the appropriate aver-

ages over spheres

1
Ulx;r,t) = ——— t)dS
(x,r, ) I(?B(x,r)l 0B(x,r) u(y’ ) (y),
1
Gx;r)= ——— g(»)dS(y),

|0B(x,r)| JoB(x,r)

1
H(x;r) = ——— h(y)dS(y).
(7 |0B(x, )| JoB(x,r) »dS)

THE MORAL: The pointwise values of the functions are replaced by integral
averages over spheres.
Remember that these averages converge to the corresponding function as

r — 0, when the function is continuous, that is,

1
limU(x;r,t)=lim ———— (y,8)dS(y) = u(x, 1), (6.3)
il 20 |0B(x,r)l aB(x,r)u Y e

if u is continuous, see the proof of Theorem 4.19. Here |0B(x,r)| = na(n)r*1is
the (n — 1)-dimensional volume of the sphere 0B(x,r), see Remark 4.22. Note that
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these integral averages are continuous functions of x and r = 0. In this sense
the integral averages above can be seen as approximations of the functions u, g
and A. It can be shown by differentiating under the integral, that if u is a C*
as a function of x, then U has the same property. In other words, smoothness is
preserved in the integral averages.

It turns out that U(x;r,¢) satisfies a one-dimensional equation which can be

further transformed to the one-dimensional wave equation.

Lemma 6.10 (Euler-Poisson-Darboux equation). Let u be a solution of the

Cauchy problem (6.1). Then for every fixed x € R*, we have

-1
Uy -Upr - n_Ur =0 in Ry x(0,00),
r (6.4)

U=G, U;=H in R, x{t=0}.

£t N

n-| _
Yot /M7 Ve 70

V

= — j\
UH.U=G

Figure 6.4: The Euler-Poisson-Darboux equation.

THE MORAL: The original Cauchy problem for the n-dimensional wave
equation is transformed to a PDE in two variables r and ¢. If we can solve (6.4) at

every point x, then we can obtain the solution of (6.1) by letting r — 0 as in (6.3).

Remark 6.11. Recall from Section 4.4 that the Laplace operator applied to a radial
function u(x) = v(|x|) = v(r) is

n—

Aulx)=v"(r)+ lv’(r).

r
Observe that this term also appears in the Euler-Poisson-Darboux equation above.

For a radial function u(x,t) = v(|x|,t) = v(r,t), we have U(x;r,t) = v(r,t) and we
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have the Laplace equation in the spherical coordinates in the Euler-Poisson-

Darboux equation.

Proof. As in the proof of the mean value property for harmonic functions, see
Theorem 4.37, we have

r 1
Uy(x;r,t)=—
] n |B(x,r)| JB(x,r

=1
_ Au(y,t)d
na(m)r*=1 Jpe,r ey

Au(y,t)dy

1
=— up(y,t)dy. (Au=uy)
na(n)ri—1 fB(w) tt\y y tt
This implies
n—-1 rt )d
r" U, t) = ——— uy(y,t
' n|B(x,r)| JB(x,r) Y, aY
1
= uu(y,t)dy
na(n) JB(x,r)
1 r
= f f uu(y,t)dS(y)dp.
na(n) Jo JoaB(x,p)
Thus
d n-1
— (" U (x;r, 1) = uu(y,t)dS(y)
or na(n) JoB,r)

rn—l

= (y,6)dS(y)
|0B(x, 1)l (’)B(x,r)utty Y

=" WU, ),

where in the last equality we switched the order of the integral and the derivative.
On the other hand, by the product rule

0 n-1 n-2 n-1

E(r Ur;r,0) =(n = Dr" 2Up(x;r, t) + 7" 7" Upp(x; 1, 8).
This gives

WG, ) = (0= Ve 20U (s, ) + 77U (27, 1),

which implies the Euler-Poisson-Darboux equation.
The claims for the initial values are relatively clear. Indeed,

1
Ux;r,0)= ———— (y,0)0dS(y)
7 [0B(x,r)| aB(x,r)u Y Y

1

=8B dS(y) = G(x;
|0B(x,7)]| BB(x,r)g(y) () (x;7)

and

o] 1
Uix;rt) = — | ——— ,0)dS
i ?) at(laB(x,r)l (?B(x,r)u(y a8 )

1 Jdu

=— —(y,8)dS(y),
|0B(x,7)| JoB(x,r) Ot Y Y
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from which it follows that

1 ou
Us(x;r,0) = ——— —(v,0)dS(y)
! [0B(x,r)| JoB(x,r) Ot Y Y
1

= — h(y)dS(y)=H(x;r). O
|0B(x,7)| JoB(x,r) ()dS(y)=Hlwr)

6.4 The three-dimensional wave equao-
fion

In this section we assume that n = 3 and that u is a solution to the Cauchy
problem (6.1). We recall the definitions of the integral averages U, G and H from

the previous section and denote

U=rU, G=rG and H=rH.

THE MORAL: These are modified integral averages of the functions over

spheres.

Then

Uu—U,p=rUy—(U +rU,),
=rUyu - U, +U, +rU,;)
=rUtt—2Ur—rUrr

2
Zr(Utt_Urr_;Ur)ZO

in R, x(0,00) by the Euler-Darboux-Poisson equation (6.4) with n = 3. Furthermore
the initial conditions become
r

U(x;r,0)=rU(x;r,0) = ——— 0)dS
(37, 0) =rti(x;r,0) |0B(x,7)| aB(x,r)u(y’ )aS()

)g(y)dS(y) =rG(x;r) = G(x;7)

r
" 18B(x, )| JoBGr

and, in the same way,

~ ad r
UGe;r,t) = rUpx;r,t) = — | —— ,t)dS
twr, 0 =rUdwr.1) 6t(|33(x,r)l aB(x,r)u(y 1dS)
d
il 2 (y,0dS (),

- |0B(x,r)| JoB(x,r) at

from which it follows that

r ou
S — ¥ (y,0)dS(y)
0B(x, )| Joper 08 Y

—r ~
= BB Joey, " IS = rHr) = Hlxin).

Ui(x;r,0) =
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Moreover,
_ r
Ul(x;0,t) = lim ——— u(y,)dS(y) = ulx,t)limr = 0.
r—0 [0B(x,7r)| JoB(x,r) ' ? =0
=0

Thus we have reduced the problem to the wave equation in the first quadrant

Uy —-Upr=0 in R, x(0,00),
+=H on R, x{t=0},
on {r=0}x(0,00).

THE MORAL: Theoriginal Cauchy problem for the three-dimensional wave
equation is transformed to a problem for the one-dimensional wave equation. We
can solve this problem by d’Alemberts formula at every point x and we can obtain
the solution to the original problem by considering

. Ur,t)
lim ———.

rU(x;r,t)
r T =0 r

u(x,t) =limU(x;r,t) = lim
r—0 r—0

t°

§
O=c, G=H7 r

Figure 6.5: The one-dimensional problem for U.

Applying the formula (6.2), we obtain

1 ~ . 1 r+t
_ —(G(x;r+t)+G(x;r—t))+—f H(x;y)dy, r=zt=0,
Ux;r,t) = _ _ % nrke
5(G(x;r+t)—G(x;t—r))+§ H(x;y)dy, Oo<sr<t.
¢

-r+
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Here we are interested in the solution for 0 < r < ¢ since we want to eventually
pass r — 0. Thus we have

Ulx;r,t
w(x,#) = lim 280D
r—0 r

r—0

. (é(x;r+t)—é(x;t—r) 1 [t
=lim +
2r 2r Ji—r

— H(x;y)dy)

= ét(x; )+ H(x;t)

0 ¢
) o (y)dS( ))+— h(y)dS(y).
at(laB(x,t)l aB(x,t)gy Y 16B(x, t)] JoB(.0) y Y
On the other hand,
1 1
(@) dS( )=—f (»dS(y)  (8B(x, )| = 4mt?)
3BGe, 0] Jopien 80 O T G2 Jopy 8PS (0BED

1

2
= — +t2)t°dS
47t? faB(o,l) gl+iz) @

(y=x+tz,dS(y) = t2dS(2))

1

T 10BO.1)| tz)dsS 8B(0,1) = 4
10B(0,1)| E)B(O,l)g(x+ 2)dS(z)  (16B(0, 1) =4n)

and thus
d 1 1 0
e (y)dS ):— — +12))dS(z)
at(|aB(x,t)| o5 5P| =GB, D Japio ) 3t EF TS
1
- Vg(x+tz)-zdS(z)
0B, 1)] Jopoy S EAE
1 y—x
__ 1 Ve(y) 2=E ds(y).
0BG Dl Josesy &0 £
(y=x+1tz,dS(z)=t"2dS(y))
This gives
(8= —— (y)dS( )+ta( (y)dS( ))
u(x,t) = v by
0BG, 0l Japen® 7 T 5 \16B G 0 Japen 20
t
h(y)dS(y) (6.5)

+ e
[0B(x, )| JoB(x,t)
1

" 1B, )l Jaso
This is Kirchhoff’s formula for the solution of the Cauchy problem (6.1) for the
three-dimensional wave equation.
Remarks 6.12:

(1) To compute u(x,?) we only need information on the data on the sphere

(th(y)+g(N+Vg()-(y—x)dS(y), xeR3 ¢>0.

0B(x,r), not the entire ball B(x,r). In other words, the domain of depen-
dence of a point (x,¢) is the surface of the sphere dB(x, ¢) in R®. Similarly,
the range of influence of a point x € R? is the surface of the (light) cone

{(x,8) € R® x (0,00) : |x — x0| = £}.
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Figure 6.6: The domain of dependence in the three-dimensional case.

Physically this is a finite propagation speed of the disturbances, and more
specifically, the existence of sharp signals for three-dimensional waves
such as light or sound. For example, an initial disturbance near x = 0
will be observed at xg € R3 only at the time ¢ = |x¢| and not after that.
The information propagates at exactly the unit speed, no faster and no
slower. This is called Huygens’ principle. This is on contrast with the
one-dimensional case and also with the two-dimensional case, as we shall
see in the next section.

(2) One way to express the finite speed of propagation us that the solution at
a given point is determined by the initial values in a bounded subset. An
important consequence is that the process of solving initial value problems
for the wave equation can be localized in space. This is in a strict contrast
with the heat equation, since it has infinite speed of propagation.

(3) Another difference to the one-dimensional case is the loss of regularity.
Indeed, if g € C?(R3) and h € CL(R?), then Kirchhoff’s formula gives only
that u is Cl-function with respect to the space variable. This is due to the

focusing of the initial irregularities to a smaller set.

Remark 6.13. Consider solid vibrations in the unit ball Q = {x € R3 : |x| < 1}. Its
small transverse vibrations satisfy the three-dimensional wave equation in Q x
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Figure 6.7: The range of influence in the three-dimensional case.

(0,00) with Dirichlet boundary conditions. Thus we consider the problem

ugp—Au=0 in Qx(0,00),
u=0 in 0Qx(0,00),
u=g in Qx{t=0},

u

Ezh in Qx{t=0}.

As we have seen Section 5.4 for the heat equation, the separation variables
u(x,t) =v(w(x), x € Q, t >0, leads to the eigenvalue problem

-Aw=Aw in Q,

w=0 on 0Q.

We apply separation of variables can be also applied in spherical coordinates as in
Remark 4.54. In this case we look for solutions to —Aw = Aw in the form

w(r,0,¢)=A0,$)B(r).
By substituting this into the PDE in spherical coordinates, we obtain

r’B,, +2rB, . (sing)2Agg + (sing) H(Agsing) o

ArZ+
" B A

and equivalently

r’Br+2rB, _ (sing) ®Agg +(sing) ' (A¢sing)y

Ar2+
d B A




CHAPTER 6. WAVE EQUATION 181

Figure 6.8: Propagation of disturbances near the origin in the three-dimensional
case.

for every r, 8 and ¢. Thus
r’B;+2rB, (sing)2Agg + (sing) 1(Apsing)g
B 7 A
for every r, 8 and ¢, where p is the separation constant. Consequently, we may

A2+

rewrite the separated equations as two differential equations
1 1
. Ago + —
(sin )2 sin¢
r?B,, +2rB, +(Ar? — )B =0.

(Apsing)y +pA =0,

The equation for B is similar to the the corresponding ODE in the two-dimensional
case, see (2.15), but the PDE for A is more challenging. Solutions to the PDE for
A are special functions called the spherical harmonics, see pages 271-277 in [10]
and pages 98-108 in [5] for the n-dimensional theory. This approach may also be
used for other coordinate systems than polar or spherical coordinates.

6.5 The two-dimensional wave equation

In this section we consider the Cauchy problem (6.1) for the wave equation when
n =2. We shall use Hadamard’s method of descent and view the two-dimensional
wave equation as a special case of the three-dimensional problem in which the

third spatial variable x3 does not appear.
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To set this up, let us assume that u is solution of the initial value problem

(6.1) when n = 2. Let us write
(x1,%2,%3,8) = u(x1,x2,8), (x1,%2,%3,%) € R? x (0,00).

We also define g(x1,x2,x3) = g(x1,x2) and ﬁ(xl,xg,x3) = h(x