
18
Other Audio Applications

A number of audio and speech techniques have not yet been discussed in the book, and this
chapter covers some of them. Four areas of application are briefly discussed in separate sec-
tions: virtual reality, sonic interaction design, computational auditory scene analysis, and
music information retrieval. In addition, the last section of this chapter merely lists some
techniques that are not covered at all in this book.
Virtual reality environments reproduce sound to the user using some of the sound reproduc-

tion techniques described in Chapter 14. However, the techniques required for virtual reality
differ from those for basic sound reproduction because the interaction between the user and
the virtual reality has a strong effect on the sound, in contrast to traditional sound reproduction
where the listener does not affect the sound content. The audio engine synthesizes and repro-
duces a meaningful representation of the sound scene in the virtual world on-the-fly, depending
on the actions of the user in the world. Another field involving interaction between humans and
computers in the context of audio techniques is sonic interaction design, where new methods
for human–computer interaction by means of sound are sought.
The speech recognition techniques described in Section 16.3 aim to analyse speech signals

using complex pattern recognition techniques to obtain performance on a par with, or even bet-
ter than human listeners are capable of. The last two techniques described in this chapter share
some similarities with speech recognition, although the goal here is to recognize or analyse
music and/or other auditory scenes in a natural world for different applications.Computational
auditory scene analysis (CASA) refers to techniques that try to reveal all information from the
ear canal signals accessible to a human listener.Music information retrieval, which can be seen
partly as a subtopic of CASA, covers different techniques on how computers could recognize
musical structures in audio tracks in the same manner as humans do and use this information
to operate intelligently on music databases.

18.1 Virtual Reality and Game Audio Engines
In virtual reality techniques, the perception of physical presence in locations elsewhere in
the real world or in imaginary worlds is created for a subject (Sherman and Craig, 2003).
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Optimally, all information received by the subject via his or her senses would mimic the con-
ditions simulated as if they were real. The different modalities of perception in virtual reality
applications have to be covered with different devices. The visuals are displayed either on a
computer screen or through special stereoscopic displays, and audio may be delivered over
loudspeakers or headphones.
The simulated virtual environment can be similar to the real world in order to create a lifelike

experience – for example, for training purposes or for virtual tourism. Alternatively, it can
differ significantly from reality, as in virtual reality games. A number of subjects may share
the same virtual reality, with the ability to perceive each other’s avatars (or characters), which
are virtual representations of the users, and potentially to communicate with each other.
In the scope of this book, consideration of the usage of audio in virtual worlds is of interest

(Savioja et al., 1999; Svensson and Kristiansen, 2002; Laitinen et al., 2012; Tsingos et al.,
2004; Vorländer, 2007). Virtual worlds include a number of virtual objects, which may or
may not generate sound, as shown in Figure 18.1. Virtual reality displays reproduce the sur-
roundings of the avatar to the user. The visual display is based on what the avatar sees from a
particular point, which is restricted to certain directions, called the field of vision. Similarly,
the audio engine is used to render all sounds that the avatar would hear in the location. In addi-
tion to the virtual objects, the virtual worlds may also contain enclosed spaces and acoustically
reflective objects, the effect of which on the sound should be taken into account.
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Figure 18.1 A virtual world with three virtual objects producing sound. The user should perceive the
sources in the directions relative to the avatar. The spatial extents of the sources should also be perceivable.
Furthermore, reflections from nearby surfaces should be rendered, as should the diffuse reverberant field
generated by all sources.
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Audio content production for virtual realities and especially for computer games differs dras-
tically from production for the music and cinema industries. Both the audio content and the
engine rendering it have to be composed in production. Often, background music is also used,
and this also changes dynamically. This needs some advanced methods for content production
and extensive testing of the system. This is called dynamic audio or adaptive audio, and the
traditional audio can then be referred to as linear audio.
The tasks performed by the engine are listed below, not all of which are necessary for plausi-

ble rendering of virtual reality audio, since the audio may be implemented with varying levels
of detail and accuracy, depending on resources and application.

• Reproduction or synthesis of source signals. The sounds emanated by the virtual objects into
the virtual space have to be generated somehow. In many cases, sound signals which were
produced earlier and stored in the memory of a computer are used. A piece of audio to be
rendered in virtual reality is also called an audio asset. In some cases, the sounds of the
virtual objects may be synthesized using physical models of sound sources, as discussed by
Cook (2007) and Farnell (2010).

• Synthesis of source directivity. If a realistic acoustic virtual environment is sought, the
frequency-dependent directivity of the source should be taken into account. The virtual
object then emanates different sound in different directions (Savioja et al., 1999). Quite often
this effect is ignored, as the plausibility of the virtual world is often not affected much if it
is not implemented. The implementation would also be difficult for computational reasons,
as the directional patterns of real sources are complex and frequency-dependent.

• Simulation of the direct sound path. The transfer function of the virtual transmission channel
between the source and the listener may also be modelled with appropriate delaying, amplifi-
cation, and filtering, as well as some filtering effects of the atmosphere (Savioja et al., 1999).
High-speed movement of the source relative to the listener in the physical world results in the
Doppler effect, where the perceived pitch of the sound changes with the change in distance
between the listener and the source. This effect can be modelled simply in the reproduction
of recorded source signals with dynamic sample rate conversion. Alternatively, the effect can
be implemented by updating the sound propagation delay correctly. The delay is computed
dynamically from the distance between the avatar and the source.

• Virtual source positioning. The virtual source positioning techniques discussed in
Section 14.5 can be used to reproduce the direct sound(s) arriving at the listener. The virtual
source directions are defined by the positions of the virtual objects relative to the avatar.

• Spatial extent of virtual sources. A sound source with a considerable volume, such as a
group of talking people, should be perceived as spatially broad when the avatar is near the
source, and correspondingly it should be perceived to be spatially narrow when the avatar is
far away. If the avatar is inside the group, the subject should perceive the virtual source as
surrounding him or her. Some techniques to synthesize the extent of sources were discussed
in Section 14.5.8.

• Room effect simulation. The image–source-method, discussed in Section 2.4.5, is, in prin-
ciple, a feasible method to simulate the room effect in virtual reality. The positions of
image sources can be computed, and they can be reproduced by applying the appro-
priate direction in virtual source positioning, as above. The delay and gain for sounds
of image sources are specified by their geometric location in the virtual world. How-
ever, such accurate modelling often leads to computationally complex solutions. Plausible
room effects can also be obtained with digital filter structures that simulate the effect of
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room reverberation, as discussed in Section 14.8, with considerably lower computational
complexity.

• Distance rendering. The sensation of distance is largely provided by simulating both the
direct sound path and the room effect. When they are reproduced correctly, the distance
cues (discussed in Section 12.7) based on loudness, direct-to-reverberant (D/R) ratio, early
reflections, and spectral content are correct. In loudspeaker-based audio rendering, the virtual
sources can be easily positioned at distances as far as or farther than the loudspeakers are. It
is hard to bring the sound source closer than the distance of the loudspeakers without special
techniques; only some wave-field-synthesis methods with a massive number of loudspeakers
are capable of bringing the virtual source into the listening area (see Section 14.5.6). If accu-
rately head-tracked and well-equalized headphone listening is available (see Section 14.6.2),
the virtual sources can be rendered close to and far from the listener, since the distance cues
based on range dependence of binaural cues at short distances can also be exploited, and
since the listening room has no effect on the sound entering the ear canals, making the
task easier. In fact, bringing the virtual sources close with headphones is trivial, since the
virtual sources are localized inside the head without special treatment. The correct render-
ing of distances for virtual sources outside the head, on the other hand, demands special
techniques.

18.2 Sonic Interaction Design
A field connected strongly to product sound quality is sonic interaction design. In sonic interac-
tion design, methods that use sound to convey information, meaning, and aesthetic or emotional
qualities in interactive contexts are exploited (Franinovic and Serafin, 2013), thus extending
the field of communication acoustics in the direction of interaction design, where human–
computer interfaces are studied. Digital devices communicate with the user using non-speech
sounds, which is analogous to product sound quality, where sounds made by devices convey
information on the state of the device. In this field, the sounds are specially designed and
digitally synthesized to communicate this information.
The main research areas are:

• Perceptual, cognitive, and emotional study of sonic interactions. This is an area of the field
that addresses human perception of sound in interactive conditions in general (Aglioti and
Pazzaglia, 2010; De Lucia et al., 2009).

• Product sound design. This area concerns the practices and principles of designing sounds
of products to maximize positive effects and minimize negative effects in interaction
(Franinovic et al., 2007; Hug, 2008).

• Sonification. The goal of sonification is to represent data provided by any process in the form
of sound, so that the user can perceive or interpret the conveyed information just by listening
(Hermann et al., 2011). In a practical example, the angling of a drilling machine is sonified
in order to help the user to drill holes more accurately (Großhauser and Hermann, 2010).

Sonic interaction design is thus approached using knowledge from a number of fields, such as
interactive arts, electronic music, cultural studies, psychology, cognitive sciences, and commu-
nication acoustics. It shifts the focus from reception-based psychoacoustic studies to studies of
perception of sound in active, embodied, and emotionally engaging situations. Multimodality,
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especially the tight connection between audition, haptics, and gestures, is examined in a
unified framework.

18.3 Computational Auditory Scene Analysis, CASA
Auditory scene analysis (ASA) was presented in Section 11.7.2.Computational auditory scene
analysis (CASA) is defined by Wang and Brown (2006) as ‘the field of computational study
that aims to achieve human performance in ASA by using one or two microphone recordings
of the acoustic scene.’ Note that the definition does not say that the human auditory system
should be imitated in the processing, only that the performance of the system should match that
of a human. Human performance seems difficult to achieve, as we are very good at analysing
complex acoustic scenes containing sound from multiple sources through reverberant rooms.
The current CASA methods hardly achieve human performance levels in such tasks.
Some of the audio and speech technologies discussed in this book are included within, or

at least related to, CASA. For example, speech recognition (Section 16.3), hearing aids and
cochlear implants (Sections 19.5 and 19.6), and music information retrieval (Section 18.4)
aim to analyse sound scenes as well as humans do. Recent trends in CASA are reviewed by
Wang and Brown (2006), where the following topics are discussed:

• Multiple-f0 estimation techniques for revealing the fundamental frequencies of simultaneous
harmonic sources.

• Segregation of monaural signals, where a mixture of simultaneous speech or other signal
sources and interfering noise sources is presented to a system, and different features are
analysed from the summed signal in the time-frequency domain, targeting the segregation
of individual source signals.

• Binaural sound localization and segregation, where the sources are localized and their
signals are segregated.

• Analysis of musical audio signals, where musical structures are analysed from monophonic
signals.

• Robust speech recognition, which aims to recognize speech as well as humans do in natural
conditions, such as free-form discussions between individuals or speech in noisy conditions
with unlimited vocabularies, to name but two.

18.4 Music Information Retrieval
Consider a track of musical content stored as a file containing the signals to be reproduced over
each loudspeaker. When humans listen to the track, they perceive musical structures, such as
tempo, beat, melodies, harmonies, and genre. The presentation of the music as loudspeaker sig-
nals does not per se imply anything about the musical content in the track, which is, of course,
not a problem when reproducing the sound with audio devices. However, as the databases of
music nowadays contain millions of tracks, it would be useful to be able to make automatic
queries on the database based on some higher-level specifications. For example, if only audio
signals are available, it is not possible to make the request ‘I want to hear some sturdy bebop
with no trumpet, a female vocalist singing in French, and with electric guitar’. A musically
trained listener may be able to pick out such tracks using his or her memory and by listening
to available tracks. A computer-based solution would be appealing, since such a task could
potentially be automated and computers are much faster at such tasks than humans.
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Music information retrieval (MIR) is the area where the strategies for enabling access to
music collections, both new and historical, are developed in order to keep up with the expec-
tations of search and browse functionality. These techniques are interesting to end users of
music, since they would enable someone to find and use music in a personalized way. Also,
different professionals in music, such as music performers, teachers, musicologists, copyright
lawyers, and music producers would benefit from the ability to make such structured queries
of music databases (Casey et al., 2008).
A widely used application of MIR is content-based music description, where the system

identifies what the user is seeking even when he does not know specifically what he or she
is looking for. Many commercial applications can identify the original recording from a short
and noisy sample taken with a handheld device, for example, in a public space where music is
played from recordings. The application identifies the artist, album, and track title by finding
the best match to the sample from a large music database.
The driver of MIR systems is metadata. Music tracks are analysed by different systems, and

metadata that describes the tracks from different aspects is collected. The simplest type of
metadata is factual metadata, which describes the objective truths about a track, such as the
performer, the name of the piece, and so on. The factual metadata can also be accompanied by
cultural metadata, which describes properties like mood, emotion, genre, style, and so forth.
Most often, these attributes are specified to the database by expert listeners, implying that each
track added to a database should first be listened to. The fast pace of music creation motivates
the use of automatic systems for these tasks.
MIR systems would thus need automatic methods that analyse musical structures from audio

tracks. There are several approaches to this, as summarized by Casey et al. (2008). The meth-
ods resemble speech recognition techniques, where the input signal is divided into short time
frames and complex machine-learning techniques are utilized to decode the content of speech.
The task of deciphering the musical structures from a single audio signal is a slightly different
task. Music typically has multiple sources that are concurrently active, making the recognition
of melody and harmony a complex task. Music also has prominent structures organized in both
time and frequency.
Some subtopics that have been researched in MIR are:

• Beat tracking. The automatic estimation of the temporal structure of music, such as musical
beat, tempo, rhythm, and meter is called beat tracking. Many approaches exist to this end.
See, for example, Dannenberg (2005).

• Melody and bass estimation. The automatic estimation of melody and bass lines is impor-
tant because the melody forms the core of Western and many other music genres, and it is
also a strong indicator of the identity of a piece of music. Often, the bass line also helps in
revealing the harmonic progression. Although the measurement of the lines has, in the past,
been problematic, state-of-the-art technologies for automatic melody/bass estimation have
reached a state whereby they are able to deal with polyphonic music recordings (Poliner
et al., 2007; Ryynänen and Klapuri, 2006).

• Chord and key recognition. The information on musical chords and keys is an important
part of Western music, and it can be used to understand musical structures. Chord- and key-
recognition systems based on the use of HMMs have been found to perform well in the task;
these unify recognition and smoothing into a single probabilistic framework (Harte et al.,
2006; Lee and Slaney, 2008).
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• Music structure. Music often includes nested repetitive structures, such as the drum pat-
tern that often repeats itself within each bar and the melodic line that is often repetitive in
longer units. The analysis of structures such as verse–verse–chorus–verse is useful for music
database applications. Furthermore, such automatic structure extraction can be used in other
applications, such as to facilitate the editing of audio in recording workflows (Fazekas and
Sandler, 2007).

18.5 Miscellaneous Applications
A number of techniques in audio and speech processing that have not been covered elsewhere
in this book are briefly mentioned in the list below, with the intention of communicating to
the reader fields related to or within communication acoustics which fall beyond the scope of
this book.

• Beamforming or spatial filtering is a signal processing technique used with arrays of micro-
phones for capturing or enhancing sound sensitive to direction. It processes and combines
the acoustic signals of the separate microphones to form a desired beam pattern. Traditional
beamforming techniques, such as delay-and-sum or filter-and-sum, combine the signals of
the microphones in such a way that signals at particular angles experience constructive inter-
ference while others experience destructive interference (Bitzer and Simmer, 2001). More
advanced beamforming algorithms offer the capability of focusing in specific directions of
a target sound while attenuating interferers and noise originating from other directions, with
the most popular algorithm being the linear constrained minimum variance (LCMV) or the
Frost algorithm (Benesty et al., 2008). Perceptually motivated methods for beamforming
have also been proposed to reduce perceivable processing artefacts by humans (Delikaris-
Manias and Pulkki, 2013; Faller et al., 2010). Due to the reciprocity between acoustic sources
and receivers, loudspeakers can also be used for beamforming.

• Blind source separation – the goal here is to separate the components making up a com-
bined signal. The task is relatively simple if the number of sources is at most equal to the
number of microphones (Cardoso, 1998). Unfortunately, if the number of sources is higher,
and if reflections and reverberation exist in the mixed signal, this task is very difficult. One
of the main techniques in this field is independent component analysis (ICA) (Hyvärinen
et al., 2004).

• Dereverberation attempts to remove partially or completely the physical or perceptual effects
generated by reverberation from audio or speech signals (Hatziantoniou and Mourjopoulos,
2004).

• Watermarking is the process of embedding information into an audio signal so that it is diffi-
cult to remove and impossible to perceive by listening. If the signal is copied, this information
is also carried in the copy. Watermarking has become increasingly important to enable copy-
right protection and ownership verification (Bliem et al., 2013; Cvejic and Seppanen, 2008).
Watermarking is also used to detect tampering, for copy control, for broadcast monitoring,
for transmission of metadata, and in some cases even for echo cancelling (Szwoch et al.,
2009).

• Audio forensics concerns the acquisition, analysis, and evaluation of sound recordings that
may ultimately be presented as admissible evidence in a court of law or some other official
venue (Maher, 2009). Its primary characteristics are 1) establishing the authenticity of audio
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evidence, 2) enhancing audio recordings to improve speech intelligibility and audibility of
low-level sounds, and 3) interpreting and documenting sonic evidence, such as identifying
speakers, transcribing dialogue, and reconstructing crime or accident scenes and timelines.

• Auditory displays are strongly related to sonic interaction design, though the focus is more
on how some information can be delivered from a computer to a human (Kramer, 1994) and
less on interaction. A subfield is sonification, defined in Section 18.2, though in relation to
auditory displays the focus is more on the sonification of complex and multidimensional
data sets, as discussed by (Hermann and Ritter, 2004). Another area within auditory dis-
plays is earcons or auditory icons, which are brief, distinctive sounds used to represent a
specific event or to convey other information, just like icons in visual displays (McGookin
and Brewster, 2004).

• Semantic audio – semantic technology involves some kind of understanding of the meaning
of the information it deals with. Semantic audio is the field of audio technology covering the
development of applications which utilize semantic analysis methods on the audio content
and thereby enable new features and functionalities. Examples of such applications are auto-
mated mixing of audio, source separation, upmixing, content retrieval, and intelligent audio
effects. The definition of semantic audio thus overlaps with music information retrieval,
sound reproduction, and audio effects. An overview of the topics in semantic audio can be
seen in the programmes of AES conferences containing the title ‘Semantic Audio’, for exam-
ple www.aes.org/publications/conferences/?confNum=53. The semantic analysis
of audio is discussed by Lerch (2012) and Schuller (2013).

Summary
This chapter overviewed techniques for virtual reality audio, sonic interaction design, and
music information retrieval. Furthermore, some other techniques, interesting in the scope of
this book, were briefly reviewed.

Further Reading
The book by (Vorländer, 2007) might be interesting to readers who want to learn more about
the physics behind acoustic virtual reality. More information on music information retrieval
and the analysis of music signals is given by (Gold et al., 2011; Muller et al., 2011).
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