
Imagine a general problem with f(x) as objec8ve func8on and a set of inequality and equality 
constraints. Its general form could be wri?en as: 
 

min 𝑓 (𝑥) 
𝑠. 𝑡. ∶ 

𝑔!(𝑥) ≥ 0, ∀𝑖	 ∈ 	 {1, … ,𝑚} 
ℎ"(𝑥) = 0, ∀𝑗 ∈ {1, … , 𝑛} 

𝑥 ∈ ℝ# 
 
Now imagine a general, linear problem (key word here is linear): 
 

max3	𝑥$ + 4𝑥% 
𝑠. 𝑡. ∶ 

1
2 𝑥$ + 2𝑥% ≤ 30 

3𝑥$ + 𝑥% ≤ 25 
𝑥$, 𝑥% ≥ 0 

 
 
 
How can we come up with the dual formula8on for this problem? Let us start with the 
following constraint:  

1
2 𝑥$ + 2𝑥% ≤ 30 

 
By mul8plying both sides by 6, we have: 
 

3𝑥$ + 12𝑥% ≤ 180 
 
The coefficient for x_1 in this constraint is the same as the coefficient for x_1 in the objec8ve 
func8on in the primal (both are equal to 3). Also, the coefficient for x_2 in the constraints in 
larger than the coefficient for x_2 in the objec8ve func8on (12 > 4). Also, considering that 
both x_1 and x_2 is larger than zero (last line of the primal problem), we can assume that: 
 

3𝑥$ + 4𝑥% ≤ 3𝑥$ + 12𝑥% ≤ 180 
 
We also can conclude that, for this constraint, the objec8ve func8on of the primal will 
always be less or equal than 180. 
 
Now for the second constraint, same analogy.  
 

3𝑥$ + 𝑥% ≤ 25 
 
Take the constrain and mul8ply by 4 (as an example). 
 

12𝑥$ + 4𝑥% ≤ 100 
 



The coefficient for x_1 is the new constraint above are also larger than the coefficient for x_1 
in the objec8ve func8on (12 >3). For x_2, same case (4 >= 4). 
 
Once again, we can assume that the objec8ve func8on cannot exceed 100. Key point here is 
the objec8ve func8on cannot exceed 100 given this par8cular constraint. 
 
 
The primal problem is a maximiza8on problem. Based on the two constraints that I looked 
into above, my objec8ve func8on has to below 180 and 100. Which means, it has to be 
below 100 (an upper bound or upper limit) 
 
If I keep repea8ng this, I will find lower and lower values. Which means that I would be 
basically minimizing an alterna8ve model. 
 
 
So let us approach the problem differently, because we find the minimum value allowed 
would correspond to finding the maximum value in my primal problem. 
 
 
Next step, let us try a linear combina8on of the constraint. We gonna mul8ply the first 
constraint by 2 and add to the second constraint: 
 
 

2 G
1
2 𝑥$ + 2𝑥%H + 1

(3𝑥$ + 𝑥%) ≤ 2 ⋅ 30 + 25 

 
Resul8ng in: 
 

4𝑥$ + 5𝑥% ≤ 85 
 
 
Once again, the coefficient of x_1 in this constraint above is larger than the coefficient of x_1 
in the objec8ve func8on of the primal (4 >3) and also for the x_2 (5 > 4). Then, the following 
is also true: 
 

3𝑥$ + 4𝑥% ≤ 4𝑥$ + 5𝑥% ≤ 85 
 
 
Also, we found a be?er upper bound for our objec8ve func8on in the primal, which is 85. 
 
By this point, the ques8on should be: what are the values that I should mul8ply my 
constraints in a way that I found the best upper bound possible. In other words, what are 
the values that I should mul8ply the constraints in order that the combined coefficients of 
those new constraints is greater or equal than the coefficients in my primal objec8ve 
func8on. 



 
Let’s try this. Let y1 and y2 the some values that I’m mul8plying both constraint such that: 
 

𝑦$ K
$
%
𝑥$ + 2𝑥%L + 𝑦%(3𝑥$ + 𝑥%) ≤ 30𝑦$ + 25𝑦%      (condi8on I) 

 
Because I want the coefficients for x_1 to be greater than 3 and the coefficients for x_2 to be 
equal to x_2, I can rewrite the condi8on above as: 
 

$
%
𝑦$ + 3𝑦% ≥ 3 For x_1 

 
2𝑦$ + 𝑦% ≥ 4 For x_2 

 
We also want to minimize the right-side of the condi8on 30𝑦$ + 25𝑦% 
 
In this case, we just build “accidently” a new problem: 
 

min  30𝑦$ + 25𝑦% 

𝑠. 𝑡.  
1
2 𝑦$ + 3𝑦% ≥ 3 

2𝑦$ + 𝑦% ≥ 4 
𝑦$, 𝑦% ≥ 0 

 
 

Pay close a?en8on to the coefficients of this new problem. The values that were in the 
coefficients of the objec8ve func8on (in the primal) are now bound for the new constraint.  
If we write the coefficients for the constraint in the primal in a matrix form: A = [½ 2; 3 1]. 
Now in the new problem above, those values are transposed. Finally, the bounds for the 
constraints in the primal are now part of the objec8ve func8on in the new problem. 
 
This new problem, we call it the dual problem for a linear problem. 
 
 
So, generalizing this we have, that for a primal problem: 
 

min  𝑐&𝑥 
𝑠. 𝑡.  𝐴𝑥  =  𝑏 	 

𝑥 ≥ 0	 
 
Dual problem: 
 

max  𝑏&𝑦 
𝑠. 𝑡.  𝐴&𝑦 = 𝑐 

𝑦 ≥ 0	 



 
 
If we consider the as part of this analysis (note that in the previous case, on the non-domain 
constraints were involved), the same conclusion can be observed and the following 
representa8on of dual and primal can be cer8fied. 
 
 

(𝑃):  min  𝑐&𝑥 
𝑠. 𝑡.  𝐴𝑥  =  𝑏 :  𝑣	-> one type of dual variable for each type of constraint 

𝑥 ≥ 0 :  𝑢	-> one type of dual variable for each type of constraint  
 
 
Results in: 
 

(𝐷):  max  𝑏&𝑣 
𝑠. 𝑡.  𝐴&𝑣 + 𝑢  =  𝑐 
𝑢 ≥ 0,  𝑣  ∈  ℝ' 

 
 
This is only valid for linear problems. 
 
 
Another conclusion is that we can get the KKT condi8ons for those in a very simple way: 
 
Feasibility on the primal: 
 

𝐴𝑥  =  𝑏,  𝑥 ≥ 0	 
 
Feasibility on the dual: 

𝐴&𝑣 + 𝑢 =  𝑐,  𝑢 ≥ 0,  𝑣  ∈ ℝ' 
 
Complementary slackness (only inequality constraints): 
 

𝑢&𝑥 = 0 
 

Please be aware that this is KKT for linear problem (do not confuse that with KKT for 
nonlinear problems). 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
Moving to the ques8ons regarding the Problem 4.2 in the final homework assignment. There 
are two problems P and D, primal and dual. Assuming that you understood how to get one 
from the other without the extra element on the objec8ve. Meaning without: 
 

$
%
𝑥&𝑄𝑥 -> is a quadra8c term 

 
 

We could repeat the same procedure done for linear problems and get that par8cular dual, 
but the simplest way to do it is. From the primal: 
 

(𝑃):  min  𝑐&𝑥 +
1
2 𝑥

&𝑄𝑥 

𝑠. 𝑡.  𝐴𝑥  =  𝑏	 
𝑥 ≥ 0	 

 
 
Write Lagragian dual func8on for this: 
 

𝐿(𝑥, 𝑢, 𝑣) = 𝑐&𝑥 +
1
2 𝑥

&𝑄𝑥 + 𝑣&(𝐴𝑥 − 𝑏) + 𝑢𝑥 

 
 
It can be rewri?en as:  
 

𝐿(𝑥, 𝑣, 𝑢) = 𝑏&𝑣 − $
%
𝑥&𝑄𝑥 + 𝑥&(𝑄𝑥 + 𝑐 − 𝐴&𝑣 − 𝑢)      (*) 

 
Now, we can minimize L(x,v,u) with respect to 𝑥 by selng the gradient of 𝐿 with respect to 𝑥 
equal to 0, which yields: 
 

𝑄𝑥 + 𝑐 − 𝐴&𝑣 − 𝑢 = 0 
 



Which already corresponds to the constraint in the dual. But we keep going. Find the value of 
x for the equa8on above: 
 

𝑥  = 𝑄($(𝑢 − 𝑐 + 𝐴&𝑣) 
 
We can replace that term into my original Lagrangian func8on and simplify it a li?le bit amer 
some heavy algebra. This would reveal func8on based on: 
 

𝑏&𝑣 −
1
2 𝑥

&𝑄𝑥 

 
 
 
However, the easier way to see is that in (*), the term in parentheses corresponds to what 
would have happened to an equality constraint if it was incorporated into a Lagrangian 
func8on: 
 

ℎ(𝑥) = 𝑄𝑥 + 𝑐 − 𝐴&𝑣 − 𝑢 = 0 ⟶ 𝐴&𝑣 + 𝑢 − 𝑄𝑥 = 𝑐 
 
 
 
Therefore, the remaining part would be an objec8ve func8on: 
 

𝑏&𝑣 −
1
2 𝑥

&𝑄𝑥 

 
Finally, a third way to prove that this is correct would be to generate the lagrangian from the 
dual and from the primal. They are required to be exact. And they’re, given some 
simplifica8on. 
 
There is a bit of confusion regarding this formula8on because x appears as a variable in both 
primal and dual. This is due to some solvers exploit of having x as a variable in the dual. We 
don’t explore much of that in this course, but it helps solving quadra8c programming 
problems. 
 
 
Keep in mind that everything men>oned in this file regards linear problems (first half) and 
quadra>c problems (second half). 
 
 
 
 
 
 



For the Lagrangian of the QP problem, you write by combining objec8ve func8on and 
constraints (both equality and inequality). So the first part should be: 
 

𝐿(𝑥, 𝑢, 𝑣) = 𝑐&𝑥 +
1
2 𝑥

&𝑄𝑥 

 
Now it depends on how you are expressing the equality and inequality constraints. For 
equality, it could be: 
 

𝐴𝑥 = 𝑏 → 𝑏 − 𝐴𝑥 = 0	𝑜𝑟	𝐴𝑥 − 𝑏 = 0 
 
Also, the inequality could be:  
 
  −𝑢𝑥 = 0	𝑜𝑟	𝑢𝑥 = 0 
 
 
For inequality, let use the following: −𝑢𝑥 = 0 
 
 
For equality, let’s try both. First:  

𝐴𝑥 − 𝑏 = 0 
 
Then, Lagrangian equal to: 
 

𝐿(𝑥, 𝑢, 𝑣) = 𝑐&𝑥 +
1
2 𝑥

&𝑄𝑥 + 𝑣&(𝐴𝑥 − 𝑏) − 𝑢𝑥 = 0 →					 

𝐿(𝑥, 𝑢, 𝑣) = −𝑏𝑣& −
1
2𝑥

&𝑄𝑥 + 𝑥&(𝑄𝑥 + 𝑐 + 𝐴&𝑣 − 𝑢) 

 
 
Now, with: 

𝑏 − 𝐴𝑥 = 0 
 
Leading to: 
 	

𝐿(𝑥, 𝑢, 𝑣) = 𝑐&𝑥 +
1
2 𝑥

&𝑄𝑥 + 𝑣&(𝑏 − 𝐴𝑥) − 𝑢𝑥 = 0 →	

𝐿(𝑥, 𝑢, 𝑣) = 𝑏𝑣& −
1
2𝑥

&𝑄𝑥 + 𝑥&(𝑄𝑥 + 𝑐 − 𝐴&𝑣 − 𝑢) 

 
 
Both are correct, as long they’re consistent. What I think it’s confusing it that I go between 
those two interchangeably in the pdf. Perhaps, that wasn’t clear, but both are valid. 
	
 


