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We define
cosz=ei

it

and sin z=eiZ_g
for all 2- E Cl

.

T wsz and sin z ane entire functions
,

EI Verity that wsthztsinz -- t for all zee
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Some
consequences

of the Cauchy -Riemann equations- - -
-

First assume that DEE is atrpmeimstuset
where

any =L
,
WE D can be connected by a

continuous curve
.

Such a set is called a domain
( non - empty, open , connected ( or equivalently

atFFated) )



⑧

Assume that u :D→R satisfies u×=uy= 0
for all ZED

.

Then u is constant
.

T a
W

=/ u constant sine "

5)⇒ awww,Z u constant since Ux -- 0

However
,
we need to consider

i

'

i

i a- : J .
.

.
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.
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i Z
r

'

we can always had a
curve of this type j

r
⑨ Imposition Assume f :D→ Q is an analytic

Remember D function such that f-
'

Cz) = O for all ED
.

is a domain
.

Then f- is constant
.+

Prod : Since f
'
Cz) = q t iv. = 0 we get

4=0 and y=O for all ZED
.

Now CR- equations gives vy=U×
-

-
O and

my = -4=0 .

Therefore both u and V

are constant .
So f- = utiv is constant .



④

④
Iroposition 10 Suppose t :D→ G is analytic

(and D is a domain) and u
,
V

or Ifl is constant then f is constant
.

Prodi : If u is constant then u×=vy=0
and ny=

-Vx=0 .
Therefore F is constant

( similar for v constant )
Assume Ifl is constant . We get HIEa'+ v2 -- c
If o_0 we are alone

.

Assume c > 0

Then 2UU×t Lrv, = O and

Guay -12mg = 0

If we use the CR- equations we get
UU× - VUy

= O

* ( nay -I vu×=0
Multiply CA by u and ¥ by V

and

add to get
(u't f)4=0 =3 u×=O

Multiply bgr and Cad by u and
subtract to get

(u2 +v2)uy=O ⇒ uy= O

→ f-= utiv is constant . ox
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Branches of inverse functions
-

We have seen that many analytic functions

f : U→flat EG don't have single valued inverses

( for example flzl = Eh)

¥

U za
#

In this situation we canut find F-' sun that

f- of
-'
(w/ = w and f-

'

of Czl -- z
.

However
,
we can

find mazy g
: flat → U sua that foglwtw .

Such a function is called a right - inverse .

Most
of these are very

"

wild
"

.

If we require that g is
continuous we get a

"

branch of the inverse" . This

cannot be defined on the whole of flu) (unless
f- is injective ( univalent popular in complex analysis books) )

EI : f- (z) = z'
w

÷t÷÷ it.
To "build

"

a branch start at any point in the
W- plane say w--t and choose one of the pre - images
z! or -1 .

Lets pick g
CH = I

.

Since
g
is required to be

continuous this determines the values of g in a
small

disk around 1.This process can be continued to the
whole plane minus a "

branch cut
"

.



③

What is a branch cut ?

÷÷÷¥÷÷.÷÷t÷÷
the

g
is continuous in a

"minus
the branch cut

"

g
is nothing but the principal square root (not
continuous across the branch cut )

.
You get

a different branch if you choose a different simple
curve starting at the origin (

"

branch point
" ) and

"

ending at infinity
"

.

f:-÷:*: .
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-
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I ÷:#
Had you started with the choice gas = -t
you

would have gotten a different branch namely
- RE

.

- * -

We will now see that branches of inverses gives us

many new
'

analytic
.

functions
. They are

continuous ( big
definition) but are they

analytic



⑤

theorem H Suppose that f : U →Q is an analytic

④ function and that
g
is a branch of f- ' in

a domain D
.

Let Zo ED and Wo
-
-

g
Ho)

.

If

f-' two ) to then
g
is complex differentiable at

Zo and
y
' Gol = Yflcwo, . (Therefore , itTg (D) = {glad; ZED}, F'Cw ) to when wegeo) , then g is idyllic

in D and g
'GI = Yftgtz)) . )

Proof : Let w=gH for ZED ( g is injective so
w is well-defined)

Note that wtw
.
when z # Zo Cginjeotue )

and w=gH →glzotuo as 2- →Zo

Cg continuous )
we get

se¥¥=H;¥Hg⇒iIwit't.
and

glczo) -- Hwa ¥1

EI het
g GI be a branch

of the
square root

( That is a branch of f-' where few ) -- w' . )
we get f-

'hot -- Lw and g
'
# = Two =L

when
g
(to two to 2gGo)

For example, if gfz) is the principal squareroot ft we get

gift -- gtz when
FILre > o
if Ima = O)



⑤

We could also use f- (g Cz))
= gfzf= Z and

differentiate Ightg
' Cz) =L ( we need to

know
y
' CH exists) and g

'H --ggtz, if ghetto
II let GAI be a branch of the logarithm .

Then eg't) = z and

g
'Heget' =L or g

'
G) = egta.FI

So
,
for example

, €z Log At = # .

It treasonable to wonder if it is possible
to invert some analytic function f
near f# even though f- 'Go) =0 .

It turns

out that the answer is no
.

It is interesting to
note that the situation for f : R'→ R

'

is different.
huts discuss this without too much detail

. I

Say I : IR
'
→ IR
'

is given as ICx.gl = (ulx.gl ,vlxiy)
We know from Differential and Integral calculus 2
that re : 1122 -7112 is ( in the real sense ) differentiable
at Kayo) it there is A

,
B EIR such that

Ulxiy) = ulxo ,yo) -1A (x - xo) +Bly - yo) t O ( x -xoihe Cy-yd
')

similarly I :LR'→ R2 is real differentiable at Ko, yo)
if there is a matrix ( Ac Bp) smh that

I IX.yl -- Iko,yo, + IF 3) ( fig. ) -i 0k¥14 Cy- yd
')



⑧

If I is real differentiable in an open set containing
Karol tu

la. Body ::::;; Y dtixasd

If we view I : IR' → IR ' as f : Q →a using f
-
- ueiv

and we see that real differentiability is not enough
to imply complex differentiability . The CR - equations
imply that

dfu.y.se/9yYH-- /: ab)
.

T Another
way

of
saying this is that df has to be

complex linear and not only real linear,
The Inverse Function theorem

says
F: IR-→ IR' is

invertible near points where detdf to . It f : Cee
is analytic

.

then dit df = If 'HR 20 .

It is

possible that F : R2→ 1122 is invertible near

points where dit df = o but for analytic
functions this is not the case

.

So for analytic
functions they are invertible near points w=fH
exactly when f

'# to
.


