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Also Log (zit) is a
primitive function for
Yeti, in di l-o ,

-1]
.

Therefore
g
,
¥, da = { ¥, de -- dogEAD ! =

= LogGti) - Log121 -- turn titty - Ing =
-

'

z his titty .

and I
,
ZIYI! dz = Iti - Leng + ie -- t-hrs till -1¥.

Sequences and series of Analytic Functions
--

Given a complex sequence ( Zn)n% we can form
the partial sums Sn = ¥

,

zu .
If the sequence

(sin-7 converges to s ( that is kisses)

then we say
that Ii zu is convergent with

sum s
.

We write s -- I
,

Zn = anting f! Ze .



⑧

Candy's Criterion for Convergence
- -- -
Let Csn ) at

,
be a complex sequence .

We call (snln
,

Cauchy sequence a candy sequence it for every e- o there is N
such that if mzN and Kzn then Ism- sake .

③ theorem31 A complex sequence Csn)I
,

is convergent
iff it is a Candy sequence.

We will not prove this fundamental theorem
.

It is usually
proven in Euclidean Spaces .

However
,
lets try

to see why it needs a proof .

÷:
"

Iink: man.
This is the content
of the theorem

.

Imposition31 Let In
,

zu be a complex series .⑧ Assume that
¥

,

tent converges .
Then

⇐ Zn is convergent .

Proof : Since Fa tent is convergent the sequence

of partial sums In -E
.

! Zal is a

Cauchy sequence ( real sequences are also complex).



⑧

This implies that sn=EFe forms a Cauchy
sequence

sinysn.sml-IE.nzuk.in#---Isn-sI
.

Hence It
,
Zn is convergent . OX

We
say that I. zu is absolutely convergent

it 7,7 Hnl is convergent . These are good to
work with since we have many criteria

for

convergence for positive series from Differential
and Integral Calculus 1 .

Geometric series EI For which ZEE does ZI E-- t -iz-iz't . . .
converge ?

Solution : we know (from one exercise) that

Sn= lez -i -22 -i . . . -c E = t-I if zt1

Since figgE
"
= o if tzkl and

figs z
"'

divergent if Izlz 't (and 2-¥1)

we see that IIE= Iz it #4

and otherwise it is divergent .
(Z-- I needs to be checked independently
but htt -11413 -i . .

.
is clearly divergent )
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•
n ft t it

EI Does ¥
, Tgi converge or diverge ?

Solution . We study Izn I -- Inff I -- YhY -- Ef!

Does It
,

lznl converge or diverge ?

We can use for example the root criterion for

positive series to try to answer this .

fig TET -- fins. Fn
' F = Az et .

Hence II.znl converges and therefore II YLn" is
absolutely convergent . Therefore II YI÷iY converges .

In general there is nothing called absolutely divergentWe can find series that converges but not absolutely
(EI : IF T

' tu )
.

Such a series is called

conditionally convergent . They are quite peculiar sine
here the order of the terms matter for the value !
1-this is however nothing compared to divergent series
where you can find such

"

mythical beasts
"

such as

1+2-13 -i 4 t 5 t b t . . . = - Tz ! ! !
g



⑧

For us it will be important to study complex series as
functions of z

.

Questions about continuity and
differentiability will be important . Lets begin with a
toy problem to illustrate

.

.

Exe het fu : [ o
. If → R be ful x) = x- .

Then fix) = his fnlxl -- fig x
"
=

= { 0
when Exel

1 when X=L

All fu are continuous but f- is not !

We see that pointwise convergence is not " strong enough
"

to guarantee continuity of the limit function.

what is

needed is so called uniform convergence. The problem
in the example above is that the convergence happens

" at different speeds
" at different points in Eo, IT .

We need the concept of supremum ( a generalisation
of maximum) to formulate uniform convergence.
Let A EIR

.

The supremum
is the smallest

number MEIR such that X EM whenever XEA .

If no such M exists then sup A = co if Atf
and sup A = -- if A- =p

Ex : A -- [o. IT then sup A
= 1 (max A -- I )

A = (o , 1) then sup A = 1 Imax A doesn't

A- = IR then sup4=0
exist here)



⑧

There is also a corresponding concept for"lower
.

bounds
" of A called infimum

EI : int [0.17=0
int Co, 1) = O etc

.

Uniform convergence
of a sequence

of functions
- --
-

Eet: Let A EIC and (fu)!
,

be a

sequenceof functions tn : A → a
.

Let f : A → e
.

.

We
say that Cfn converges uniformlyto f

on A it for every e >0 there is an N

so that

sup( I hfe) - tail ; ze Ake
when n ZN

.

Notice first that uniform convergence implies that
nhjmpfnfzl -- fat for all ZEA .

③ TEIL Tat Hn is a sequence of continuous functions
on a set A ed that converges uniformly on A to f .
Then f- is continuous on A . Also if 8 is a piecewise
smooth path in A then

ftHdz -- time Srfnlzldz .
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Proof : Take zoe A. We need to show that

czhimzoffz) -_ f- Go) . Choose e>o
.

We need to

find 8>0 so that Iz -told ⇒ Ifta - flzdke
.

⑧ HEI-f-Golf Etta - fnh-hfna-fnfoltfizd-fh.at
e- HH -fnhtltlfnh-s-fnh-osltlfnkol-fh.tl

Since ( fu) converges uniformly we can find N

so that I ffzl - free) IL 43 for all Ze A (also Zo ! )
since fu is continuous we can find of> 0 such

that I z - Zo l CJ ⇒ I fnlzt - fnlzoll < 43
Hence if I z- Zo l co by ④ we get
Iffzl - fczo) l L Est Est Es -- E .

So f is continuous on A
.

(Notice
Next

,
we prove

frftzidz-fh.m.z.fm#dz)/rFHdZ--fi=SfnCzIdz .

This tells us that Now pick N so that lfnGI-ffztlcy.IT,
you can switch order for all# A when nzN

. ( uniform convergence!)
of him and S if Then
f-wtf uniformly / Gfw# dz-fyfizldzlefttnht-fh.tl/dzl

C- ÷µzg . lol) CE when ne N
.

So { flzldz - his fgfntttdz 0
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So we see that the limit function is continuous
it it is the uniform limit of a sequence of
continuous functions

.

What about analytic functions?

⑧ Definition 34
A set Kc Cl is compact iff K is closed and
bounded . ( Bounded = subset of some Alo, r))
Definition 35

⑧ AFF analytic functions (Fn) on an open
set U is said to converge normally to f : U → e

iff Hn) converges uniformly to f on every compact
KE U .

⑧ TY:pp7se#that Hn) is a sequence of analytic factions
on an open set U that converges normally to f
on U

.

Then f is analytic of U .

Moreover

the ( derived ) sequences ( f!" ) (k -- 42,3, . . . )
converges normally in U to F

'"
.

Proof : First we prove
that f is analytic .

Take a

rectangle R EU .

Since f- is continuous

for f-Hdz is well-defined
.
R is a compact

set we get for flzldz = fig for field
byThen 33 .

However since tn is analytic frfrHdz -0
Therefore for fczldz = o and since this
holds for every Rsu it follows that f
is analytic by Morera's theorem .



⑧

Lets show that f!" → f '" normally on U .

It is enough to do for k--1 ( the rest follow by
induction)

.

So we want show fi → f
'

uniformly on
compacts K c- U .

It is enough to show uniform
convergence for disks Attar EU sine any k
can be covered by finitely many Dft)
( This is the reason compact sets are important here)
Take Zoe U and r> 0 such that
Dh EU .

We can find s >r so that

DIET c- U still
.
For ZE AGI

we have

Him-flattest !
...

'dsl
⇐ In !

...

" '
Ids I issue Hula

-Hell

" ¥EEsa
.. .

Q

We have done much preparation but now
we are almost ready for some real benefits .



⑧

Series of functions

¥Eof functions (fu : A. → eh?
( defined on some set A EQ) we can form

the sequence
of partial sums smfh = :&

,

fate
.

All the concepts of convergence now translates

to series via the partial sums .

We have the

criterion :

Candy criterion . I
,
fu converges uniformly on A

for uniform iff
convergence. o For every e > 0 there

is N - N le) such that

sup ( t Infatal ; m,nzN and ZEA) - e

Theorem 37 ( Weierstrass M- test)}⑦ Suppose that each term in a function series 37£
is defined on a set A .

Assume that there is Mn
such that I futz) l E Mn for each z e A and
also that II

,

Mn converges .
Then

IF fu converges absolutely and uniformly on A .

Prod : Fix Eso .
Since It

,

Mn is convergent we can
find Nlc) so that Mmt . . . t Mace if Nernst .
We get lfmlz) t . . . the# I Elfmlzlle . . . tlfufzll E

E Mmt
. . . t Mk L E for each Z EA

.

Therefore first of all ¥! that is convergent
and we get absolute convergence for every Ze

A
.

Also by Cauchy's criterion we get uniform convergence
in A

.
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One more thing about normal convergence : It is hard
to cheek uniform convergence in any compact subset

of
an

open set h .
However it is enough to check uniform

convergence in closed disks in th .

This imply normal convergence
( since

any compact can be covered by a finite union of
closed disks

.

)
⇐ The series IIE defines an analytic function

in Hat
.

This is because on Herd we see
that

I zn ) = lzl " Er" and Zoo r" converges for OErol .

Hence ⇐
o

z
"

converges normally on lzkl and
since the partial sums are analytic the limit
series is as well . In fact

,
we already know that

IfZn = Iz in lzl 4
.

It is interesting to note that Theorem 36

implies that we can differentiate termwise
and get valid series of functions ! That is,

II n z"
-t
= ¥⇒, in Izlcl and so on.

Exe Show that II. n-Z defines an analytic function
in the half -plane {ZEE; ReH -t } .



⑨

We show that II n-Z converges uniformly when
ReCe) Zo>? . Study In-z I =/@

Inn)
-

Zf mireHen-r

We know that II n- T converges ( it is a p- series with poll
so Weierstrass M- test gives the result . Normal convergence
follows and 5th = FE

,

n
-Z is analytic .

This is the

Riemann zeta - function ( -representation valid in Retail
We also get gyz , ⇒IF

,

an-Z (witheringly )
Iajlorseries

A Taylor series is a function series of the
following type .

Take a sequence
of complex numbers

( an)! and Zo C- 1C . Then

¥4 an ft - Zo)" is a Taylor series
(or power series ) centered at zo with coefficients lad .
It is interesting to determine for which z this
converges ( and also to see what type of convergence
we have) . The following will be important .
Iet The

"

number
"

ft lo ,
e) old defined as

f=µn=gug Flat )
- it

is called

the radius of convergence of theTaylor series .
Convention : f- =P & f- = O


