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ABSTRACT: The knowledge management literature often points out the importance of
distinguishing among data, information, and knowledge. The generally accepted
view sees data as simple facts that become information as data are combined into
meaningful structures, which subsequently become knowledge as meaningful infor-
mation is put into a context and when it can be used to make predictions. According
to this view, data are a prerequisite for information, and information is a prerequisite
for knowledge. This paper explores the conceptual hierarchy of data, information,
and knowledge, showing that data emerge only after we have information, and that
information emerges only after we already have knowledge. The reversed hierarchy
of knowledge is .shown to lead to a different approach in developing information
systems that support knowledge management and organizational memory. It is also
argued thai this difference may have major implications for organizational flexibil-
ity and renewal.
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THE KNOWLEDGE MANAGEMENT LITERATURE OFTEN EMPHASIZES the importance
of the relationship among knowledge, information, and data, and that this relation-
ship is often misunderstood. It has also been argued that this misunderstanding leads to
problems in information system design. For example, Davenport and Prusak state that

Knowledge is neither data nor information, though it is related to both, and the
differences between these terms are often a matter of degree.... Confusion about
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what data, information, and knowledge are—how they differ, what those words
m^an—has resulted in enormous expenditures on technology initiatives that
rarely deliver what the firms spending the money needed or thought they were
getting. [4, p. 1]

Sometimes it is argued that the problems originate from our insufficient realization
that there are indeed considerable differences between data, information, and knowl-
edge. For example, Sveiby maintains that

I: -fi
Some of the present confusion concerning how to do business in the knowl-
edge era would probably be eliminated if we had a better understanding of the
ways in which information and knowledge are both similar and different. The
widespread but largely unconscious assumption that information is equal to
knowledge and that the relationship between a computer and information is
equivalent to the relationship between a human brain and human knowledge
can lead to dangerous and costly mistakes. [23, p. 24] ;

This paper presents a model that explicates the relationship cunong data, information,
and knowledge. It also shows that the conventional view on this relationship requires
rethinking and that the traditional hierarchy of data, information, and knowledge
needs to be reconsidered if we want to develop information system support for knowl-
edge management and organizational memory. This reconsideration will also have
important implications for the organizational infonnation processing view of organi-
zation design as a problem of optimizing information-processing capacity.

The intuitive idea that knowledge is something more than infonnation has led
many authors to draw distinctions among raw data, infonnation, and knowledge. At
first, these concepts look almost obvious to common sense, and yet—and maybe
because of this very obviousness—they have been a constant source of confusion.
For example, according to some authors, data are understood to be symbols that have
not yet been interpreted, information is data with meaning, and knowledge Is what
enables people to assign meaning and thereby generate information [21, p. 13]. Or
data are simple observations of states of the world, information is data endowed with
relevance and purpose, and knowledge is valuable infonnation [3, p. 9]. Or informa-
tion is meaningless, but becomes meaningful knowledge when it is interpreted [23, p.
42]. Or infonnation consists of facts and data that are organized to describe a particu-
lar situation or condition, whereas knowledge consists of truths and beliefs, perspec-
tives and concepts, judgments and expectations, methodologies and knowhow [30,
p. 73]. Or infonnation starts as a flow of meaningful messages but becomes knowl-
edge when commitment and belief are created as a result of these messages 114, p. 58].

Underlying all these models of knowledge as a "higher form of information" is the
idea that knowledge has to be extracted from its raw materials, and in the process,
meaning has to be added to them. Organizational information processing literature
and much ofthe organizational decision-making literature adopts basically the same
view. The existence of "thorny epistemological issues" [ 13. p. 292] is recognized but
not discussed, and references to relevant literature outside the cognitivistic tradition
are rarely made explicitly.
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If we assume tbat the object of our knowledge is an external reality that can be
studied empirically to learn its structure and states, it is intuitively clear that we need
first Io observe some simple facts before we can create knowledge. It is commonly
known, however, that raw data do not exist, and that even the most elementary per-
ception is already infiuenced by potential uses, expectations, context, and theoreti-
cal constructs [1, 8, 10, 11, 18]. This empirical model has been heavily criticized
during the last century by several prominent philosophers of knowledge, for ex-
ample, by Bergson, James, Husserl, Heidegger, Mead, Merleau-Ponty, and Polanyi
[see 27]. Although their criticisms have approached the problem of objectivistic and
empiristic knowledge from somewhat different directions, they share the fundamen-
tal insight that the world as an object of human knowing exists only as an interpreted
world that is completely infused with meaning. A human cognition cannot see simple
facts without these facts being part of its current meaning structure. Moreover, much
of this meaning structure is unaniculated background against which articulation and
explication happen. Therefore, organizational memory and knowledge management
systems need also to address this unarticulated component of meaning.

This paper is conceptual and gives practical implications for information system
development. First we shall consider the conventional view on the hierarchical rela-
tionship among data, information, and knowledge. After showing that this
conceptualization has important problems, we see how an alternative view addresses
these problems. We then consider the problem of interpersonal stocks of tacit knowl-
edge, showing that the conventional view of seeing data as a raw material for infor-
mation and knowledge is misleading in many practical situations. Finally, we shall
see that this creates major challenges for organizational memory and knowledge
management system design and argue that we need to use the model presented here to
design effective knowledge management and organizational memory systems.

The Hierarchy of Knowledge

DATA HAVE COMMONLY BEEN SEEN AS SIMPLE FACTS THAT CAN BE STRUCTURED to
become information. Information, in turn, becomes knowledge when it is interpreted
or put into context, or when meaning is added to it. There are several variations of this
widely adopted theme. The common idea is that data are something less than infor-
mation and that information is less tban knowledge. Moreover, it is assumed that we
first need to have data before information can be created, and that it is only when we
have information that knowledge can emerge.

A representation ofthis view is shown in figure I. This figureadds intelligence and
wisdom as two further types of knowledge.'

In figure 1, data are assumed to be simple isolated facts. When such facts are put
into a context and combined within a structure, information emerges. When informa-
tion is given meaning by being interpreted, information becomes knowledge. At this
point, facts exist within a mental structure that consciousness can process, for ex-
ample, to predict future consequences, or to make inferences. As tbe human mind uses
this knowledge to choose among alternatives, behavior becomes intelligent. Finally,
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Figure I. The Conventional View on the Knowledge Hierarchy

when values and commitment guide intelligent behavior, behavior may be said to be
based on wisdom. The underlying view sees the construction of knowledge as some-
what similar to using letters as atoms for building words that are subsequently com-
bined to meaningful sentences. The symbolic curve in figure 1 is intended to make
the point that the value of the various forms of data-information-knowledge in-
creases through learning. In this process data are increasingly "refined."

Most authors share this view, although the details differ. For example, according to
Davenport and Prusak,

Data is a set of discrete, objective facts about events.... Data describes only a
part of what happened; it provides no judgment or interpretation and no sus-
tainable basis of action.... Data says nothing about its own importance or
relevance. [4, pp. 2-3]

According to these authors, however, data turn into information as soon as they are
given meaning. Information must inform: "it's data that makes a difference.... Unlike
data, information has meaning.... Data becomes information when its creator adds
meaning" [4, pp. 3-4].

Although there seems to be a broad consensus about the idea that knowledge is
more than information, there are several different views on their exact relation. One of
the more detailed descriptions of the conceptual hierarchy of knowledge has been
given by Earl [6]. It differs from most extant hierarchies, as the distinguishing charac-
ter of knowledge is its social acceptance. This reflects the idea that knowledge has to
be interpersonal or objective. According to Earl, there are actually four levels of
knowledge needed to understand organizational information, each of which repre-
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sents an increasing amount of structure, certainty, and validation. First, organiza-
tional events are represented, collected, and prcKessed to generate data. Data are
further manipulated, presented, and inteq^reted to generate information. Information
Ihen leads to knowledge as it is tested, validated, and codified [6, p. 59]. Earl empha-
sizes that knowledge emerges through interpersonal validation. The underlying con-
ception, however, is still based on a view of data as the raw material from which
knowledge is created.

/
The Reversed Hierarchy

GIVEN THE DISCUSSION ABOVE, IT SHOULD NOT BE DIFFICULT TO RECOGNIZE that
the hierarchy of data-information-knowledge should be turned around. Data emerge
last—only after knowledge and information are available. There are no "isolated
pieces of simple facts" unless someone has created them using his or her knowledge.
Data can emerge only if a meaning structure, or semantics, is first fixed and then used
to represent information. This happens, for example, when information is stored in a
semantically well-defined computer database. In that special case, we have to
decontextualize knowledge and structure it according to predefined semantics into
"isolated" and independent database entries. Ideally, the data so produced can be
completely detached from any meaning, to be automatically processed using a com-
puter program.

Data, therefore, exist as a solution to a practical problem: how to dissect informa-
tion into two forms, data and data structure, that can be modeled, represented, and
processed separately. Since the computer does not have access to the meaning ofthe
content it processes, computer programmers have to represent meaning in a way that
enables automatic processing. This also explains why database architects have be-
lieved that it is important that database structure has well-defined semantics. Indeed,
as Rosen 119] has shown, conventional digital computers generate a unique division
between semantics and syntax as a result of their design as systems thai comprise
both hardware and software.

The reversed hierarchy is depicted in figure 2. The meaning structure that underlies
knowledge for an individual is articulated through cognitive effort to become focal
and structured. If the meaning is articulated within a linguistic and conceptual con-
text, it can become verbal and textual. At that point we conventionally call it infor-
mation. It can be represented in a document, and put into a file, for example.

When such articulated knowledge is stored in computer memory for automatic
manipulation, the meaning of information must be represented. In effect, information
has to be split into "atoms" that have no meaning that would need to be taken into
account in automatic processing. At this point we have created data. To arrive at this
point, a lot of cognitive effort and design work is needed. In most cases, there also has
to be negotiation among all interested parties to discuss the specific way tbe meaning
is fixed. In practice, this happens, for example, by defining a conceptual model for a
database. For example, a specific location or data field in the structure is used to
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Figure 2. The Reversed Hierarchy

indicate "an individual person," and another "a city." The value of the field may
change, indicating a different individual or city, but the meaning of the content is
fixed. In such an ideal computer system, there are no "exceptions."

Data, therefore, do not become information after the addition of meaning. On the
contrary, data are created from information by putting information into a predefined
data structure that completely defines its meaning. Instead of being raw material for
information, data emerge as a result of adding value to information by putting it into
a form that can be automatically processed.

This value adding depends on the fact that there are computers that can process
infonnation and that need to store both programs and processed content in the same
syntactic fonn. A similar relation between artifacts and conesponding "simple facts"
that can be processed by them, however, underlies the empirical approach also more
generally. For example, it is often thought that measurements made in a physical
laboratory are the prototypical sources of empirical data. For instance, it is assumed
that we can observe temperature using a thermometer, and based on the observed data
points, we can make sense of the data by giving it structure and by creating a model
that explains the data. This view, however, forgets that the meaning of the data is
determined by the instrument itself. The creation of computer databases, shown above
in figure 2, is one specific example ofthis process. A more prototypical example from
the domain of thermophysics is shown in figure 3.

In the context of figure 3 we can say that, when the tool of measurement exists, we
can no more freely reinterpret what its readings mean. In the process of creating a
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Figure 3. Contextual Requirements for Measurement of Empirical Data

measurement tool, important aspects of knowledge are sedimented into the structure
of the measuring device. Another way of saying this is that the tool we use to collect
data on temperature fixes those meaning relations that define what temperature is.
Data, therefore, exist only after such a prejudgment is made. A thermometer is created
simultaneously with the possibility to observe temperature as data.

One of the reasons for emphasizing empirical observations is that they provide
means to create interpersonal knowledge. When an artifact is created, it fixes part of
the meaning of the world in its structure, and this artifact can be used by several
people to coordinate the meaning in their respective worlds. Often, however, this
requires more than just giving a tool such as acomputerprogramor a thermometer to
another person. Packaged with the tool there is a practice of using it. and most of the
knowledge about this practice needs to be learned before the tool can be used appro-
priately. For example, to understand what a specific number means in an accounting
database, one may have to learn accounting practices for several years, as well as to
know what schemata were used to store knowledge in the database.

This, indeed, was exactly what Reck [7] argued some sixty years ago. According to
Fleck, the development of knowledge is a social phenomenon, and knowing, think-
ing, and knowledge creation are not something that an individual does, or can do.
Instead, knowing and knowledge creation are processes that occur in social units that
Fleck calls "thought collectives." Based on his historical analysis of the emergence
of syphilis as a specific well-defined "disease." Fleck illustrated that scientific facts
make sense only within a given style of thought that is learned through socialization
into the worldview of a specific thought community.

According to Fleck, a thought community is created when a relatively stable struc-
ture of meaning is established. Such a community reproduces itself through continu-
ous regeneration of meaning. Within a thought collective, some facts make sense and
others do not. It is only against this system of reproduced meanings that a scientific
fact emerges. ,
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As a result of cultural and social development, social activity may lead to creation
of artifacts that articulate collective knowledge. Diagnostic practices and related
tools described by Fleck, and organizational information systems, are examples of
such accumulated knowledge. More generally, organizational knowledge emerges
as plans, experiences, language, habits, models, practices, tools, and institutions that
guide action within the organization 11, 5, 9, 12, 22].

Information as Explicit Knowledge

WHEN WE DESIGN INFORMATION SYSTEMS, IT IS IMPORTANT TO NOTE that explicit
and articulated knowledge is only the tip of an iceberg. For example, to make sense
of a document stored in a computer system, a lot of contextual knowledge is needed;
usually this knowledge is not stored within the computer system. Instead, system
designers implicitly rely on culturally shared and accumulated stocks of knowledge.

When shared stocks of knowledge cannot be taken for granted, a natural response
is to strive to add more contextual information, or to try to represent more fully that
tacit organizational knowledge that was previously left unarticulated. This, however,
is not a robust solution to the prohlem. Indeed, in practice, it amounts to throwing
more technology at solving a problem created by using this same technology. Instead
of doing more of the same, we have to do something different.

For example, we have to reconsider the relationship between tacit and explicitly
articulated knowledge. Michael Polanyi [15, 16] argued that "we can know more
than we can tell." In Polanyi's terminology, knowing emerges in dynamic interaction
between focal and subsidiary components of meaning. According to Polanyi, subsid-
iary knowledge consists of subliminal and contextual cues, which we cannot be
aware of as such. Instead, these subliminal and marginal cues provide the context
against which focal knowledge gets its shape. For example, eye-muscle movements
have to remain subliminal for perceptional stability to be possible. Similarly, there
are marginal cues "at the comer of the eye," which we see, but we are unable to
"know" them directly unless they become focal, and which we know only through
their influence in the focal perception. According to Polanyi, marginal cues include
both peripheral cues seen "at the comer of the eye" as well as cues that result from our
previous experiences and our expectations. Polanyi called this background compo-
nent tacit knowledge, arguing that it acts as the necessarily unarticulated back-
ground against which all focal meaning is distinguished [17].

Following Polanyi, Nonaka and Takeuchi base their knowledge creation model on
dynamic interaction between two types of knowledge [14]. Tacit knowledge, accord-
ing to Nonaka and Takeuchi, is personal, context-specific, and therefore hard to
formalize and communicate. Explicit knowledge, in contrast, refers to knowledge
that is transmittable in formal, systematic language [ 14, p. 59]. The central idea In the
Nonaka-Takeuchi model is that new knowledge is created in articulation of tacit
mental models, in a kind of "mobilization process." In this process, tacit knowledge
is converted into explicit form.



DATA IS MORE THAN KNOWLEDGE 111

As Nonaka and Takeuchi start with the primary distinction hetween tacit and explicit
knowledge, it is worth noting the different ways Polanyi and Nonaka and Takeuchi
use this distinction. For Polanyi, tacit knowledge is a precondition for meaningful
focal knowledge, and there is no explicit knowledge without subsidiary, marginal,
and tacit meaning structure that underlies all focal knowledge. It is therefore impos-
sible to separate two different "stocks" of knowledge, one tacit, another focal. In-
stead, the tacit stock of knowledge is the background from which the knower attends
to the focal knowledge.

Using Poianyi's concept of tacitness, therefore, knowledge is not converted into a
separate set of explicit knowledge. Instead, the structure of meaning changes so that
some parts of it become focal, in relation to "the rest," which provides the periphery
and the background.

On the social level, essentially the same process happens when individual tacit
knowledge becomes collectively shared tacit knowledge. In this "socialization" pro-
cess, the tacit background is provided by socially shared meaning structure, built
through a social and cultural process that is internalized by the members of the
society during their cognitive and social development.

Explicit knowledge could then be understood as decontextualized information.
Such decontextualization is. of course, necessary if we store information in a com-
puter. As Vygotsky [29] noted long ago. written text is the prototypical cognitive tool
that can be used for such decontextualization. Therefore, we could also say that when
computers are used for knowledge management, they are primarily used as media for
decontextualized communication, and not as tools for automatic data processing.
Decontextualization. however, has to be understood as a process where some aspects
of knowledge are made explicit against a "nonfocal" background meaning that re-
mains tacit. In other words, decontextualization can only happen in a context.

The Problem of Interpersonal Information

WHEN ORGANIZATIONS USE INFORMATION SYSTEMS TO SUPPORT knowledge man-
agement and organizational memory, the problem is often considered from the point
of view of someone trying to understand data stored in computer systems. This view
leads to the conventional data-information-knowledge hierarchy. Somewhere in the
memory of a computer, some infonnation is stored in the form of data; the problem is
to find it and make sense of it.

This view, however, does not produce the complete picture. In practice, the prob-
lem of interpreting organizationally stored data resembles the one shown in figure 4.
Someone has articulated knowledge using languages and conceptual systems avail-
able, and—in the case of a computer database—represented the articulated knowl-
edge using a predefined conceptual schema. Someone else then accesses these data
and tries to recover their potential meaning.

As discussed in the previous section, the success of this attempt at sense making
depends on the sense maker's stock of tacit knowledge. Moreover, if the person who
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Figure 4. Information in the Interpersonal Process

stored the data wishes that the sense maker would interpret the data in a predefined
way, both the original articulator and the sense maker need to have overlapping
meaning structure. One could say that they have to share some world where the data
can make sense. Aprimary requisite is. for example, that the sense maker approach the
data as meaningful data, that is, as data intended to mean something. Underlying this
is an attitude that is based on trust; The sense maker has to expect not only that the
data are not random noise and bits, but that there is a message waiting to be inter-
preted [26, p. 74].

In figure 4, the second person actively tries to reconstruct meaning of the data
created by the person who first articulated and stored them. In this process, she or he
uses all available meaning structure, most of it tacit and not represented in the com-
puter system. One could view the small downward arrow in figure 4 as a process that
tries to imitate the original articulation process. If the meaning of the articulated data
is obvious—for example, what are the procedures for recording a specific item in a
database^—not much effort is needed to figure out what the articulator thought when
storing the data. Then the process represented in the small upward arrow simply
consists of making sense of the data itself However, more generally, this sense mak-
ing requires that the second person also understand the way the original articulator
decided to fix the meaning structure and represent it in a computer system. Thus, the
data-information-knowledge hierarchy emerges only after the knowledge-informa-
tion-data articulation has created data. The two downward arrows in figure 4 are
often missed because most early information systems were developed for routine
operations. There the articulation process is, indeed, defined in detail, and often
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formalized as standard operating procedures. A similar situation exists more gener-
ally when social institutions effectively offload the task of interpretation from the
system user. For example, an accountant does not need to understand what went
through a data entry worker's mind when he or she keyed in the numbers. In this ease,
social institutions and predefined division of labor are key aspects of the system

operation.
In knowiedge-inlensive, nonrouiine, nonautomated, and creative organizational

processes, the form.s of articulation and the processes of sense making cannot be
taken for granted. The model in figure 4 therefore has implications for the design of
knowledge management and organizational memory systems.

Implications for Knowledge Management and
Organizational Memory Design

A T T H E BEGlNNtNG tT WAS ARGUED THAT THE CONVENTIONAL HIERARCHY easily
leads to waste of organizational resources. As organizational memory and knowledge
management systems are often used in essentially open settings, the tacit and so-
cially shared components cannot, in general, be taken for granted. If the design
principles and methodology cannot address the tacit component, it cannot tell us
where and how much we should invest in the explication of knowledge. In general, it
can be argued that there has been too little emphasis on the sense-making aspects of
infonnation systems. This is becoming an increasingly important issue as informa-
tion systems are increasingly used for collective meaning processing.

On a very practical level, the conventional hierarchy is also reflected in the as-
sumption that information access is a key to knowledge management problems. For
example, it is often believed that we can do knowledge management by "putting
information on the Web," without considering what it takes to make sense of such
decontextualized information. As a result, there are now millions of documents on
the Web waiting for someone to read them. When the interpretation of information
and data is seen as unproblematic, it is easy to believe that information availability is
a goal in itself. When we, in turn, react to the resulting information overload by
developing new schemes for representing metadata and new algorithms for data
mining and filtering, we probably could benefit by considering more carefully the
sociocognitive aspects of collective meaning processing.

When traditional computer databases are used to store knowledge, the conceptual
design of the database fixes the semantics and makes it difficult or impossible to
reinterpret stored data [241. This is a problem, for example, if the computer system is
used to support strategy processes, business intelligence, or creation of new product
designs 125]. In all these cases, information is ambiguous and equivocal—not be-
cause we would lack information, but because the world is not ready, but under
construction.

When tacit knowledge is articulated and data are created out of it, a lot of flexibil-
ity in interpretation is lost. This may lead to organizational rigidity. It may look
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attractive, for example, to create organizationwide information systems where the
same repositories of data are used in all organizational processes [2]. Underlying this
view is sometimes an exceedingly empiristic and objectivistic belief that when we
get the semantics "right" the organization will be able to function as a perfect ma-
chine. In some cases, one could argue that, indeed, the organization has become a
perfect machine that is fixed in its operations by the information systems it has
implemented. Therefore, a major challenge for the designers of organization memory
and knowledge management systems is to understand, not only the relationships
between tacit and explicit stocks of organizational knowledge but also the costs of
cbanging their relationships when the world changes. The human mind can change
the relation between peripheral and focal knowledge in a fraction of a second. Indi-
vidual and collective reconfiguration of meaning may happen in minutes, days, or
months. But often the reconfiguration of semantics in large organizational informa-
tion systems takes years, especially if everything depends on everything, and all
meaning has to be reinterpreted wben any of the articulated meaning relations are
touched. Therefore, the organizational cost of neglecting the tacit stocks that under-
lie organizational knowledge processes may be very high. The traditional data-
information-knowledge hierarchy easily leads to this neglect; we therefore need to

remind ourselves that it should not be taken for granted.
It may appear that the inflexibility that is created by "hard-wiring" organizational

semantics can be overcome by storing knowledge in the smallest possible semantic
atoms and by deploying multidimensional databases, data mining, and other data
discovery tools. In a technical sense, this roughly equals finding an algorithmic way
to categorize Rorschach pictures, so that we reliably find all those where there is a
bat. In practice, the design tradeoffs depend on the stability of the mapping between
the conceptual model that underlies the design and the cognitive models that we use
to interpret the world. In some cases, the "conceptual atoms" may be relatively stable,
for example, if they are core concepts in culturally central practices. For instance, as
long as we stay on one continent, our definition of temperature does not change
often. In general, however, we have to look for "knowledge atoms" that have the right
life-cycle properties in relation to the world they are describing, and in relation to the
uses they have within an organization.

In rapidly changing environments it may be difficult to find enough stability to
widely use semantically fixed databases to store organizational knowledge [28]. A
practical implication is that, theoretically, it can be said that the search for the "per-
fect atoms of knowledge" is a dead end.

On a more positive side, the reversed hierarchy also points to interesting areas for
information systems research as well as to new motivation for some existing lines of
research. For example, when we explicitly address those communication processes
that facilitate the creation of shared meaning, we can develop knowledge manage-
ment systems that support collective meaning processing. In practice we can, for
example, implement systems that support peripheral knowing, social learning within
thought communities, or develop design methodologies that explicitly address in-
teractions and conflicts between several cooperating social activity systems [21].



DATA IS MORE THAN KNOWLEDGE 115

As was discussed above, information systems for knowledge management and organi-
zational memory should be seen as media that are used as an interpersonal cognitive
artifact. Acritical factor in designing such artifacts is to consider those knowledge stocks
that are needed to make sense of (he information stored in the system. As long as informa-
tion systems are used for automatic processing of limited types of routine work, it may be
relatively easy to expect that people who use the computer system share all that knowl-
edge that is needed to make sense of the outputs generated by the system.

In practice, however, it is important to view knowledge management and organiza-
tional memory systems as essentially social systems, where technology complements
and supports tbe processing of knowledge and meaning. An important implication of
this is that information system designers need to understand those social processes
that underlie meaning processing. Knowledge management systems are not auto-
matic data processing systems; knowledge management initiatives therefore easily
fail if they are conceived as technology problems. The difficult thing, of course, is
that knowledge management then requires a broad understanding of social, techni-
cal, and cognitive aspects of human organizations. The relevant contributions of tbe
related different traditions and disciplines are not well known at this time.

Conclusion

THIS PAPER ANALYZED THE COMMONLY USED DATA-IN FOR MATlON-KNOWLEtXIE
hierarchy and showed tbat it is useful to tum around the conventional hierarchy.
Information can be created only after there is knowledge, and data emerge as a
byproduct of cognitive artifacts that assume the existence of socially shared practice
of using these artifacts.

When both meaning and its representation can be taken for granted, it becomes
natural to assume that knowledge has a close connection to bits stored in computer
memory. Indeed, the whole know ledge-based economy can then be reduced to "in-
formation economy," and information can be defined as "anything that can be digi-
tized" [20. p. 3]. Given the discussion above, however, we might expect that such a
definition misses some key characteristics of information systems that can enable
know ledge-based economy.

A practically important aspect of knowledge management and organizational
memory support systems is the social process that makes it possible for the users of
the system to make sense of each other's worlds. Organizational memory and knowl-
edge management systems cannot be understood as stand-alone systems; instead,
they combine technical artifacts with social processes. Much ofthe effort of design-
ing successful systems goes into designing those social processes that make the use
of these systems possible. Although in some cases the underlying social processes are
so standardized that knowledge management can be reduced, for example, to effec-
tive document management, in most cases this is not true.
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NOTE

1. This representation ofthe relation between leaming and yield comes originally from George
P6r, at http://www.co-i-l.coni/coil/knowledge-ganjen/.
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